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Introduction

Obesity is a disease characterized as a condition result-
ing from the excess accumulation of body fat. In conjunction
with increased stores of body fat, obesity has also been
associated with increased mortality influenced by increased
incidence of hypertension, atherosclerosis and coronary
artery disease, diabetes, cancers of the breast, colon,
prostate, endometrium, ovary, and cervix, and decreased
overall survivability when compared with nonobese
counterparts.1-5 As a consequence, obese individuals gen-
erally require more therapeutic intervention earlier in life
than nonobese individuals. A very important consideration
for pharmacological treatment of obese individuals is the
possible discrepancies between obese and nonobese indi-
viduals in pharmacokinetic and/or pharmacodynamic ac-
tivities of a drug. Changes in pharmacokinetic parameters
such as volume of distribution or clearance can significantly
alter the pharmacologic impact of a drug; therefore, it is
important to characterize the properties of drugs in obese
individuals.

The direct causes of obesity are difficult to discern due
to the plethora of physiological changes associated with
obesity. Furthermore, characterizing metabolic and genetic
differences between obese and nonobese individuals has
proven complex resulting in broad scale attempts to study
genetic and nutritional models of obesity in animals. These
animal models can be used to help determine the possible
causes and effects of obesity in humans resulting in
possible agents to attenuate the causes and effects of
obesity.

There have been several references reviewing the causes
and pharmacological implications of obesity.6-12 These
show the effects of obesity on the pharmacokinetics of drugs
in obese subjects; however, there have been considerable
advances in the understanding of obesity, particularly in
the genetic causes and changes in genetic expression
asssociated with obesity. This article will attempt to
comprehensively review current knowledge regarding obe-
sity ranging from genetic and nutritional animal studies
to pharmacokinetic studies of specific drugs in humans.

Obesity and Drug Absorption

The effects of obesity on absorption and overall bioavail-
ability is poorly understood. In contrast to expected de-
creases in bioavailability associated with increased splanch-
nic blood flow in obesity,23 the bioavailability of midazolam13

and propanolol,14 two compounds with moderate to high
hepatic extraction, was shown not to be significantly
different between obese and lean individuals. Body weight
was shown to have no effect on the bioavailability of
cyclosporine in renal transplant recipients.15 No statisti-
cally significant difference in the bioavailability of dexfen-
fluramine could be established between obese and normal-
weight individuals.16 Overall, studies indicate no significant
difference in absorption between obese and lean subjects.

Obesity and Drug Distribution

The volume of distribution of a drug is dependent on a
number of factors including tissue size, tissue permeability,
plasma protein binding, and the affinity of drugs for a
tissue compartment.17 These factors can be affected by the
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physical and chemical properties of a drug in addition to
the presence of many disease states. Obesity is a disease
state associated with changes in plasma protein binding
constituents18,19 and increases in adipose tissue mass and
lean body mass,20 organ mass,21,22 cardiac output,23,24,25

cardiac size and blood volume,23,24 and splanchnic blood
flow23 relative to normal-weight individuals.

A general trend has been observed for predicting changes
in volume of distribution in obese subjects. Increasingly
lipophilic substances, based upon the octanol/water lipid
partitioning coefficients (LPC), are generally increasingly
affected by obesity. Less lipophilic compounds, with lower
LPCs, generally have little to no change in volume of
distribution with obesity. There are exceptions to this
generalization: cyclosporine, a highly lipophilic compound
with a relatively large volume of distribution, has been
shown in separate experiments to have comparable abso-
lute volumes of distribution (Vdss) in both obese and normal-
weight individuals.15,26

The effect of high lipid partition coefficients in barbitu-
rates was demonstrated by Cheymol8 when increasing LPC
were correlated with increases in distribution into adipose
tissue. Thiopental27 and diazepam,11,28 with corresponding
LPC values of 67629 and 309,30 show significant increases
in volume of distribution (Vdss) for obese individuals relative
to normal-weight individuals. In both cases, the volume of
distribution increased for both absolute volume of distribu-
tion and when normalized for total body weight. However,
the absolute distribution (Vdss) of digoxin31 and procain-
amide32 has been shown to remain relatively consistent
between obese and normal-weight individuals despite
relatively high LPC values,29,33 and the distribution of
digoxin decreased in obese individuals when normalized
to actual body weight.31 Others have shown that digoxin
does not have extensive distribution into adipose tissue.34

These results are supportive of the explanation by Christoff
et al.32 that the high LPC values are too low to enhance
distribution into adipose tissue. Ritschell and Kahl33 have
developed equations based upon several parameters (i.e.,
LPC, plasma protein binding, ionization, normal-weight
volume of distribution, and body weight parameters) to
help determine volume of distribution in obese individuals,
but there has been little further experimental support of
these equations.

Polar compounds have been shown to have several
different relationships between body weight and volume
of distribution. Theophylline, shown not to correlate well
with ideal body weight (IBW) or total body weight (TBW),35,36

was shown to adhere well to the following power equation
suggested by Rizzo et al.:37

Several authors38,39 agree that a better relationship
between aminoglycoside volume of distribution and body
weight is given in the following equation proposed by Bauer
et al.:40

where CF is a correction factor between 0.2 and 0.5 and
AW ) TBW - IBW (adipose weight).

Neuromuscular agents are another group of generally
polar compounds. The best method of calculating dosing
strategies might be to base calculations on IBW. In one
study, it was shown that the absolute volume of distribu-
tion (Vdss) of atracurium is unchanged in obese individu-
als.41 At the same time, the volume of distribution corrected
for TBW decreased. Some lipophilic substances, such as the
â-adrenergic receptor blockers bisoprolol and nebivolol, also

have volumes of distribution that decrease when corrected
for TBW.42,43 These decreased volumes of distribution when
corrected for TBW indicate that these drugs distribute less
into excess adipose tissue. Bisoprolol was shown to have
an increased apparent volume of distribution but decreased
volume when corrected for TBW. The authors concluded
that these parameters indicated that bisoprolol distributed
primarily into excess lean body mass relative to excess
adipose tissue.

Plasma protein binding is an important determinant of
a drugs pharmacokinetics. Changes in the concentrations
of plasma binding proteins or alterations in the affinity of
plasma proteins for substrate could affect the movement
of drug into tissue compartments. The major plasma
proteins are albumin, primarily responsible for binding
acidic drugs, R1-acid glycoprotein (AAG), primarily respon-
sible for binding basic drugs, and lipoproteins. Studies have
shown that drugs primarily bound by albumin (e.g., thio-
pental27 and phenytoin18,19,44) show no significant changes
in protein binding in obese individuals; however, the
binding of drugs to AAG have been shown to increase and
decrease in obesity. Benedek et al.19 showed a significant
increase in AAG concentrations in obese individuals with
concomitant decreases in the free fractions of propanolol,
principally bound by AAG. Cheymol et al.45 showed no
significant differences in AAG between obese and lean
individuals; however, a decrease in volume of distribution
of propanolol was observed which was more consistent with
increased plasma protein binding. Derry et al.46 also
observed an increase in AAG with no change in the plasma
free fraction of triazolam, a drug principally bound by AAG.
These results indicate the possibility that plasma protein
binding affinity may change in obesity without changes in
protein concentrations. The plasma protein binding of
verapamil, also associated with AAG binding, was un-
changed between obese and nonobese individuals.47 Due
to higher triglyceride and cholesterol levels common in
obesity, lipoprotein levels may be elevated in obese indi-
viduals; however the ramifications of elevated lipoprotein
levels has been poorly studied and is not well understood
to date.

The clearance of drugs can also be affected by obesity,
though increases in clearance do not necessarily reflect
changes in the half-life of a drug. The half-life of a drug
can be related to both volume of distribution and clearance
through the following relationship:

The half-life of a drug may increase without changes in
clearance. Abernathy et al.48 showed a significant increase
in the plasma half-life of desmethyldiazepam without
changes in clearance. Rather, the change in half-life was
attributed to the increase in volume of distribution in obese
individuals. LeJeunne et al.42 demonstrated increased
absolute volume of distribution (Vdss) and increased clear-
ance of bisoprolol with no change in plasma half-life in
obese versus nonobese individuals. These studies demon-
strate the interrelationships between half-life, volume of
distribution, and clearance as well as indicates the useful-
ness of volume of distribution and clearance over plasma
half-life for a given drug.

Obesity and Drug Clearance
Changes in Metabolic Enzymes in Obese Humanss

Measuring changes in hepatic metabolizing enzymes in
humans is difficult due to the general lack of enzyme
specific markers of metabolic activity. As a result, relation-
ships are usually drawn between pharmacokinetic behavior

Vd (in liters) ) 1.29TBW0.74

Vd (in liters) ) (0.26 L/kg)[IBW + (CF × AW)]

t1/2 ) (Vd)(0.693)/CL
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of a drug in humans and measured metabolic enzyme levels
in animals. Important considerations are presented by the
fact that fatty infiltration characterizes the livers of most
individuals.49 This fatty infiltration generally resembles
mild alcoholic hepatitis in moderately obese individuals,49

but morbidly obese individuals have markedly increased
liver damage.50 These factors could have a significant
impact on the metabolic activity of the liver thereby
dictating the importance of characterizing metabolism in
obese individuals. There are some determinants of meta-
bolic activity in humans that are generally considered as
definitive markers for enzyme levels that have been used
to show differences between obese and normal-weight
individuals. These markers and the effects of obesity are
discussed in the following paragraphs. Unless stated
otherwise, clearance parameters are not normalized for
body weight.

It was previously thought that hepatic oxidative me-
tabolism was essentially unchanged in the obese individual
when compared to a normal-weight individual. Caraco et
al.51 used obese and lean volunteers to evaluate the
pharmacokinetics of antipyrine, a marker for hepatic
oxidative metabolism. In the obese group, plasma half-life
increased, apparent volume of distribution increased (but
decreased when corrected for TBW), and the clearance
remained unchanged. When volunteers were enrolled in a
weight reduction program, obese individuals showed de-
creased half-life, decreased volume of distribution (in-
creased when corrected for TBW), and a nonsignificant
increase in clearance after losing weight. The nonsignifi-
cant changes in clearance indicate that the oxidative
pathways employed by the liver for antipyrine metabolism
remain unchanged between obese and normal-weight
individuals; however, antipyrine undergoes extensive he-
patic oxidative metabolism through multiple oxidative
pathways, and a change in singular pathways would be
difficult to assess.

Metabolism of chlorzoxazone to 6-hydroxychlorzoxazone
has been used as a marker for hepatic cytochrome P450
(CYP) 2E1 activity in humans. O′Shea et al.94 showed
increased chlorzoxazone clearance in obese individuals as
well as increased formation clearance of 6-hydroxychlor-
zoxazone from chlorzoxazone. The increase in chlorzox-
azone clearance was attributed to increased CYP2E1
activity associated with obesity. The authors further stated
that the increase in CYP2E1 activity may predispose obese
individuals to CYP2E1-mediated toxicities associated with
the production of toxic metabolites from environmental
agents.

The formation of 6â-hydroxycortisol and N-methyleryth-
romycin from cortisol and erythromycin has been shown
to provide a general marker for cytochrome P450 3A
activity in humans.52,53 Hunt et al.52 performed a study in
volunteers to monitor the metabolism of cortisol and
erythromycin to 6â-hydroxycortisol and N-methylerythro-
mycin. Using these parameters as measures of CYP3A
activity in humans, it was found that a negative correlation
existed between percent IBW and N-methylerythromycin
production. In contrast, cortisol metabolism showed no
negative correlation between percent IBW and urinary 6â-
hydroxycortisol/cortisol ratios. The authors thought that
similar correlations should be drawn between percent IBW
and N-methylerythromycin and percent IBW and 6â-
hydroxycortisol/cortisol ratios. Another study by Hunt et
al.53 supported changes in CYP activity in humans by
showing a negative correlation between erythromycin
N-demethylation and percent IBW in elderly subjects.
These contrasting studies demonstrate the difficulties
associated with correlations between specific markers of
drug metabolism and specific CYP isoform modulation.

Using drugs that are primarily transformed via Phase
II conjugation pathways, glucuronidation and sulfation
have been shown to increase in obese individuals. The
clearance of oxazepam and lorazepam, benzodiazepines
excreted primarily in the form of glucuronide conjugates,
was shown to increase in obese individuals.54 In another
study, acetaminophen clearance was shown to increase
with obesity,55 though not as significantly as the increases
shown with oxazepam and lorazepam.54 It has been shown
that acetaminophen is eliminated as both a glucuronide
and sulfate conjugate in humans56 whereas oxazepam and
lorazepam are excreted primarily as glucuronide conju-
gates. It is likely that obesity affects different pathways
through different mechanisms and levels: where glucu-
ronidation might be significantly enhanced, sulfation may
only be slightly to moderately enhanced due to obesity.

Other evidence supporting differential regulation of
Phase II pathways are studies showing that the clearance
of salicylate57 and procainamide32 is not significantly
different between obese and lean individuals. Salicylate is
conjugated to the glycine, phenolic, and acyl glucuronide,
and procainamide is primarily acetylated. Together these
results indicate that these pathways may not be signifi-
cantly affected by obesity in humans.

Another interesting consideration in determining the
metabolic activity of obese individuals is considering
changes in metabolism in tissues other than the liver;
specifically, due to the significant increase in adipose tissue
in obese individuals, changes in metabolism within adipose
tissue could be significant. Rafecas et al.,58 using white
adipose tissue from obese and lean patients, observed an
increase in insulin cleavage in obese subjects relative to
normal-weight subjects. In the absence of reduced glu-
tathione, no insulin was cleaved, indicating that glu-
tathione transhydrogenase, present in white adipose tissue,
was likely the only enzyme responsible for insulin cleavage
within white adipose tissue. The authors stated that
hyperinsulinemia common in obesity may be offset by the
substantial increase in adipose tissue possessing high
intrinsic insulin cleaving activity. The results of this study
point to the possibility that adipose tissue might play a
significant role in energy regulation in obese individuals.
Further evidence suggests that adipose tissue may play a
role in the increased clearance of prednisolone in obese
men.59 The interconversion of prednisolone and prednisone
is dependent on 11-hydroxysteroid dehydrogenase, an
enzyme present in adipose tissue; therefore, the increase
in adipose tissue may provide an alternative site of
clearance for prednisolone.

In a series of studies, the pharmacokinetics of carbam-
azepine was evaluated in obese subjects before and after
significant weight reduction60 and in obese versus lean
subjects.61 In the first study, obese subjects were monitored
to establish the pharmacokinetic parameters of carbam-
azepine, and then each subject was entered into a weight
reduction program, regulating diet and exercise, after
which the same pharmacokinetic parameters were assessed
and compared for each individual. After significant weight
reduction, the formerly obese individuals had a decreased
plasma half-life, increased clearance, decreased absolute
volume of distribution (Varea) with respect to bioavailabil-
ity, and no significant change in Varea when normalized
for total body weight. In the second study, relative to
normal-weight individuals, obese individuals had increased
absolute volume of distribution (Varea), increased plasma
half-life, and unchanged clearance values. The disparity
between changes in clearance remains unexplained, but it
is important to note that obesity may be associated with
changes in blood flow or metabolic activity. Further com-
parison between the two studies indicates that, for car-

Journal of Pharmaceutical Sciences / 3
Vol. 88, No. 1, January 1999



bamazepine, the increased volume of distribution and half-
life associated with obesity may involve reversible processes
that may disappear following weight reduction.

Changes in Renal Function in Obese Humans

Elimination of a drug through the kidney can be ac-
counted for by glomerular filtration, tubular secretion, and
tubular reabsorption; however, there are several discrep-
ancies regarding the influence of obesity on these functions.
Davis et al.62 and Stockholm et al.63 have independently
shown increases in glomerular filtration, measured using
creatinine clearance, in obese women as compared to
normal-weight women. Dionne et al.64 has also shown
increased creatinine clearance in obese subjects when
compared to historical values of creatinine clearance;
however, Ducharme et al.65 showed decreased glomerular
filtration via creatinine clearance in obese individuals from
a patient population study of vancomycin pharmacokinet-
ics. Reiss et al.66 and Allard et al.67 showed no significant
difference between creatinine clearance in obese versus
nonobese individuals. There are also discrepancies between
studies of drug primarily excreted by glomerular filtration.
Historical evidence has shown that the aminoglycoside
antibiotics68 including gentamicin69,70 and vancomycin71 are
associated with increased clearance in obese individuals;
however, recent evidence has shown that vancomycin
clearance is unchanged in obese individuals greater than
1.3 times their IBW.64 One possible explanation for these
discrepancies might be due to the difference in extent of
obesity and/or associated renal pathology.

Tubular function (i.e., tubular secretion and tubular
reabsorption) in the kidney is often difficult to ascertain;
thus, conclusions regarding tubular function are often
indirect. Changes in tubular function have been indicated
in several studies. The renal clearance of ciprofloxacin,67

cimetidine,72,73 procainamide,32,45 and lithium66 has been
shown to increase in obese individuals. Since the renal
excretion of ciprofloxacin,92 cimetidine,95 and procaina-
mide32 involves primarily glomerular filtration and tubular
secretion, the increases in renal clearance of ciprofloxacin,
cimetidine, and procainamide accompanied by a dispro-
portionate increase in glomerular filtration supports in-
creased tubular secretion in obese individuals. Renal
clearance of lithium primarily involves glomerular filtra-
tion and tubular reabsorption;93 consequently, the increase
in the renal clearance of lithium with no increase in
glomerular filtration66 supports decreased tubular reab-
sorption in obese individuals.

Obesity and Drug Pharmacodynamics

A final but equally important consideration when devel-
oping a dosing strategy for an individual involves the
consideration of drug efficacy. Obese subjects were shown
to have increased sensitivity to triazolam as measured by
a sedation score upon administration of a second dose.46

The same dose of triazolam was used for both obese and
nonobese individuals. Varin et al.41 showed that even
though obese individuals were exposed to significantly
higher plasma concentrations of atracurium, no change was
seen in the duration of neuromuscular blockade. The
authors attributed this change in sensitivity to a combina-
tion of protein binding effects and desensitization of
acetycholine receptors. Desensitization of acetylcholine
receptors has been associated with chronic inactivity.74,75

It is important to note that, with the plethora of probable
genetic and nutritional changes associated with obesity,
changes in receptor expression or affinity for ligand could

be altered resulting in differential pharmacotherapeutic
effects in obese individuals as compared to lean individuals.

Changes in Metabolic Enzymes in Obese Animals
The influence of pathophysiologic and morphologic

changes associated with obesity on hepatic metabolism is
not well understood. Before the late 1980s, studies cor-
relating obesity-associated changes with either hepatic
drug metabolizing enzymes (e.g., hepatic cytochrome P450)
or drug markers (e.g., antipyrine) were nonexistent. In
1989, Corcoran et al.12 showed no significant difference in
CYP concentrations between obese and lean rats; however,
total CYP increased per liver in the obese overfed rat.
Beginning in the early 1990s, studies began showing
changes in hepatic CYP resulting from obesity using both
animal models and human markers. Studies dating as far
back as the 1970s have indicated changes in Phase II
metabolism pathways associated with obesity. The follow-
ing paragraphs describe differences in Phase I and Phase
II metabolism in obese animal models.

Research has been conducted to determine the effects of
either genetically or nutritionally induced obesity in mice
and rats. Irizar et al.76 observed decreased total CYP
expression in genetically obese (fa/fa) Zucker rats. When
expressed as CYP activities per nmol of total CYP, CYP1A,
CYP2B, CYP2E, CYP3A, and CYP4A were shown to
increase in obese rats using specific substrates. Absolute
CYP activities increased for CYP1A and CYP3A in obese
rats whereas the increase in expression of other CYP
isoforms resulted primarily due to the decrease in overall
CYP levels. Anti-mouse CYP2D antibodies showed a de-
crease in apoprotein in obese rats when compared with
normal rats. The investigators indicated the possibility that
reduced growth hormone (reduced in obese male animals
and shown to be partially responsible for the regulation of
CYP3A expression) caused the increase in CYP3A activity.
These results illustrate the possible ramifications of geneti-
cally induced obesity; however, parallels to humans are
difficult to establish due to difficulty in characterizing the
genetic causes of obesity in humans.

An alternative model of obesity uses nutritional modula-
tion to induce obesity. Salazar et al.79 previously reported
an increase in CYP2E1 in obese overfed rats. Raucy et al.77

used overfed Sprague Dawley rats to observe the effects of
obesity on the expression of CYP2E1. Following 52 weeks
of nutritional overfeeding, obese rats showed increased
total CYP relative to control rats, unchanged CYP reduc-
tase and cytochrome b5, increased CYP2E1, and unchanged
CYP2C11 and CYP3A. A strong correlation was also shown
between CYP2E1 activity and CYP2E1 protein immunoblot
staining thereby reducing the significance of posttransla-
tional modifications common to CYP2E1. The authors
further indicated that ketosis, often implicated as the
mechanism by which CYP2E1 is increased, is likely not
the primary mechanism of upregulation due to the fact that
no significant increases were observed in CYP2B1 or CYP
reductase activities also commonly associated with ketosis.
Contrasting the genetic versus nutritional models, there
appears to be a different mechanism of metabolic regula-
tion influenced by either genetic expression or metabolic
changes resulting in possible functional (i.e., enzymatic
expression) and morphological (i.e., fatty infiltration in the
liver associated with obesity) changes in obese rats. The
importance of these factors could easily manifest itself by
causing possible increases in toxicity following drug ad-
ministration such as with the increased acetaminophen
toxicity associated with obesity.78

Chaudhary et al.80 provided evidence that glucuronida-
tion increased and sulfation pathways were unaffected in
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the genetically obese Zucker rat. Using acetaminophen as
a substrate for glucuronidation and sulfation, the investi-
gators observed no difference between urinary excretion
of acetaminophen sulfate and increased urinary excretion
of acetaminophen glucuronide in the genetically obese
Zucker rat when compared to normal-weight rats. No
change was observed for γ-glutamyl cysteine synthetase;
however, total glutathione and UDPGT increased in obese
rats relative to normal-weight rats. This is an important
observation indicating that obese rats might have higher
conjugation and detoxification pathways, but there is some
discrepancy to this conclusion in that Barnett et al.81

observed lower glutathione-S-transferase and total glu-
tathione in genetically obese (ob/ob) mice indicating pos-
sibly higher susceptibility to toxicity in obese mice. The
ob/ob mouse model associates noninsulin dependent dia-
betes with obesity which likely manifests differential
enzymatic expression mechanisms than nondiabetes-as-
sociated obesity. Consequently, direct correlations between
the two models is impossible, but the observation should
be made that there are several presently unidentified
mechanisms involved in obesity that could possibly result
in the regulation and differential expression of many
enzymes. An argument against the possibility that obese
rats might have higher glutathione conjugation capacity
is the fact that others have shown increased acetaminophen
toxicity in obese rats indicative of depeted glutathione.78

Sastre et al.82 used an overfed Wistar rat and Swiss mice
model to demonstrate that overfed mice had lower levels
of both reduced glutathione and oxidized glutathione than
chow fed mice. This study seemed to parallel the study by
Barnett et al.81 using a genetically obese mouse model in
that both models show a decreased propensity of obese mice
for glutathione dependent conjugation and protection
against cellular insult. The contrast mentioned before
between obese Zucker rats and obese mice is also likely
influenced by species specific differences in obesity, another
complication in the elucidation and parallel application of
obesity associated mechanisms involved in pharmacoki-
netic changes.

Contrasting the nutritional versus genetic models of
obesity, differences can be seen between genetic obesity and
nutritional obesity for both Phase I and Phase II enzymatic
pathways. It should be noted that genetically induced
obesity is targeted for a specific gene, but nutritional
obesity can have effects on multiple genes that in turn can
effect the expression of many other genes. Consequently,
the pathways associated with nutritional obesity may be
more variable and harder to elucidate. On the other hand,
several current reviews83-86 cover the genetic causes and
effects of obesity should the reader be interested in
broadening his/her knowledge of the genetic influences of
obesity. Using genetic models, obesity has been linked to
deficiencies in leptin, a hormone shown to be secreted by
adipocytes87 that reduces body weight and food intake in
both obese and nonobese animals.88 Research into the
interactions of leptin with the body and the effects of
obesity on leptin levels is generating volumes of new
information into the molecular mechanisms of obesity and
the possibilities that obesity might be under hormonal
control. Several reviews89,90 evaluate the current under-
standing of leptin and its relationship with the body.

Pharmacotherapeutic Toxicity in Obesity
The toxicity of substances can change with obesity. With

possible increases in metabolism such as with the CYP
system, drugs can be converted to toxic metabolites at
higher rates; however, toxic drugs may also be converted
to inactive metabolites at higher rates. Changes in the

clearance, volume of distribution, bioavailability, or phar-
macodynamics may affect the toxic potential of a drug.
Additionally, changes in excretion mechanisms can alter
the toxicity of a compound by either increasing exposure
through decreased clearance or vice-versa. One study by
Georgiadis et al.91 observed the possible increases or
decreases on the toxicity associated with the administration
of a plethora of highly toxic chemotherapeutic agents to
obese versus lean subjects with small-cell lung cancer.
According to the study, no correlation could be established
between obesity and increased toxicity for patients receiv-
ing cyclophosphamide, methotrexate, lomustine, etoposide,
and cisplatin. Perhaps the most important conclusion to
be drawn from the information presented in this article is
that each drug behaves differently. Predicting toxicity
associated with obesity is very difficult if not impossible.
The best approach for pharmacotherapeutics in obese
individuals is to use previous knowledge and be conserva-
tive. Careful monitoring of the obese patient is necessary
when administering drugs with a small therapeutic index.

Summary
Using the parameters of volume of distribution and

clearance, a therapeutic dosing strategy can be developed
for a drug. Consequently, the effects of physiological
disorders on these parameters is important for accurate
pharmacotherapeutics. Regarding obesity, the volume of
distribution has been shown to change in many situations.
Generally, more lipophilic compounds are affected by
obesity to a greater extent than hydrophilic compounds.
More lipophilic compounds are associated with increases
in volume of distribution in obesity; however, there are
exceptions to this relationship. High LPC values did not
correspond with markedly increased volumes of distribu-
tion for digoxin,31 procainamide,32 and cyclosporine.15,26

Consequently, prior knowledge of the effects of obesity on
specific drugs is essential for accurate dosing strategies
based upon volume of distribution; generalizations among
similar groups of drugs does not always result in proper
physiologic responses between obese and lean individuals.

The clearance of a compound depends on the metabolic
activity of characteristic enzymes that may be affected by
obesity or diseases associated with obesity. Changes have
been noted in both humans and animals for various CYP
isozymes using either direct measurements (in animals)
or through the use of metabolic markers (in humans) such
as antipyrine or erythromycin. In addition, obesity has been
associated with increased glucuronidation with question-
able effects on sulfation. Changes between obese and lean
subjects have also been observed for antioxidant systems
including glutathione and catalase. It is important to note
the variability in characterizing metabolic changes in
obesity. Given the numerous possible genetic and environ-
mental influences, predicting changes in metabolic activity
can be difficult. Furthermore, there are possibilities that
similar concentrations of a drug at its site of action may
not elicit a similar response between obese and lean
subjects, thereby making accurate therapeutic modifica-
tions more difficult for obese individuals.

Renal function, particularly glomerular filtration, has
been shown to change with obesity. Increased glomerular
filtration in some studies has been contradicted by de-
creases in glomerular filtration in other studies. These
discrepancies illustrate the possible ramifications of dif-
ferent degrees of obesity, with morbidly obese individuals
exhibiting different responses than moderately obese in-
dividuals. The effects of obesity on the toxicology of specific
compounds is questionable depending upon not only the
presence of enzymes that create toxic metabolites, but also
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depending upon the presence of enzymes that remove toxic
metabolites from the body. In conclusion, a safe therapeutic
protocol for obese individuals should be based upon existing
therapeutic information as well as careful monitoring of
the patient during pharmacologic intervention.

References and Notes
1. Lew, E. A. Mortality and weight: Insured lives and the

Americal Cancer Society studies. Ann. Intern. Med. 1985,
103, 1024-1029.

2. Pi-Sunyer, F. X. Medical hazards of obesity. Ann. Intern. Med.
1993, 119, 655-660.

3. Suissa, S.; Pollack, M.; Spitzer, W.; Margolese, R. Body size
and breast cancer prognosis: a statistical explanation of the
discrepancies. Cancer Res. 1989, 49, 3113-3116.

4. Seine, R. T.; Rosen, P. P.; Rhodes, P.; Lesser, M. L.; Kinne,
D. W. Obesity at diagnosis of breast carcinoma influences
duration of disease-free survival. Ann. Intern. Med. 1992,
116, 26-32.

5. Bastarrachea, J.; Hortobagyi, G. N.; Smith, T. L.; Kan, S.
W.; Buzdar, A. U. Obesity as an adverse prognostic factor
for patients receiving adjuvant chemotherapy for breast
cancer. Ann. Intern. Med. 1994, 119, 18-25.

6. Cheymol, G. Clinical pharmacokinetics of drugs in obesity:
an update. Clin Pharmacokinet. 1993, 25, 103-114.

7. Blouin, R. A.; Chandler, M. H. H. Special pharmacokinetic
considerations in the obese. Applied pharmacokinetics: prin-
ciples of therapeutic drug monitoring, 3rd ed.; Evans, W. E.,
Schentag, J. J., Jusko, W. J., Ed.; Applied Therapeutics:
Vancouver, B.C., 1992; pp 11.3-11.20.

8. Cheymol, G. Drug pharmacokinetics in the obese. Fundam.
Clin. Pharmacol. 1988, 2, 239-256.

9. Blouin, R. A.; Kolpek, J. H.; Mann, H. J. Influence of obesity
on drug disposition. Clin. Pharmacy 1987, 6, 706-714.

10. Abernethy, D. R.; Greenblatt, D. J. Drug disposition in obese
humans: an update. Clin. Pharmacokinet. 1986, 11, 199-
213.

11. Abernethy, D. R.; Greenblatt, D. J.; Divoll, M.; Harmatz, J.
S.; Shader, R. I. Alterations in drug distribution and clear-
ance due to obesity. J Pharmacol. Exp. Ther. 1981, 217, 681-
685.

12. Corcoran, G. B.; Salazar, D. E.; Sorge, C. L. Pharmacokinetic
characteristics of the obese overfed rat model. Int. J. Obes.
1989, 13, 69-79.

13. Greenblatt, D. J.; Abernethy, D. R.; Locniskar, A.; Harmatz,
J. S.; Limjuco, R. A.; Shader, R. I. Effect of age, gender, and
obesity on midazolam kinetics. Anesthesiology 1984, 61, 27-
35.

14. Bowman, S. L.; Hudson, S. A.; Simpson, G.; Munro, J. F.;
Clements, J. A. A comparison of the pharmacokinetics of
propanolol in obese and normal volunteers. Br. J. Clin.
Pharmacol. 1986, 21, 529-532.

15. Flechner, S. M.; Kolbeinsson, M. E.; Tam, J.; Lum, B. The
impact of body weight on cyclosporine pharmacokinetics in
renal transplant recipients. Transplantation 1989, 47, 806-
810.

16. Cheymol, G.; Weissenburger, J.; Poirier, J. M.; Gellee, C. The
pharmacokinetics of dexfenfluramine in obese and nonobese
subjects. Br. J. Clin. Pharmacol. 1995, 39, 684-687.

17. Rowland, M.; Tozer, T. N. Clinical Pharmacokinetics: Con-
cepts and Applications, 2nd ed.; Lea and Febiger: Philadel-
phia, 1989; pp 131-137.

18. Benedek, I. H.; Fiske, W. D., III; Griffen, W. O.; Bell, R. M.;
Blouin, R. A.; McNamara, P. J. Serum alpha1-acid glycopro-
tein and the binding of drugs in obesity. Br. J. Clin.
Pharmacol. 1983, 16, 751-754.

19. Benedek, I. H.; Blouin, R. A.; McNamara, P. J. Serum protein
binding and the role of increased alpha1-acid glycoprotein
in moderately obese male subjects. Br. J. Clin. Pharmacol.
1984, 18, 941-946.

20. Kjellberg, J.; Reizenstein, P. Body composition in obesity.
Acta Med. Scand. 1970, 188, 161-169.

21. Naeye, R. L.; Rode, P. The sizes and numbers of cells in
visceral organs in human obesity. Am. J. Clin. Pathol. 1970,
54, 251-253.

22. Smith, H. L. The relation of the weight of the heart to the
weight of the body and of the weight of the heart to age. Am.
Heart J. 1928, 4, 79-93.

23. Alexander, J. K.; Dennis, E. W.; Smith, W. G.; Amad, K. H.;
Duncan, W. C.; Austin, R. C. Blood volume, cardiac output,
and disposition of systemic blood flow in extreme obesity.
Cardiovasc. Res. Cent. Bull. 1962-1963, 1, 39-44.

24. Alexander, J. K. Obesity and cardiac performance. Am. J.
Cardiol. 1964, 14, 860-865.

25. de Divitiis, O.; Fazio, S.; Petitto, M.; Maddalena, G.; Con-
taldo, F.; Mancini, M. Obesity and cardiac function. Circula-
tion 1981, 64, 477-482.

26. Yee, G. C.; Lennon, T. P.; Gmur, D. J.; Cheney, C. L.; Oeser,
D.; Deeg, H. J. Effect of obesity on CSA disposition. Trans-
plantation 1988, 45, 649-651.

27. Jung, D.; Mayersohn, M.; Perrier, D.; Calkins, J.; Saunders:
R. Thiopental disposition in lean and obese patients under-
going surgery. Anesthesiology 1982, 56, 269-274.

28. Abernethy, D. R.; Greenblatt, D. J.; Divoll, M.; Shader, R. I.
Prolonged accumulation of diazepam in obesity. J Clin
Pharmacol 1983, 23, 369-376.

29. Leo, A.; Hansch, C.; Elkin, D. Partition coefficients and their
uses. Chem. Rev. 1971, 71, 525-616.

30. Arendt, R. M.; Greenblatt, D. J.; Divoll, M.; Abernethy, D.
R.; Giles, H. G.; Sellers, E. M. Predicting in vivo benzodiaz-
epine distribution based upon in vitro lipophilicity. Clin.
Pharmacol. Ther. 1982, 31, 200-201.

31. Abernethy, D. R.; Greenblatt, D. J.; Smith, T. W. Digoxin
disposition in obesity: clinical pharmacokinetic investigation.
Am. Heart J. 1981, 102, 740-744.

32. Christoff, P. B.; Conti, D. R.; Naylor, C.; Jusko, W. J.
Procainimide disposition in obesity. Drug Intell. Clin. Pharm.
1983, 23, 369-376.

33. Ritchel, W. A.; Kaul, S. Prediction of apparent volumes of
distribution in obesity. Methods Find Exp Clin Pharmacol
1986, 8, 239-247.

34. Doherty, J. E.; Perkins, W. H.; Flanigan, W. J. The distribu-
tion and concentration of tritiated digoxin in human tissues.
Ann. Intern. Med. 1967, 66, 116-124.

35. Rohrbaugh, T. M.; Danish, M.; Ragni, M. C.; Yaffe, S. J. The
effect of obesity on apparent volume of distribution of
theophylline. Pediatr. Pharmacol. 1982, 2, 75-83.

36. Gal, P.; Jusko, W. J.; Yurchak, A. M.; Franklin, B. A.
Theophylline disposition in obesity. Clin. Pharmacol. Ther.
1978, 23, 438-444.

37. Rizzo, A.; Mirabella, A.; Bonanno, A. Effect of body weight
on the volume of distribution of theophylline. Lung 1988, 166,
269-276.

38. Schwartz, S. N.; Pazin, G. J.; Lyon, J. A.; Ho, M.; Pasculle,
A. W. A controlled investigation of the pharmacokinetics of
gentamicin and tobramycin in obese subjects. J Infect. Dis
1978, 138, 499-505.

39. Blouin, R. A.; Mann, H. J.; Griffen, W. O., Jr; Bauer, L. A.;
Record, K. E. Tobramycin pharmacokinetics in morbidly
obese patients. Clin. Pharmacol. Ther. 1979, 26, 508-512.

40. Bauer, L. A.; Blouin, R. A.; Griffen, W. O., Jr; Bauer, L. A.;
Record, K. E. Amikacin pharmacokinetics in morbidly obese
patients. Am. J. Hosp. Pharm. 1980, 3, 519-522.

41. Varin, F.; Ducharme, J.; Theoret, Y.; Besner, J. G.; Bevan,
D. R.; Donati, F. Influence of extreme obesity on the body
disposition and neuromuscular blocking effect of atracurium.
Clin. Pharmacol. Ther. 1990, 48, 18-25.

42. Le Jeunne, C. L.; Poirier, J. M.; Cheymol, G.; Ertzbischoff,
O.; Engel, F.; Hugues, F. C. Pharmacokinetics of intravenous
bisoprolol in obese and nonobese volunteers. Eur. J. Clin.
Pharmacol. 1991, 41, 171-174.

43. Cheymol, G.; Woestenborghs, R.; Snoeck, E.; Ianucci, R.; Le
Moing, J. P.; Naditch, L.; Levron, J. C.; Poirier, J. M.
Pharmacokinetic study and cardiovascular monitoring of
nebivolol in normal and obese subjects. Eur. J. Clin. Phar-
macol. 1997, 51, 493-498.

44. Abernethy, D. R.; Greenblatt, D. J. Phenytoin disposition in
obesity. Arch. Neurol. 1985, 42, 468-471.

45. Cheymol, G. Comparative pharmacokinetics of intravenous
propanolol in obese and normal volunteers. J. Clin. Phar-
macol. 1987, 27, 874-879.

46. Derry, C. L.; Kroboth, P. D.; Pittenger, A. L.; Kroboth, F. J.;
Corey, S. E.; Smith, R. B. Pharmacokinetics and pharmaco-
dynamics of triazolam after two intermittent doses in obese
and normal-weight men. J. Clin. Psychopharmacol. 1995, 15,
197-205.

47. Abernethy, D. R.; Schwartz, J. B. Verapamil pharmacody-
namics and disposition in obese hypertensives J. Cardiovasc.
Pharmacol. 1988, 11, 209-215.

48. Abernethy, D. R.; Greenblatt, D. J.; Divoll, M.; Shader, R. I.
Prolongation of drug half-life due to obesity: studies of
desmethyldiazepam (clorazepate). J. Pharm. Sci. 1982, 7,
942-944.

49. Sherlock, S. Diseases of the liver biliary system, 7th ed.;
Blackwell Scientific Publications: Boston, 1985, p 384.

50. Vaughan, R. W. Definitions and risks of obesity. In Anes-
thesia and the Obese Patient; Brown, B. R., Ed.; 1982; F. A.
Davis Co.: Philadelphia, pp 1-8.

51. Caraco, Y.; Zylber-Katz, E.; Berry, E. M.; Levy, M. Antipyrine
disposition in obesity: evidence for negligible effect of obesity
on hepatic oxidative metabolism. Eur. J. Clin. Pharmacol.
1995, 47, 525-530.

6 / Journal of Pharmaceutical Sciences
Vol. 88, No. 1, January 1999



52. Hunt, C. M.; Watkins, P. B.; Saenger, P.; Stave, G. M.;
Barlascini, N.; Watlington, C. O.; Wright, J. T.; Guzelian, P.
S. Heterogeneity of CYP3A isoforms metabolizing erythro-
mycin and cortisol. Clin. Pharmacol. Ther. 1992, 51, 18-23.

53. Hunt, C. M.; Westerkam, W. R.; Stave, G. M.; Wilson, J. A.
P. Hepatic cytochrome P-4503A (CYP3A) activity in the
elderly. Mech. Aging Dev. 1992, 64, 189-199.

54. Abernethy, D. R.; Greenblatt, D. J.; Divoll, M.; Shader, R. I.
Enhanced glucuronide conjugation of drugs in obesity: stud-
ies of lorazepam, oxazepam, and acetaminophen. J. Lab.
Clin. Med. 1983, 101, 873-880.

55. Abernethy, D. R.; Divoll, M.; Greenblatt, D. J.; Ameer, B.
Obesity, sex, and acetaminophen disposition. Clin. Pharma-
col. Ther. 1982, 31, 783-790.

56. Cummins, A. J.; King, K. L.; Martin, B. K. A kinetic study
of drug elimination: the excretion of paracetamol and its
metabolites in man. Br. J. Pharm. Chem. 1967, 29, 150-
157.

57. Greenblatt, D. J.; Abernethy, D. R.; Boxenbaum, H. G.;
Matlis, R.; Ochs, H. R.; Harmatz, J. S.; Shader, R. I. Influence
of age, gender, and obesity on salicylate kinetics following
doses of aspirin. Arthritis Rheum 1986, 29, 971-980.

58. Rafecas, I.; Fernandez-Lopez, J. A.; Salinas, I.; Formiguera,
X.; Remesar, X.; Foz, M.; Alemany, M. Insulin degradation
by adipose tissue is increased in human obesity. J. Clin.
Endocr. Metab. 1995, 80, 693-695.

59. Milsap, R. L.; Plaisance, K. I.; Jusko, W. J. Prednisolone
disposition in obese men. Clin. Pharmacol. Ther. 1984, 36,
824-831.

60. Caraco, Y.; Zylber-Katz, E.; Berry, E. M.; Levy, M. Significant
weight reduction in obese subjects enhances carbamazepine
elimination. Clin. Pharmacol. Ther. 1992, 51, 501-506.

61. Caraco, Y.; Zylber-Katz, E.; Berry, E. M.; Levy, M. Carbam-
azepine pharmacokinetics in obese and lean subjects. Ann.
Pharmacother. 1995, 29, 843-847.

62. Davis, R. L.; Quenzer, R. W.; Bozigian, H. P.; Warner, C. W.
Pharmacokinetics of ranitidine in morbidly obese women.
DICP Ann. Pharmacother. 1990, 24, 1040-1043.

63. Stokholm, K. H.; Brochner-Mortenson, J.; Hoilund-Carlsen,
P. F. Glomerular filtration rate and adrenocortical function
in obese women. Int. J. Obes. 1980, 4, 57-63.

64. Dionne, R. E.; Bauer, L. A.; Gibson, G. A.; Griffen, W. O., Jr;
Blouin, R. A. Estimating creatinine clearance in morbidly
obese patients. Am. J. Hosp. Pharm. 1981, 38, 841-844.

65. Ducharme, M. P.; Slaughter, R. L.; Edwards, D. J. Vanco-
mycin pharmacokinetics in a patient population: effect of
age, gender, and body weight. Ther Drug Monit 1994, 16,
513-518.

66. Reiss, R. A.; Haas, C. E.; Karki, S. D.; Gumbiner, B.; Welle,
S. L.; Carson, S. W. Lithium pharmacokinetics in the obese.
Clin. Pharmacol. Ther. 1994, 55, 392-398.

67. Allard, S.; Kinzig, M.; Boivin, G.; Sorgel, F.; LeBel, M.
Intravenous ciprofloxacin disposition in obesity. Clin. Phar-
macol. Ther. 1993, 54, 368-373.

68. Bauer, L. A.; Edwards, W. A.; Dellinger, E. P.; Simonowitz,
D. A. Influence of weight on aminoglycoside pharmacokinet-
ics in normal weight and morbidly obese patients. Eur. J.
Clin. Pharmacol. 1983, 24, 643-647.

69. Korsager, S. Administration of gentamicin to obese patients.
Int. J. Clin. Pharmacol. Ther. Toxicol. 1980, 18, 549-553.

70. Sketris, L.; Lesar, T.; Zaske, D. E.; Cipolle, R. J. Effect of
obesity on gentamicin pharmacokinetics. J. Clin. Pharmacol.
1981, 21, 228-293.

71. Blouin, R. A.; Bauer, L. A.; Miller, D. D.; Record, K. E.;
Griffen, W. O., Jr. Vancomycin pharmacokinetics in normal
and morbidly obese subjects. Antimocrob. Agents Chemother.
1982, 21, 575-580.

72. Abernethy, D. R.; Greenblatt, D. J.; Matlis, R.; Gugler, R.
Cimetidine disposition in obesity. Am. J. Gastroenterol. 1984,
79, 91-94.

73. Bauer, L. A.; Wareing-Tran, C.; Edwards, W. A.; Raisys, V.;
Ferreri, L.; Jack, R.; Dellinger, E. P. Cimetidine clearance
in the obese. Clin. Pharmacol. Ther. 1985, 37, 425-530.

74. Waud, B. E.; Waud, D. R. Turboaurarine sensitivity of the
diaphragm after limb immobilizaiton. Anesth. Analg. 1986,
65, 493-495.

75. Gronert, G. A. Disuse atrophy with resistance to pancuro-
nium. Anesthesiology 1981, 55, 547-549.

76. Irizar, A.; Barnett, C. R.; Flatt, P. R.; Ioannides, C. Defective
expression of cytochrome P450 proteins in the liver of the
genetically obese zucker rat. Eur. J. Pharmacol. Environ.
Toxicol. Pharmacol. Sect. 1995, 293, 385-393.

77. Raucy, J. L.; Lasker, J. M.; Kraner, J. C.; Salazar, D. E.;
Lieber, C. S.; Corcoran, G. B. Induction of cytochrome
P450IIE1 in the obese overfed rat. Mol. Pharmacol. 1991,
39, 275-280.

78. Corcoran, G. B.; Wong, B. K. Obesity as a risk factor in drug-
induced organ injury: increased liver and kidney damage
by acetaminophen in the obese overfed rat. J. Pharmacol.
Exp. Ther. 1987, 241, 921-927.

79. Salazar, D. E.; Sorge, C. L.; Corcoran, G. B. Obesity as a risk
factor for drug-induced organ injury VI: increased hepatic
P450 concentration and microsomal ethanol oxidizing activity
in the obese overfed rat. Biochem. Biophys. Res. Commun.
1988, 157, 315-320.

80. Chaudhary, I. P.; Tuntaterdtum, S.; McNamara, P. J.;
Robertson, L. W.; Blouin, R. A. Effect of genetic obesity and
phenobarbitol treatment on the hepatic conjugation path-
ways. J. Pharmacol. Exp. Ther. 1993, 265, 1333-1338.

81. Barnett, C. R.; Abbott, R. A.; Bailey, C. J.; Flatt, P. R.;
Ioannides, C. Cytochrome P450-dependent mixed-function
oxidase and glutathione-S-transferase activities in spontane-
ous obesity diabetes. Biochem. Pharmacol. 1992, 43, 1868-
1871.

82. Sastre, J.; Pallardo, F. V.; Llopis, J.; Furukawa, T.; Vina, J.
R.; Vina, J. Glutathione depletion by hyperphagia-induced
obesity. Life Sci. 1989, 45, 183-187.

83. Naggert, J.; Harris, T.; North, M. The genetics of obesity.
Curr. Opin. Genet. Dev. 1997, 7, 398-404.

84. Pi-Sunyer, F. X. Energy balance: role of genetics and activity.
Ann. N.Y. Acad. Sci. 1997, 819, 29-36.

85. Saladin, R.; Staels, B.; Auwerx, J.; Briggs, M. Regulation of
ob gene expression in rodents and humans. Horm. Metab.
Res. 1996, 28, 638-41.

86. Roberts, S. B.; Greenberg, A. S. The new obesity genes. Nutr.
Rev. 1996, 54, 41-49.

87. Zhang, Y.; Proneca, R.; Maffei, M.; Barone, M.; Leopold, L.;
Friedman, J. M. Positional cloning of the mouse obese gene
and its human analogue. Nature 1994, 372, 425-432.

88. Campfield, L. A.; Smith, F. J.; Burn, P. The QB protein
(leptin) pathway: a link between adipose tissue mass and
central neural networks. Horm. Metab. Res. 1996, 28, 619-
632.

89. Considine, R. V.; Caro, J. F. Leptin: genes, concepts, and
clinical perspective. Horm. Res. 1996, 46, 249-256.

90. Caro, J. F.; Sinha, M. K.; Kolaczynski, J. W.; Zhang, P. L.;
Considine, R. V. Leptin: the tale of an obesity gene. Diabetes
1996, 45, 1455-1462.

91. Georgiadis, M. S.; Steinberg, S. M.; Hankins, D. C.; Johnson,
B. E. Obesity and therapy related toxicity in patients treated
for small-cell lung cancer. J. Nat. Cancer Inst. 1995, 87, 361-
366.

92. Vance-Bryan, K.; Guay, D. R.; Rotschafer, J. C. Clinical
pharmacokinetics of ciprofloxacin. Clin. Pharmacokinet.
1990, 19, 434-461.

93. DePaulo, J. R.; Correa, E. I.; Sapir, D. G. Renal toxicity of
lithium and its implications. Johns Hopkins Med. J. 1981,
149, 15-21.

94. O′Shea, D.; Davis, S. N.; Kim, R. B.; Wilkinson, G. R. Effect
of fasting and obesity in humans on the 6-hydroxylation of
chlorzoxazone: a putative probe of CYP2E1 activity. Clin.
Pharmacol. Ther. 1994, 56, 359-367.

95. Drayer, D. E.; Romankiewicz, J.; Lorenzo, B.; Reidenberg,
M. M. Age and renal clearance of cimetidine. Clin. Pharma-
col. Ther. 1982, 31, 45-50.

Acknowledgments
G.W. was supported, in part, by an NIEHS Training Grant

(ES07266).

JS980173A

Journal of Pharmaceutical Sciences / 7
Vol. 88, No. 1, January 1999



Secondary Structure and Protein Deamidation

MINLI XIE AND RICHARD L. SCHOWEN*

Contribution from Department of Pharmaceutical Chemistry, Simons Laboratories of the Higuchi Biosciences Center,
University of Kansas, Lawrence, Kansas, 66047.

Received June 16, 1998. Final revised manuscript received September 14, 1998.
Accepted for publication September 16, 1998.

Abstract 0 The deamidation reactions of asparagine residues in
R-helical and â-turn secondary structural environments of peptides
and proteins are reviewed. Both kinds of secondary structure tend
to stabilize asparagine residues against deamidation, although the
effects are not large. The effect of â-sheet structures on asparagine
stability is unclear, although simple considerations suggest a stabiliza-
tion in this environment also.

Introduction

As peptides and proteins continue to enter the pharma-
ceutical marketplace, their stability becomes a pressing
issue for the pharmaceutical sciences. One of the major
routes of degradation of peptides and proteins that contain
an asparagine (Asn) residue is the reaction illustrated in
Figure 1, known as deamidation.1 In deamidation, the NH
center of the residue C-terminal to Asn attacks nucleo-
philically (with base catalysis) at the carbonyl center of the
side-chain amide. Expulsion of ammonia produces a cyclic
imide or succinimide derivative, which is activated toward
hydrolysis. Hydrolysis occurs at both carbonyl centers,
leading to a mixture of two products. Attack by water or
water-derived species at the carbonyl center formed from
the Asn side chain (the â-carbonyl center) produces a point-
mutant peptide or protein in which Asn has been converted
to aspartate (Asp), the Asp product. Attack at the carbonyl
center derived from the backbone (the R-carbonyl center)
produces a peptide or protein in which the un-natural
amino acid iso-Asp has been incorporated into the backbone
(the iso-Asp product). In some cases, the biological proper-
ties of the mutated proteins differ from those of the original
material, and the degradation reaction is thus of pharma-
ceutical concern.

In the case of peptides or proteins that possess higher-
order structure, the secondary, tertiary, or quaternary
structural environment may affect the readiness with
which deamidation can occur. Such an effect can arise in
two different ways. First, the higher-order structure may
place the Asn residue in spatial proximity to a functional
group elsewhere in the primary sequence that is capable
of accelerating or inhibiting the rate of deamidation. It is
relatively difficult to generalize about effects of this kind,
and they must be treated on a case-by-case basis. Second,
the conformational properties of the Asn residue and the
nearby peptide region containing it may be strongly
conditioned by the nature of the structural environment
that incorporates the residue. The work required to
undergo the deamidation reaction, arising from such
sources as strain energies that change on formation of the

transition state(s) or vibrational entropy changes associ-
ated with the restriction of side-chain motions, may
therefore vary substantially from one structural environ-
ment to another.

Examples of such effects have been provided by Kossia-
koff,2 who found that three of the 13 Asn residues of trypsin
underwent relatively rapid deamidation. These residues
(48, 95, 115) were characterized by a common conformation
that favored the reaction and also by common hydrogen-
bonding interactions with groups that could assist in the
nucleophilic attack that occurs in deamidation. The con-
formation and the interactions were both results of the
tertiary structure of trypsin.

In this minireview, we focus on secondary structural
features and their role in governing deamidation rates. We
further concentrate on experimental studies under highly
defined conditions, omitting (with recognition of their great
value) surveys of data collected under a range of condi-
tions.3,4

Mechanism of Deamidation5

Figure 1 outlines the chief mechanistic features of the
deamidation sequence as it occurs in the neutral and near-
neutral pH regime (roughly pH 4-9). The cyclic imide
intermediate is generated in a base-catalyzed reaction

* Author to whom correspondence should be sent. Telephone: 785-
864-4080. Fax: 785-864-5349. E-mail: rschowen@ukans.edu.

Figure 1sThe mechanism of the Asn deamidation reaction at neutral and
basic pH. The Asn-containing peptide (top left) undergoes base-catalyzed
nucleophilic attack of the backbone NH center C-terminal to Asn on the side-
chain amide carbonyl. This step, passing through the transition state TSattack,
leads to formation of the tetrahedral intermediate, an unstable species that
never accumulates to observable concentrations. This unstable intermediate
expels ammonia irreversibly in the transition state TSexpulsion to generate the
more stable cyclic imide intermediate at bottom right. This species accumulates
to observable levels in the pH region 4−5, but decomposes as rapidly as it
forms at higher pH. The cyclic imide undergoes hydrolytic attack at both
carbonyl centers, leading to the Asp product and the iso-Asp product (upper
right), the latter dominating in a ratio of 2:1 to 4:1. In addition to the reactions
shown, racemization can occur by deprotonation of the chiral center in the
ring, leading to racemized Asp product and iso-Asp product.
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involving deprotonation of the backbone NH center to
generate a very small amount of the highly reactive
conjugate base. Attack by this species at the side-chain
amide function of Asn leads through the transition state
labeled TSattack to the tetrahedral intermediate shown. This
species is very reactive and does not accumulate to observ-
able levels. Instead, it decomposes either by return to
reactant or by expulsion of ammonia to form the cyclic
imide intermediate, the latter reaction occurring through
the transition state labeled TSexpulsion. At the point when
ammonia has been lost into the medium, return to the
original reactant becomes very improbable, and the peptide
or protein is committed to degradation.

Which of the two transition states is of higher free energy
and thus governs the rate will depend on the pH and other
factors, such as temperature and medium composition. The
main form of the tetrahedral intermediate in the neutral
region should be the cationic form because the pKa of the
ammonium-center is probably around 8.5 to 9. In this case,
the choice of rate-limiting step is dictated by the relative
ease of expulsion from the tetrahedral intermediate of the
quite basic conjugate base of the backbone NH in competi-
tion with the less basic ammonia molecule. It is then likely
that expulsion of ammonia is more rapid, and thus the rate-
limiting transition state should be TSattack for formation of
the C-N bond.

The chemistry of decomposition of the cyclic imide
intermediate to products is also mechanistically complex.6
Unlike the tetrahedral intermediate, the cyclic imide
accumulates to an observable extent under some condi-
tions. Below and around pH 4, sizable concentrations of
the cyclic intermediate may build up, and the material can
often be isolated for independent study. At neutral and
basic pH, base-catalyzed hydrolytic ring opening is rapid
and precludes isolation or observation of the cyclic imide.

Hydrolytic attack occurs at both carbonyl centers of the
cyclic imide, with attack at the (apparently) more sterically
hindered CR leading to the dominant iso-Asp product, and
the less rapid attack at Câ leading to the Asp product. The
ratio [iso-Asp]/[Asp] is quite generally around 4 in acidic
solutions, tending toward 2.5-3 in more basic solutions.
Very recent work7 suggests that the determining feature
in the regioselectivity is hydrogen bonding from the
adjacent N-terminal NH, which promotes nucleophilic
attack at CR over that at Câ despite possible steric hin-
drance at CR.

The roughly planar cyclic imide allows greater delocal-
ization of electron density adjacent to CR into the carbonyl
group, rendering the C-H bond at the chiral center of the
ring more acidic and more prone to removal by bases.
Thus, conversion to a D-cyclic imide is possible. Hydrolysis
of this species will lead to Asp and iso-Asp products of D
configuration, and thus to partial or complete racemiza-
tion.

Protein or peptide degradation becomes a certainty when
formation of the cyclic imide intermediate, which is ir-
reversible, is complete. The transition state TSattack (Figure
1) is presumably rate-limiting in cylic-imide formation and
it is therefore the effect of secondary protein structure on
the free energy required to attain this transition state that
determines how readily deamidation will occur in various
protein or peptide secondary structural environments.

Structural Environment and Ring Formation
Prediction of the expected rate constant for deamidation

under various circumstances remains a complex problem.
The conversion of reactant state to TSattack, as shown in eq
1, will require work equal to the free energy of activation
∆G* and the rate constant will then be given by eq 2.

In eq 2, the free energy of activation (representing the total
work of converting reactant state to transition state) is
divided into its component parts ∆H* and ∆S*. The
enthalpy of activation ∆H*, measures such energetic
quantities as the ring or conformational strain involved in
formation of the new bond in eq 1, the energy requirement
for partially breaking the amide carbonyl bond, the energy
release for partial formation of the new C-N bond, the
energy requirement for deprotonation of the backbone NH
center, and any changes in solvation energies attendant
upon conversion of reactant state to transition state. The
entropy of activation ∆S*, is a measure of the changes in
molecular mobility or flexibility between reactant and
transition states: loss of flexibility makes this quantity
more negative, thus slowing the reaction, whereas in-
creases of flexibility render the entropy of activation more
positive, causing the reaction to proceed more rapidly.
Clearly, the conformational flexibility of the molecule
decreases on cyclization (loss of internal rotational entropy)
but solvation changes, which will affect the translational
mobility of the system, tend to be large and may contribute
either positive or negative increments. The overall sum-
mation of effects contributing to ∆H* and ∆S* and thus to
∆G*, thereby determining the rate constant of deamidation,
is clearly a complicated matter about which generalization
can be difficult.

Obviously, some of the features contributing to ∆H* and
∆S* will not be very sensitive to the secondary structural
environment of an Asn residue in a peptide or protein. It
is usually assumed that the energy changes associated with
formation and fission of covalent bonds will be determined
largely by the intrinsic chemistry of the nucleophilic
reaction and will remain reasonably constant in various
environments. On the other hand, the conformational
contributions may be especially sensitive to the secondary
structural environment.

Important Secondary Structural Elements

The complete enumeration of currently recognized ele-
ments of secondary structure in proteins and peptides
would involve a large number of entries. A very useful
summary has been given by Carter.8 In this minireview,
we will concentrate on the three most common secondary
structural elements: the R-helix, the â-sheet, and the
â-turn.

The R-helix consists of the right-handed coil in which
every backbone carbonyl group is hydrogen-bonded to a
backbone NH center of the fifth residue toward the C-
terminus. All residues in an R-helix are conformationally
equivalent in that their backbone dihedral angles are equal
and all peptide bonds are in the trans configuration.
Because all backbone NH centers of an R-helix are hydrogen-
bonded, this factor alone might be expected to reduce the
nucleophilic reactivity of the NH centers and thus the rate
of deamidation of Asn residues in R-helices.

â-Sheets are structures obtained by alignment of fully
extended peptide strands with all peptide bonds in the
trans configuration so that all backbone carbonyl groups

k ) (kT/h) exp{-∆G*/RT} )
(kT/h) exp{-∆H*/RT + ∆S*/R} (2)
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of each strand are hydrogen-bonded to backbone NH
centers in the adjacent strand, and vice-versa. The strands
may be aligned either parallel to each other (C-terminus
to C-terminus) or antiparallel (C-terminus to N-terminus).
In either case, all NH centers are again hydrogen-bonded
and will presumably exhibit reduced nucleophilic reactivity,
and all residues are again conformationally equivalent.

The â-turns are present at points where strands of
peptide reverse direction. Their defining feature is a
hydrogen bond that unites the backbone carbonyl group of
the first (N-terminal) residue of the turn to the backbone
NH of the fourth residue (C-terminal) further on. The
peptide bond between the second and third residues (the
“middle peptide bond”) defines a plane that is roughly
perpendicular to the plane of the initial and final hydrogen-
bonded peptide bonds. When the NH of the “middle
peptide” is roughly trans to the side chain of the second
residue, the â-turn is known as a Type I turn; when the
configuration is roughly cis, the â-turn is known as a Type
II turn. The simplest variants of these two types are Types
I′ and II′ in which dihedral angles are reversed in sign
while maintaining the other features unchanged. Other
types of â-turns exist but are rare, and only Types I and II
â-turns will be considered here. Each of the four residues
involved in a â-turn is conformationally unique.

Clarke’s Conjecture

Clarke9 in 1987 noted that some generalizations about
conformation and reactivity in deamidation are possible
simply because, to react, the system must allow a juxta-
position of the nucleophilic backbone NH center and the
electrophilic side-chain amide center of the Asn residue.
The more difficult this juxtaposition, the slower deamida-
tion should be, and the more readily the juxtaposition can
be attained, the more rapid should deamidation become.
Figure 2 illustrates this concept very schematically in
terms of a critical distance of approach between nucleophile
and electrophile for an Asn residue located in different
secondary structural environments.

Clarke reasoned that secondary structural environments
in which the conformation about the backbone bonds near
an Asn residue favors a short critical distance of approach
would be more likely to promote rapid deamidation than
environments in which conformations favoring such an
approach are not present. The side-chain conformation
should also be important for deamidation but is unlikely
to be affected systematically by the secondary structural
environment. It is not certain how small the critical
distance of approach actually must be at the deamidation
transition state, but it is reasonable to expect that it is not
greatly longer than the a typical C-N single bond (ca. 1.4-
1.5 Å) because, according to Pauling’s rule, a reduction in
bond order by a factor of 2 corresponds to a lengthening of
the bond by only 0.2 Å. Thus, a C-N bond of order 0.5
would be about 1.6-1.7 Å in length and a bond of order
0.25 would be about 1.8-1.9 Å in length. An Asn residue
should, therefore, be protected with respect to deamidation
in a structural environment that makes it hard to achieve
critical distances of approach shorter than 2 Å.

In the most common types of secondary structure, the
constraints imposed always predict a reduction in the rate
of deamidation relative to the rate in a structurally
unconstrained environment. Clarke’s predictions suggest
the following minimum critical distances of approach for
different elements of secondary structure (see Figure 2 for
schematic illustrations of these structures): R-helix, 2.5 Å;
â-sheet (parallel or antiparallel), 3.5 Å; and â-turn (Type I
or Type II), 3.1-3.3 Å. These distances are all so large as

to suggest that deamidation of Asn residues in any of these
structural elements should occur less rapidly than for Asn
residues in unstructured environments.

Clarke’s estimates are based on the probability that the
nucleophilic and electrophilic centers of an Asn residue in
a particular secondary structural environment can reach
the requisite critical distance of approach. It might be
thought therefore that their origin should be in the entropy
of activation ∆S*. Despite the reasonable character of this
idea, it is unlikely to be correct. Lightstone and Bruice10

conducted an extensive investigation of the energetic
factors involved in cyclic anhydride formation by intramo-
lecular nucleophilic reaction of a carboxylate nucleophile
with an ester electrophile. The conformation-dependent
energetics of this reaction should be very similar to those
in the deamidation reaction. Lightstone and Bruice showed
that attainment of a “near-attack conformation,” very
similar to Clark’s required critical distance between nu-
cleophile and electrophile, requires both enthalpic and
entropic contributions, and indeed the enthalpic compo-
nents can be dominant. The same is almost surely true
for deamidation.

Asparagine Deamidation in r-Helices

Asn is a somewhat infrequent residue in R-helices, being
classified according to the Chou-Fasman rules11,12 as a
“weak helix-breaker.” If the infrequency is caused by
instability of Asn in the helical environment, the instability
might suggest a more rapid rate of degradation. As already
noted, the R-helical environment constrains the critical
distance of approach to a quite long distance, which

Figure 2sSchematic indications of the requisite directions of nucleophilic attack
for Asn deamidation in various secondary structural environments. The arrows
indicate the nucleophile−electrophile distance, which must be reduced to a
critical value of less than about 2 Å to form the transition state TSattack. Upper
structures: R-helix (left) and â-sheet (right). The situation in the parallel
â-sheet, which is shown, is not altered in the antiparallel sheet. Lower
structures: â-turns. Left, first, and third residues of Type I or Type II â-turns,
viewed from the side. Right, second residues of Type I (above) or Type II
(below) â-turns.
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suggests slow deamidation. Thus, from a general concep-
tual view, it is unclear what to expect.

Two experimental studies have been carried out in
related model systems, and in fact have led to apparently
contradictory results. Both make use of the structures
derived from mammalian growth-hormone releasing factors
(GRF), where Asn-8 is located in an R-helix. The helical
region includes a glycine residue, Gly-15, which can be
mutated to alanine (Ala), a helix enhancer, to increase the
helical character or to proline (Pro), a helix breaker, to
reduce the helical content. Alternatively, helical content
may be reduced by mutation of threonine-7 to Pro.

Bongers and co-workers13 obtained data that were
interpreted as indicating that high helix content was
associated with more rapid deamidation, and thus were
contrary to the prediction of Clarke’s conformational rule.
They determined the deamidation rates at Asn-8 in aque-
ous buffers for the Ala-15 (high helix), Gly-15 (wild type),
and Pro-7 (low helix) peptides (hGRF(1-29)NH2) derived
from human growth-hormone releasing factor, hGRF(1-
44)NH2. Data were obtained at five temperatures from 22
°C to 56 °C. Their findings are replotted as Eyring plots
[log(k/T) versus (1/T)] in Figure 3.

The view of Bongers and co-workers is that the data for
all three peptides fit a single temperature dependence at
37 °C and above. They attribute the roughly equal rates
for the three to a proposed random-coil structure for all
three peptides in this relatively high-temperature regime.
The mutations at positions 7 and 15 were taken to have a
minimal effect in the random-coil state on the deamidation
of Asn-8. Bongers and co-workers then consider that the
data disperse into three roughly parallel dependences in
the low-temperature regime below 37 °C. The change in
temperature dependences is postulated to be associated
with a coil-to-R-helix transition occurring in the region
around 37 °C.

In the low-temperature region, the Ala-15 peptide (as-
sumed to have high helix content) reacts most rapidly, the
Pro-7 peptide (assumed to have low helix content) reacts
most slowly, and the Gly-15 peptide (assumed to have
intermediate helix content) reacts at an intermediate rate.
The structural assumptions were not confirmed by experi-
ment. The low-temperature data thus, on this model,
would indicate a fast reaction for the helix-enhancing
mutant and a slow reaction for the helix-breaking mutant.
This model suggests that presence in an R-helix renders
an Asn residue more labile, rather than protecting it.

It is certainly clear that a single process is not at work
throughout the temperature range represented in Figure

3: the plots for all three peptides are quite nonlinear. The
highest temperature points suggest the following activation
parameters for deamidation

The lowest temperature points suggest the following
activation parameters

Treated in this way, neither the high-temperature nor the
low-temperature data support a systematic and simple
interpretation: the similarities and differences in the rate
constants (the largest range at any temperature is less than
2-fold) may arise from enthalpy-entropy compensation,
although no credible claim in this direction is possible.

Some aspects of this study suggest that the break in the
Eyring plots at around 37 °C may not arise from a thermal
induction of helical structure. For example, the full-length
GRF, hGRF(1-44)-NH2, and the severely truncated peptide
hGRF(1-29)-NH2 exhibit equal rate constants for de-
amidation at the lowest temperature studied (22 °C, pH
8). This result is unexpected if helical character is present
for the 29-mer but not for the 11-mer.

As Bongers and co-workers pointed out, the low-temper-
ature data show a substantially lower enthalpy (or energy)
of activation than is observed in many deamidation reac-
tions. Further study must identify the anomaly that low
temperatures are inducing in this particular case, although
helical structure seems unlikely. One possibility is that
aggregation of the peptides is occurring at the lower
temperatures.

A later study gave results apparently in contrast to those
of Bongers and co-workers, although the overlap between
the two approaches is incomplete. Stevenson and co-
workers14 prepared the bovine GRF fragment [Leu27]bGRF-
(1-42)NH2 with Gly, Ala, and Pro at position 15. Circular
dichroism established that at 25 °C the overall helical
content was 7.4% (Pro-15), 12.1% (Gly-15), and 17.7% (Ala-
15). Addition of the helix-enhancing solvent methanol
(MeOH) led to an increased helix content with preservation
of the order seen in water: for 20% MeOH, the helical
content was 16.3% (Pro-15), 28.6% (Gly-15), and 36.3%
(Ala-15); and for 40% MeOH, the helical content reached
24.4% (Pro-15), 47.5% (Gly-15), and 52.5% (Ala-15).

For each of these circumstances, the deamidation rate
constant for Asn-8 was determined at pH 10 in bicarbonate
buffers (or the equivalent “pH” in aqueous methanol) at
37 °C. Figure 4 shows a plot in which the logarithm of
the rate constant is related to the overall fractional helicity
in the peptide. Although the errors are substantial, there
is a discernible trend toward lower activity with greater
helical character; the half-life times for deamidation in-
crease from 6.9 h for the Pro-15 peptide in aqueous solution
to 21.5 h for the Ala-15 peptide in 40% MeOH. Stevenson
and co-workers therefore agree with the conclusion from
Clarke’s approach that presence in an R-helical environ-
ment protects Asn residues against deamidation, which
stands in contrast to the interpretations put forward by
Bongers and co-workers.

Figure 3sEyring plot of deamidation rate constants determined by Bongers
and co-workers13 for deamidation at Asn-8 in the human growth-hormone
releasing factor fragment hGRF(1−29) at pH 8 in aqueous solution at
temperatures from 22 to 56 °C. The circles are for the wild-type (Thr-7 Gly-
15), the triangles are for the Thr-7 Ala-15 mutant, and the squares are for the
Pro-7 Gly-15 mutant.

∆H* ) ca. 10 kcal/mol (Ala-15)

) ca. 14 kcal/mol (Gly-15 and Pro-7)

∆S* ) ca. -50 eu (Ala-15)

) ca. -35 eu (Gly-15 and Pro-7)

∆H* ) ca. 7.5 kcal/mol (Ala-15 and Pro-7)

) ca. 4 kcal/mol (Gly-15)7

∆S* ) ca. -60 eu (Ala-15 and Pro-7)

) ca. -70 eu (Gly-15)
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In neither of these studies are the rate effects attributed
to R-helix incorporation large. Furthermore, in both stud-
ies, the methods used in attempting to control helix content
may have given rise to other effects not connected with
secondary structure. Bongers and co-workers introduced
the presumed helix-breaking Pro at position 7, which is
adjacent to Asn-8, the site of deamidation. This nearby
structural change could have had effects on the rate not
deriving from secondary structure. Stevenson and co-
workers used methanol as a cosolvent to increase helix
content. Brennan and Clarke,15 however, have shown that
the decreased dielectric constant in aqueous ethanol mix-
tures reduces the rate of deamidation; this effect will be
at work in aqueous methanol solutions as well and will be
superimposed on the conformational effect of the methanol.
Bongers and co-workers attribute an acceleration of 1.8-
fold in deamidation to the presence of Asn in an R-helix.
In the work of Stevenson and co-workers, protection by a
factor of 3 is attributed to presence of Asn in the R-helix.
Thus without resolving the basis for the disagreement
between these sets of results, one may tentatively conclude
that deamidation rates are unlikely to vary by more than
a factor of 10 on incorporation of an Asn residue into an
R-helix.

Asparagine Deamidation in â-sheets
Clarke’s approach indicates stabilization of Asn against

deamidation when present in both parallel and antiparallel
â-sheet structures, but no definitive study has yet been
conducted to test this prediction experimentally.

One of the products of deamidation, the iso-Asp residue,
does appear to induce â-sheet formation. The human
â-amyloid protein undergoes deamidation at Asn-1 and
Asn-7, giving rise in part to the iso-Asp residues at these
positions.16 Both polypeptides exhibit higher â-sheet con-
tent than does the native Asn polypeptide. This result
suggests a lower free energy of the iso-Asp residue in the
â-sheet than in other secondary structures, so that conver-
sion of Asn to iso-Asp in â-sheet structures should be
thermodynamically favored. For this thermodynamic effect
to produce more rapid deamidation, the stabilization would
have to be expressed in the deamidation transition state,
which should occur only if this transition state resembled
the iso-Asp structure. This effect is exceedingly unlikely
because the rate-limiting transition state for deamidation
must be one of those during irreversible formation of the

cyclic imide intermediate, neither of which is related to the
iso-Asp structure. Even in decomposition of the cyclic
imide to the iso-Asp product, the transition state is more
likely to resemble the ring structure than the open-chain
structure. Thus the stabilization of the iso-Asp product by
â-sheet structures is unlikely to be the cause of accelerated
deamidation in â-sheets.

Asparagine Deamidation in â-Turns
Recent findings, described next, suggest that Asn located

in any of the positions of a â-turn is stabilized against
deamidation. This is also the prediction from the applica-
tion of Clarke’s conformational considerations (Figure 2).
The same conclusion was reached for deamidation of Asn-
12 in the HPr phosphocarrier protein,17,18 a residue present
in the third position of a Type I â-turn. This residue
undergoes deamidation only under the very stringent
condition of boiling water at basic pH. Furthermore, a
number of proteins show faster deamidation in the unfolded
form than in the native form for Asn residues located in
â-turns of the native, folded structures or otherwise exhibit
evidence of the stabilization of Asn or the related Asp
residues in â-turn structures.19-28

In contrast, some crystallographic studies suggest that
the transition state(s) for deamidation are stabilized in
â-turns, and thus that deamidation should be accelerated
in such structures. Capasso and co-workers29 and Obrecht
and co-workers30 observed that structures containing a
cyclic imide, such as Boc-L-Asu-Gly-OMe, exhibited a Type
II′ â-turn in the crystal. The cyclic imide takes up the
second position in the â-turn.

Because the cyclic imide structure is thus more stable
when a â-turn is assumed, as shown by the preference for
this structure in the solid state, it could be deduced that
the presence of a â-turn would correspondingly favor
conversion to a cyclic imide or to transition states resem-
bling the cyclic imide. Because the transition state for
deamidation is expected to resemble the cyclic imide,
â-turns might well induce cyclization and deamidation. On
the other hand, the adoption of the â-turn in the crystal
structure might be conditioned by such features as crystal
packing forces or the relatively nonaqueous environment
of the crystal, and thus the conclusion derived from the
crystal structure might not be accurate for proteins or
peptides in solution.

In still unpublished work,31 Asn-containing dipeptides
were synthesized in cyclic forms, the N-terminus and
C-terminus being united by the spacer, ε-aminocaproic acid.
Such cyclic peptides assume a â-turn conformation, as was
shown in these cases by nuclear magnetic resonance and
circular dichroism spectroscopy. The deamidation rates of
the cyclic â-turn mimics were compared with those of the
open-chain analogues, which exhibited only random-coil
structures. Universally, the â-turn structures showed
slower deamidation rates than the random-coil structures.
These results would suggest that â-turn structures indeed
stabilize Asn residues against deamidation.

Summary
Two of the common forms of secondary structure (R-

helices and â-turns) tend to stabilize Asn residues against
deamidation. The effect is weak at best in R-helices, which
may even destabilize Asn residues. Stabilization probably
results at least in part from conformational restrictions,
as deduced by Clarke, but may be additionally produced
by the reduced nucleophilic reactivity of the backbone NH
centers, which are hydrogen-bonded in R-helices and in all

Figure 4sPlot of the logarithm of the rate constant determined by Stevenson
and co-workers14 for deamidation at Asn-8 in the bovine growth-hormone
releasing fragment [Leu27]bGRF(1−42)NH2 at pH 10 in aqueous and aqueous−
methanol solutions at 37 °C. Data are given for the wild-yype peptide Gly-15
(denoted by the letter G), for Ala-15 (denoted A), and for Pro-15 (denoted P).
Each mutant was studied in three solvents: aqueous solution (circles; denoted
by the number 0), 20% methanol/80% water (squares, denoted by 20), and
40% methanol/60% water (diamonds, denoted 40).
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except one position of the â-turns. Evidence is lacking for
the third common form of secondary structure, â-sheets,
but the prediction both from conformational considerations
and from the reduced nucleophilicity of the backbone NH
center is that stabilization would also be effected here.
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Introduction
ADME (adsorption, distribution, metabolism, elimina-

tion) studies on new drug entities, toxicological studies on
environmental contaminants, and evaluation of chemicals
in the workplace all involve gathering similar types of
information. Such studies rely on a combination of in vitro,
ex vivo, and in vivo techniques. Among the in vitro and ex
vivo systems are isolated enzymes, microsomes, cell cul-
tures, tissue homogenates, tissue slices, and isolated
organs. Information about the role of specific enzymes and
tissues, types of intermediates formed, and pathways for
xenobiotic biotransformation are gained through these
types of studies. However, because they represent parts
rather than the whole physiological system, the types of
information gained do not reflect the entire scheme of
biotransformation within the intact organism.

Traditional in vivo techniques include sampling blood
and other biological fluids, analysis of elimination products
to determine final disposition of the parent compound and
metabolites, and tissue sampling requiring one or more
animals per time point. These studies provide general
information about the metabolism and final disposition of
a compound, but do not offer details about specific enzymes,
intermediates, or in vivo metabolic pathways. An overall
limitation to traditional approaches is that results obtained
in vitro sometimes do not correlate with those found in vivo.

Microdialysis sampling has several characteristics that
complement traditional in vitro and in vivo pharmaco-
kinetic and metabolism techniques. This approach is ac-
complished by implanting a probe consisting of a hollow
fiber dialysis membrane into the organ or biological matrix
of interest. The short length of hollow fiber is affixed to
pieces of narrow bore tubing that serve as inlet and oulet
conduits for the probe. A solution, termed the perfusate,
is pumped slowly through the probe. The perfusate is an
aqueous solution that closely matches the ionic composition
of the extracellular fluid (ECF). When the perfusate is
correctly matched to the ECF, there should be no net
exchange of water or ions across the membrane. Low
molecular weight compounds can diffuse into or out of the
probe lumen in response to concentration gradients and
are pumped to the analysis system.

A diagram of the process is shown in Figure 1. For
clarity, the diagram shows only one analyte (A), although
several compounds are typically sampled at the same time
in a microdialysis experiment. Large molecules such as
proteins (P) and small molecules bound to proteins (P-A)
are excluded by the membrane. Those molecules entering
the lumen of the membrane are swept along by the
perfusate and exit the probe. The solution leaving the

probe, termed the dialysate, is collected for analysis. The
probe can be thought of as an artificial blood vessel in that
it can both deliver and remove compounds from the local
area. Delivery of the parent compound via the probe
permits study of local metabolism without systemic in-
volvement. Figure 2 shows a basic diagram of a micro-
dialysis system for sampling from an awake, freely moving
animal.

Microdialysis is an established in vivo tool in the
neurosciences and has been used in vitro and in peripheral
tissues for a variety of applications of pharmacological and
metabolic interest. Samples obtained by microdialysis
represent a local profile of low molecular mass hydrophilic
substances in the area surrounding the probe. For com-
pounds of pharmaceutical interest, the dialysate reflects
the free fraction of the compound of interest, which is the
therapeutically active portion of the dose. Microdialysis
sampling does not change the net fluid balance in the
surrounding matrix or tissue, so higher temporal resolution
can be achieved than with traditional techniques. Also,
because there is no net fluid loss, samples can be collected
continuously for hours or days from a single animal. Most
importantly, each animal can serve as its own control,
reducing the number of experimental animals needed.

Typically, sampling in vitro from various incubation
mixtures or in vivo from blood or other fluids involves
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Figure 1sThe microdialysis process.37

Figure 2sGeneral diagram of microdialysis system for sampling from an
awake, freely moving animal. The analysis may be performed on a variety of
analytical systems, and coupling between the analytical and microdialysis
systems may be on- or off-line.
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manipulation of small volume samples and multiple step
cleanup procedures, which produces poor temporal resolu-
tion relative to physiological or pharmacological events.
Elimination products and tissue samples also require
extensive sample cleanup prior to analysis. Because mi-
crodialysis sampling provides protein-free samples, loss of
analyte during protein precipitation is avoided. Enzymes
are also excluded from the dialysate sample; thus, there is
no further enzymatic degradation of the sample.

Optimization of Microdialysis Sampling
Probe Design, Surgery, Tissue ResponsesThe small

size of the dialysis probe, nominally 300 µm o.d. with an
active window in the range 4-10 mm in length, causes
minimal perturbation to the tissue. Therefore, the tech-
nique can be used in awake, freely moving animals, and
the integrity of tissues, organs, and systems is maintained.
Several different probe geometries have been developed to
facilitate in vivo sampling from various sites. Those com-
monly used are shown in Figure 3. The designs are of two
general types: parallel and serial. Parallel perfusion probes
are constructed of rigid or flexible cannula material and
may have either a side-by-side or concentric arrangement.
Probes with rigid cannulae are especially suited for intra-
cerebral sampling, whereas those with flexible cannulae
work well for venous sampling. Serial perfusion probes
include linear and loop styles. They are typically used for
sampling soft peripheral tissue such as skin, muscle,
tumor, and liver. The shunt probe suspends a linear probe
within a larger tube, allowing sampling from flowing fluids
(such as bile or blood) without permanent diversion of the
fluid.1,2

Several modified probe designs have also been reported,
including a spinal loop dialysis catheter for use in sampling

the spinal intrathecal space of unanesthetized rats3,4 and
a flexible intravenous probe for use with unanesthetized
small animals.5,6 In 1995, Kanthan et al.7 described a
method for microdialysis sampling in the human brain.
This technique utilizes a Codman bolt kit, typically used
to monitor intracranial pressures, and a custom-designed
microdialysis probe with a probe sheath to accommodate
variations in skull thickness. Using this system, five
monoaminergic neurotransmitters7 and glucose-induced
decreases in glutamate levels8 were monitored during acute
focal ischemia.

Although the small size of the microdialysis probe causes
minimal perturbation to the tissue, the surgery to implant
the probe is invasive. Experimental animals are anesthe-
tized during probe implantation, and the anatomical loca-
tion of the target tissue dictates the duration of anesthesia
and the severity of the surgical invasion. For example,
probe implantation into the dermis or muscle is much less
invasive to the animal than implantation in the liver or
bile duct.

A few groups have examined tissue response to probe
implantation and to indwelling probes. For intracerebral
microdialysis, compromise of the blood-brain barrier
(BBB) upon implantation of the guide cannula and/or probe
must be considered. Benveniste and Hüttemeier9 and
deLange et al.10 have reviewed the literature concerning
BBB compromise and brain tissue response to probe
implantation. One approach to evaluating the integrity of
the BBB is to employ markers that do not normally cross
the barrier. Several of these types of studies, which
suggested that the BBB was generally intact within a short
time after the surgery, are discussed in the reviews already
mentioned. Other studies, however, have concluded that
the BBB remains compromised for 24 h or longer after
implantation takes place.11-13 A second approach used to

Figure 3sMicrodialysis probe geometries (probes not drawn to scale). A. Intracerebral guide cannula and pin-style brain probe. B. Flexible probe for intravenous
use. C. Linear probe for peripheral tissues. D. Shunt probe designed for sampling from bile duct of rat. (Used with permission of Bioanalytical Systems, Inc., West
Lafayette, IN.)
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assess changes in the BBB is to monitor alterations in the
transport of a compound across the BBB after injection of
compounds known to open the barrier. Again, conflicting
results have been reported.12,14 A study by Allen et al.14

suggested that the rate of insertion of the probe into the
tissue affects the amount of BBB damage and could
account, to some extent, for the differing results.

Several publications from the laboratory of C. Lunte15-17

have reported the responses of different tissues to the
presence of a microdialysis probe over time. The tissues
examined include dermis,15 muscle and tumor,16 and liver.17

Dermis, muscle, and liver showed the expected acute
inflammatory response, with the initial invasion of neu-
trophiles followed by macrophages. Tumor tissue showed
little or no inflammatory response up to 72 h. Davies and
Lunte17 tested probes of various designs in liver tissue and
found that using a ‘needle’ with a diameter smaller than
that of the membrane minimized the extent of cell damage.

Quantitation Issues and Extraction Efficiencys
Microdialysis sampling is not typically performed under
equilibrium conditions, so the concentration of the analyte
determined in the dialysate is some fraction of its actual
concentration in the surrounding sample matrix. The
relationship between the concentration of analyte in the
dialysate and that of the sample matrix may be thought of
as the extraction efficiency (EE) of the probe. Among the
parameters that influence EE are temperature, perfusate
flow rate, chemical and physical properties of the dialysis
membrane, probe geometry, membrane surface area, and
properties of the analyte. The diffusion rate of the analyte
within the matrix also affects EE. In vivo uptake into cells,
metabolic rate, extent of tissue vascularization, and blood
flow will influence diffusion through the tissue.18-20 For-
tunately, under normal conditions of microdialysis sam-
pling, these parameters remain constant; thus, a steady
state is rapidly achieved although equilibrium is not
established. Therefore, the EE of the probe for a given set
of parameters is constant and the direction of net flux of
the analyte across the membrane is determined by the
concentration gradient of the analyte. In practice, the EE
of the probe may be determined by recovery or delivery
experiments.

Calibration of Microdialysis ProbessA major con-
cern in the wider adoption of microdialysis sampling for
pharmaceutical studies is the calibration of the micro-
dialysis probes. Microdialysis is generally performed under
nonequilibrium conditions where the recovery of a com-
pound depends on many parameters. Recoveries ranging
from <1% to >99% can be achieved. It is not always clear
whether a high or low recovery is preferable. High recover-
ies are favored from the analytical perspective because
higher concentrations are obtained. A high recovery also
results in less depletion of the concentration around the
probe because the situation is closer to equilibrium (i.e.,
the concentrations inside and outside the probe are the
same). However, high recovery is typically achieved either
using very slow perfusion rates or long dialysis membranes.
Using a very slow perfusion rate leads to a loss of temporal
resolution because of the relatively large sample volume
requirement of most analytical methods. Higher recoveries
can be obtained with large sampling windows; however, a
loss of spatial resolution is the drawback. Low recoveries,
on the other hand, result in less concentrated samples for
analysis and a greater decrease in the analyte concentra-
tion around the microdialysis probe. However, these limi-
tations may be offset by the fact that higher perfusion rates
and shorter dialysis membranes can be used.

Although an in vitro determination of recovery provides
a crude estimate of the behavior of a microdialysis probe
with a given compound, extrapolating such a value to an

in vivo experiment is impossible21-24 because the nature
of the tissue to be sampled and its interactions with the
analyte affect the recovery. For many experiments, ac-
curate calibration of the microdialysis probe is not neces-
sary. For example, if the desired information is the relative
change in concentration brought about by some experi-
mental manipulation, only the concentration independence
and stability of the recovery need be known. On the other
hand, if a relative distribution of a compound to various
sites is the information desired, then the behavior of each
probe used must be normalized versus the other probes.
Only when an absolute concentration is needed must each
probe be calibrated for an accurate in vivo recovery. As this
is often the most difficult step in a microdialysis experi-
ment, careful experimental design should be practiced. If
the desired information can be obtained from relative
rather than absolute concentrations, the calibration issue
is greatly simplified.

Calibration for Hydrodynamic SystemssSystems in
which the sample is a flowing fluid, for example the blood
and bile, present a special case for microdialysis sampling.
Mass transfer in the sample is dominated by diffusion
through the probe membrane rather than by diffusion
through the surrounding tissue for such systems.25 Diffu-
sion must occur through a thin layer of stagnant fluid
around the membrane. The thickness of this diffusion layer
is a function of the velocity of the sample fluid. At low
sample flow rates, the diffusion layer is thicker and
diffusion through it is the rate-limiting step for micro-
dialysis sampling. As the sample flow rate increases, the
diffusion layer collapses and diffusion through the dialysis
membrane begins to dominate. Eventually, diffusion through
the dialysis membrane becomes the rate-limiting step, after
which further increases in the sample flow rate do not
affect the microdialysis process.

For hydrodynamic systems, an in vitro calibration can
provide accurate recovery values if the perfusion flow rate
and sample temperature are well controlled and the
characteristics of the membrane do not change during the
experiment. Because the membranes are hydrophilic and
used in an aqueous environment, physical changes in the
membrane are not likely. However, one must always be
concerned that physiological responses to probe implanta-
tion may result in changes to the membrane environment.
For example, there have been reports of the formation of
clots around microdialysis probes implanted intravenously.
Careful experimental design will usually prevent such
problems, but one must always keep this possibility in
mind.

Calibration in TissuessA more difficult case is the use
of microdialysis sampling in tissues, particularly those that
are poorly perfused. It has been demonstrated that the
recovery of a microdialysis probe depends on mass trans-
port in three regions: the probe lumen, the dialysis
membrane, and the sample medium.18,23,24 The first two
regions can be characterized in vitro and controlled. Mass
transport in the probe lumen is limiting only when using
very low perfusion rates, whereas transport through the
dialysis fiber is limiting only when transport through the
sample is rapid. Rapid transport through the sample occurs
in most hydrodynamic systems as well as in highly per-
fused tissues. However, in most tissues, transport through
the tissue determines the recovery of the microdialysis
probes.18,24 Under these conditions, calibration performed
in vitro may not be valid in vivo. A number of approaches
to the calibration of microdialysis probes in vivo have been
described. The two most common methods involve (1)
adding an internal standard to the perfusate, which is
commonly known as “retrodialysis,” or (2) estimating the
equilibrium condition by adding varying concentrations of
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analyte to the perfusate, which is known as the method of
zero net flux. Alternatively, very slow perfusion rates can
be employed, often circumventing the need for calibration.

Slow PerfusionsJustice et al.26 have shown that at
perfusion rates of <50 nL/min, recovery is >95% for
compounds with molecular weights <500 Da. At such a
slow perfusion rate, the error introduced by assuming 100%
recovery is insignificant. One drawback to this approach
is the difficulty in the collection and analysis of the
dialysate sample. Off-line analysis generally requires at
least 2 µL of sample. The use of on-line systems, such as
microdialysis coupled to capillary electrophoresis or capil-
lary liquid chromatography, makes it possible to analyze
nanoliter volumes of sample.

RetrodialysissIn the retrodialysis method, an internal
standard is added to the perfusate and the rate of delivery
of this compound to the tissue is measured during micro-
dialysis sampling.27-30 The assumption is made that the
recovery of the analyte is equal to the delivery of the
internal standard. This method requires that the internal
standard and the analyte behave in exactly the same
manner. This requirement is usually met with regard to
the diffusion coefficient of the two compounds, but is
generally overlooked in terms of metabolism. Essentially,
the internal standard and the analyte must be metabolized
in an identical manner to provide a proper calibration of
the probe. Of course, if this requirement were met, the
internal standard could disrupt the experiment because it
is being added to the system in relatively highly concentra-
tions exactly at the site of sampling.

Method of Zero Net FluxsIn the method of zero net
flux, various concentrations of analyte are added succes-
sively to the perfusate.31,32 The amount of analyte either
lost or gained during dialysis is then determined. If the
perfusion concentration is greater than the in vivo concen-
tration, a loss has occurred; if the perfusate concentration
is less than the in vivo concentration, there has been a gain.
Only when the perfusate concentration and the in vivo
concentration match has there been no net change in
concentration because the system is at equilibrium. A plot
of the change in concentration of dialysate versus the initial
concentration of perfusate is made; this should result in a
straight line. The slope of this line is the inverse of the
concentration recovery and the y-intercept is the actual
sample concentration. At this concentration, there is no net
diffusion of the analyte into or out of the microdialysis
probe, because the concentration in the sample and in the
probe lumen is the same.

The method of zero net flux is more accurate than
retrodialysis in that the actual compound of interest is used
for calibration; however, it is a very time-consuming
process. The precision of this method is highly dependent
on the precision of the individual concentrations deter-
mined and the number of perfusion concentrations used.
Several hours-up to 12 in some cases-are required to
collect sufficient data at the various concentrations of
standard added to the perfusate to provide an accurate
estimate of the equilibrium state. During this time, the
concentration of the analyte in the sample must remain
constant. This requirement limits the use of the method
to the determination of basal levels of endogenous com-
pounds and steady-state concentrations of drugs during
constant infusion experiments.

DeliverysDetermining the delivery of the actual com-
pound of interest is a variation of retrodialysis that
overcomes the uncertainty introduced by using a standard
to mimic the analyte.15,33 First, the fact that the delivery
is equal to the recovery is verified in vitro. This step serves
to confirm the viability of the microdialysis probe. If the
delivery and recovery are not equal for a given microdi-

alysis probe, that probe is discarded. After the probe is
implanted and the animal has recovered from surgery, the
deliveries of the test compound and any other analytes of
interest are determined prior to the start of the experiment.
Finally, if possible, the deliveries are determined again
after completion of the experiment. This procedure will
verify any changes in the behavior of the probe during the
course of the experiment. If the viability of the probe is
tested prior to implantation, its behavior will not change
during the course of the experiment within the constraints
of tissue response, as was discussed previously. The
shortcoming of this approach is that recovery changes
resulting from the experiment are not detected. For ex-
ample, administration of a vasodilator or constrictor can
change recovery in a poorly perfused tissue by changing
the blood flow. In general, changes in recovery as a result
of experimental manipulation are more common when
studying endogenous than exogenous compounds.

The various calibration methods are summarized in
Table 1. Before undertaking in vivo calibration, the ex-
perimentalist should consider what information is desired
from the microdialysis experiment. The need for in vivo
calibration will generally fall into one of three categories.
In the first, two states (such as basal versus excited or
formulation A versus formulation B) are compared. In these
cases, changes in analyte concentration usually provide
sufficient information. Here, one does not need an exact
EE value but, rather, a constant EE over the time course
of the experiment. In this case, the behavior of the probe
can be tracked using retrodialysis. In the second category,
one needs to know only the order of magnitude of the
analyte concentration in ECF. In other words, is the
analyte present at 10 ng/mL or 100 ng/mL? In vitro
calibration may be sufficient because it usually differs by
not more than two or three times the in vivo value. If the
EE is 60% in vitro and 30% in vivo, the concentration of
analyte in the in vivo dialysate corrected for the in vitro
EE will be within the order of magnitude of the analyte
concentration in ECF. In the third category, where an
accurate in vivo concentration is required, the in vivo EE
must be determined for the analyte in the target tissue.
The approaches that can be used to obtain this information
include very low flow rates, zero net flux, and in vivo
delivery of the analyte.

Analytical Considerations
Several features of microdialysis sampling are of con-

siderable importance in the development of the analytical
method. Because of the low flow rates employed, micro-
dialysis typically results in small sample volumes of 1-10
µL. The process also inherently dilutes the samples as they
are collected. Therefore, small volume samples, often with
low analyte concentration (1 pM-1 µM), are typical and
present a considerable challenge to the analyst.

From the analytical perspective, there are two primary
considerations with respect to extraction efficiency. First,
except in cases of local delivery via the probe, the dialysate
concentration will be less than the actual tissue concentra-
tion of the analyte. Thus, the limit of detection must be
less than the lowest in vivo concentration expected. Second,
extraction efficiency increases as perfusion rate decreases.
The slower the perfusion rate, the closer the dialysate
concentration of the analyte will be to that in the sample
matrix surrounding the probe.34

Increased temporal resolution is one of the advantages
of microdialysis over blood sampling and traditional tissue
sampling. For traditional blood sampling, the total fluid
that can be withdrawn is limited, so the number of points
that can be obtained is small. In traditional tissue sam-
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pling, several animals must be sacrificed at each time point,
and, thus, the frequency of time points is usually small to
minimize the total number of animals used in each study.
With microdialysis sampling, the same type of study can
be conducted using only a few animals and, because there
is no fluid loss or need to remove tissue, data can be
collected continuously. The animal can also serve as its own
control.

The temporal resolution of a microdialysis study is
defined by the time interval at which the microdialysis
samples are collected; it is dependent on the sensitivity and
sample volume requirements of the analytical method as
well as the recovery of the probe. Microdialysis provides a
continuous flow of sample, whereas most analytical sys-
tems require discrete samples. Individual samples can be
collected off-line with a fraction collector, but the sample
volumes are very small due to the low perfusate flow rates
used (typically 1 µL/min or less). If the analytical system
requires a larger sample for injection or the method is not
sensitive and requires a preconcentration step, larger
volumes may be collected, albeit at the expense of temporal
resolution. Overall, the analytical method with the lowest
detection limit and smallest sample volume requirement
affords the best temporal resolution for microdialysis
experiments.

Another approach to overcoming problems associated
with handling small volume samples is on-line coupling of
the microdialysis system with the analytical system. This
method minimizes the delay between sample collection and
analysis and eliminates the problems of evaporation that
can occur during any physical manipulation of small
volume samples. Near real-time data on physiological
events can be obtained, but the temporal resolution achieved
by the coupled system will depend on the time needed for
analysis (i.e., the analysis time must be less than the
duration of the physiological event). Reviews of on-line
coupling of microdialysis with LC and microseparation
techniques are available.38,39

Three-Way Trade-OffssWhen microdialysis sampling
is applied in vivo, three previously independent systems
become interlinked: the animal, the microdialysis sampling
system, and the analytical system. The experimentalist
must be aware that once these systems are linked, the
conditions that were optimal for each element indepen-
dently must now be considered in relation to the others.
Frequently, the sample volume requirement of the analyti-
cal method necessitates increasing the microdialysis per-
fusion rate, which in turn lowers the extraction efficiency
of the probe, thus providing samples with lower concentra-
tions of analyte. Using a lower perfusion rate to increase
probe efficiency and analyte concentration results in longer
sampling times. Some degree of temporal resolution is lost
through this compromise. In addition, the increased recov-
ery may deplete compounds of low molecular mass in the
tissue adjacent to the probe, in turn perturbing the
biological system. The anatomical location and spatial
resolution needed for obtaining the desired information
influence the probe design and active window length.
Although implantation of a microdialysis probe may cause
little disruption of the target organ, the necessary anes-
thesia and extent of the surgical procedure also impact the
biological system. The successful use of microdialysis
sampling in vivo will depend on achieving a suitable
balance among these systems.

The trade-offs among perfusate flow rate, concentration
detection limit, and sample volume requirement will decide
the temporal resolution that can be achieved for the
experiment. A clear statement of the experimental question
should dictate the balancing of the microdialysis sampling
and analytical method parameters.

Analytical Methodologies
One of the main advantages of microdialysis sampling

is that it can be used in conjunction with a wide range of
analytical techniques. Non-separation-based methods can

Table 1sApproaches to In Vivo Calibration of Microdialysis Probes

method description considerations reference

extrapolation to zero
flow rate

An estimate of analyte concentration surrounding
the probe is obtained by extrapolating to zero flow rate,
where analyte concentration in the tissue and
in the probe would presumably be in equilibrium.

Requires determining the recovery of the probe
at several flow rates with the analyte at a
steady-state concentration in the matrix
throughout the determinations.

35

use of very low flow rate This extension of the aforementioned method carries out
microdialysis sampling at a flow rate (ca. 50 nL/min)
where the probe recovery is >95% so that assuming
100% extraction efficiency introduces negligible error.

Practical considerations include long sampling
intervals to collect sufficient volume for
analysis and problems manipulating small-
volume samples such as evaporation.

26

zero net flux With the analyte at a steady-state concentration in the tissue,
the probe is perfused with a succession of solutions
containing known concentrations of the analyte. A plot of the
change in perfusate concentration versus the initial perfusate
concentration should be linear with the slope being the
inverse of the probe recovery and the y-intercept being the
point of zero net flux; that is, the concentration of the
analyte in the tissue.

Tissue concentration of the analyte must remain
at steady state, whereas the EE of the probe
is determined for several different initial analyte
concentrations in the perfusate.

31, 32

retrodialysis Uses the in vivo delivery of an internal standard (usually an
analog or mimic of the analyte) in the perfusate as the
basis for probe calibration. The method assumes that
the in vivo recovery of the analyte has a constant known
relationship to the in vivo delivery of internal standard.
In some cases that relationship is determined in
vitro and assumed to hold in vivo.

The advantage of this method is convenience,
especially in terms of time. The experimentalist
should consider that, in a biologically active
matrix, delivery of an internal standard that binds
to receptors or is metabolized in the same way
as the analyte will introduce unwanted perturbations
in the tissue area being sampled.

27−30, 36

in vivo delivery of the
analyte

A variation of retrodialysis that overcomes the uncertainty
introduced when an analog is used as the internal standard.
Essentially, the in vivo delivery of the analyte to the target
tissue is determined before the actual experiment. If possible,
the delivery is determined again after completion of the
experiment to confirm that the probe behavior has not
changed.

The method is simple, convenient, and has a minimal
time requirement. This method assumes that the
extraction efficiency of the probe in the tissue of
interest is constant regardless of the direction of
the concentration gradient of the analyte. The
assumption should be validated for analytes and
tissues of interest.

15, 37
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be used to monitor one analyte at a time, and separation-
based methods allow the detection of multiple analytes in
each sample. This section will provide a brief overview of
the considerations that must be heeded when coupling
microdialysis sampling to various analytical techniques.
Specific references will also be given in cases where the
use of the analytical technique or the method of coupling
to microdialysis sampling is novel.

Non-Separation-Based Sampling ApproachessIn
an attempt to further understand the complex nature of
biological events, the idea of making real-time analytical
measurements has attracted much attention. These types
of measurements are achievable when using a continuous
detection device, such as a biosensor. Microdialysis provides
a possible alternative to implantable sensors. When on-
line biosensors are used with microdialysis sampling, the
apparatus typically consists of a syringe pump, a micro-
dialysis probe, and a sensor or an enzyme reactor, followed
by an electrochemical detector. The enzyme is present to
provide specificity and to generate a redox-active species
that can be detected electrochemically.

Although the response time of an on-line biosensor
system coupled to microdialysis sampling is slower than
that of an implantable modified microelectrode, the former
is more quantitative and provides a higher conversion of
analytes, a longer lifetime, and easier calibration. One
disadvantage of biosensors is fouling of the electrode,
usually by proteins. Coupling microdialysis sampling with
a biosensor overcomes this problem because of the size-
exclusion nature of the membrane. In vivo implantation
of biosensors places size restraints on the dimensions of
the electrode. Using a microdialysis probe in vivo reduces
these restrictions on the biosensor.

One example of this methodology is the monitoring of
extracellular L-glutamate with a microdialysis-based on-
line biosensor subsequent to stimulation of cultured nerve
cells.40 A sensitivity of 24.3 nA/µM and a limit of detection
of 7.2 nM for L-glutamate was reported with this system.
In vivo levels of L-glutamate were also continuously
monitored using microdialysis coupled to an enzyme-
amperometric biosensor following cardiac arrest and K+-
induced local depolarization.41 A limit of detection of 0.5
µmol/L was reported. In both of these examples, glutamate
oxidase was employed to oxidize L-glutamate in the pres-
ence of oxygen, generating hydrogen peroxide, which was
detected electrochemically. Similar sensors were applied
to the real-time monitoring of lactate in the subcutaneous
tissue of rabbits and humans through the use of micro-
dialysis sampling and a lactate amperometric sensor;42

glucose was monitored continuously with a glucose-oxidase-
immobilized enzyme reactor.43

However, biosensors are not always used for continuous
monitoring. Using injection valves, discrete microdialysis
samples were injected into flow injection systems and
analyzed with amperometric-based biosensors for L-lac-
tate44 and glucose.45 A miniaturized flow injection thermal
biosensor coupled with microdialysis sampling has been
reported for the determination of glucose in subcutaneous
fluid with a sampling rate of 42 samples/h.46 Advantages
of a flow injection analysis system are the ability to provide
for on-line sample dilution, required when analyzing
concentrated samples, and the capacity to periodically
recalibrate the biosensor with standard solutions. Other
non-separation-based methods without continuous moni-
toring have been reported, including immunoassays47-49

and mass spectrometric analyses.50,51 On-line interfacing
of microdialysis and mass spectrometry (MS) has been
reported for the analysis of tris(2-chloroethyl) phosphate
in rat plasma,52 along with the utilization of microdialysis

for on-line sample cleanup of nucleic acid53 and protein and
peptide samples.54

Separation-Based ApproachessMicrodialysates con-
sist primarily of relatively small hydrophilic analytes in
highly ionic aqueous samples. In general, these character-
istics have made liquid chromatography (LC) the analytical
method of choice to couple to microdialysis sampling.
Reversed-phase or ion-exchange are the modes of liquid
chromatography that are most compatible with direct
injection of aqueous microdialysis samples. The mode of
chromatography chosen for analysis is dependent on the
physiochemical properties of the analyte. The type of
column used (length, particle size, and internal diameter)
is determined by the sampling interval desired and the
required sensitivity. In a typical LC assay, 5-10 µL of
sample are needed, which means that the temporal resolu-
tion is 5-10 min if a perfusion flow rate of 1 µL/min is
employed. If lower microdialysate flow rates are used to
increase recovery, temporal resolution is further decreased.
Applications of on-line coupling of microdialysis with LC
have been reviewed elsewhere.38,39

Capillary electrophoresis (CE) is another separation
method that can be used for the analysis of microdialysis
samples. The low sample volume requirement of CE is
compatible with the small volumes generated by micro-
dialysis sampling. Typical injection volumes in CE are
1-10 nL. However, 1-5-µL samples are generally required
because of difficulties associated with the physical ma-
nipulation of submicroliter volumes, in particular, problems
with surface tension and evaporation.

One disadvantage of CE is its incompatibility with high
ionic strength samples. In CE the optimal procedure to
achieve stacking, or compression of the injection zone, is
to prepare the sample in an injection buffer that is 10-fold
more dilute than the background electrolyte. The high ionic
strength of the microdialysis sample causes anti-stacking
and, therefore, lower detection sensitivity. In contrast, LC
is amenable to high ionic strength samples.

There have been several reports of the on-line coupling
of microdialysis and capillary electrophoresis with UV55

and laser-induced fluorescence (LIF) detection.56-58 The
first reported coupling of microdialysis with CE and LIF
detection involved the separation of an investigational
antineoplastic, SR 4233, from its main metabolite, SR
4317.55 Figure 4 shows a schematic of the on-line micro-
dialysis/capillary electrophoresis system employed in this
study. Resolution of the two compounds was achieved in
<60 s, with an overall temporal resolution of 90 s. During
the on-line study, a 4-mg/kg intravenous injection of SR
4233 was administered to the rat. A pharmacokinetic curve
(Figure 5) was then constructed, and a 15.3 ( 1.0 min half-
life of elimination and 1.1 ( 0.2 min half-life of distribution
were determined for SR 4233. Another method of detection
for use with the on-line coupling of microdialysis and CE
that has been explored in our laboratory is electrochemical

Figure 4sSchematic of the on-line microdialysis/capillary electrophoresis
system used for the analysis of SR4233.56
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detection.59 This detection system provides higher sensitiv-
ity than does ultraviolet (UV) detection and is comparable
to LIF. Furthermore, the number of potential analytes that
can be studied at high sensitivity is greatly increased
because more compounds are electroactive than are natu-
rally fluorescent.

Scope of Applications
As the number of research studies incorporating mi-

crodialysis sampling has continued to increase, secondary
literature has appeared in the form of books60 and review
articles.38,39,61-65 An exhaustive examination of the mi-
crodialysis literature is beyond the scope of this review.
Many of these studies involve monitoring levels of endog-
enous compounds in response to the administration of
drugs or other stimuli. Others report monitoring of the
parent compound and/or metabolites in the dialysate. The
small size and minimal invasiveness of microdialysis
probes make the technique ideal for simultaneous monitor-
ing in more than one organ or tissue. In the following
overview of applications, we have focused on presenting a
few examples to illustrate the breadth of possibilities for
using microdialysis sampling in pharmacokinetic and
metabolism studies.

In Vitro Studies
Microdialysis sampling does not change the net fluid

balance of the surrounding sample matrix and provides
clean samples in which analytes are separated from further
enzymatic action. Thus, microdialysis is useful for in vitro
drug development and evaluation applications. A series of
reports on in vitro applications of microdialysis sampling
has been published. These applications include tablet
dissolution testing with both single and multiple vessel
configurations,66,67 erythrocyte membrane partitioning stud-
ies,68 and enzyme kinetic studies.69 Gunaratna and Kiss-
inger70 used microdialysis to follow metabolism kinetics in
liver microsome incubations. In this application, an in vitro
microdialysis system, shown in Figure 6, was used to
monitor the metabolic profiles of three metabolites of
diazepam following its incubation in liver microsomes
(Figure 7). Several studies have been published in which
microdialysis sampling was compared to traditional meth-
ods for determining drug binding to plasma proteins.71-73

More recently, Yang and Elmquist74 demonstrated the

feasibility of determining the plasma binding of a highly
lipophilic drug, cyclosporin A, using microdialysis sampling.

Several researchers have employed in vitro microdialysis
sampling to minimize sample preparation when monitoring
fermentation and related bioprocesses. Mannino et al.75

used an on-line microdialysis system to provide clean
samples from milk products. They detected sugars am-
perometrically at a chemically modified electrode. Torto
and co-workers76 have demonstrated the utility of in situ
microdialysis sampling for monitoring bioprocesses without
perturbation of the process. Microdialysis sampling coupled
on-line to LC with pulsed electrochemical detection was
used to monitor an enzymatic hydrolysis that produced a
mixture of oligosaccharides. Using the same system, Torto
et al.77 evaluated three microdialysis sampling modes with
respect to their suitability for quantitative on-line monitor-
ing of bioprocesses in small-volume (5 mL) bioreactors.
They concluded that stopped-flow microdialysis modes were
advantageous for small-volume reactors to avoid significant
depletion of the analyte.

In Vivo Studies
BrainsMicrodialysis sampling has been used to study

a wide variety of endogenous and exogenous analytes in
brain. The large number of papers published on this topic
is beyond the scope of this review, so a brief overview of
recent work from the laboratory of S. Lunte will be
presented.

Tryptophan metabolism along the kynurenine pathway
has been one area of interest in our research group. This
pathway is responsible for approximately 90% of tryp-
tophan metabolism in mammals and yields the formation
of kynurenic acid, an endogenous glycine site NMDA
receptor antagonist. Malone et al.78 utilized CE with
electrochemical detection for the determination of tryp-

Figure 5sPharmacokinetic curve following a 4-mg/kg ip dose of SR4233
obtained using an on-line microdialysis/capillary electrophoresis system.56

Figure 6sIn vitro microdialysis sampling system for microsome or similar
incubation process.70

Figure 7sMetabolic profiles of diazapam metabolites sampled by microdialysis
from liver microsome incubation mixture. Diazepam concentration was 145
M: (A) temazepam; (B) N-desmethyldiazepam; (C) oxazepam.70
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tophan and kynurenine in brain microdialysates. In that
study, an intraperitoneal injection of tryptophan was
administered to an anaesthetized rat, and the levels of
tryptophan and kynurenine in rat hippocampus were
monitored for 6 h by microdialysis sampling. A three- to
fourfold increase in dialysate tryptophan levels was ob-
served, resulting in a maximum concentration of 2-3 µM
tryptophan at approximately 90 min after ip administra-
tion. Sixty minutes after dosing, kynurenine was found to
reach a maximum concentration of 1.3 µM. It was con-
cluded that the high sensitivity and low volume require-
ments of CE with electrochemical detection allowed good
temporal resolution and high recoveries to be realized.
Kynurenic acid, however, cannot be effectively detected
electrochemically; therefore, alternate methods for its
determination were investigated. Capillary electrophoresis
with LIF detection following zinc complexation was evalu-
ated for monitoring the levels of kynurenic acid in brain
microdialysis samples.79 Kynurenic acid is essentially
unable to penetrate the BBB; therefore, its presence in
brain is dependent on its bioprecursor kynurenine, a major
tryptophan metabolite. In this study, the increase in
hippocampal kynurenic acid was monitored following a
systemic injection of one of its bioprecursors, tryptophan
or kynurenine. One of the greatest potential advantages
of this methodology compared with those currently in use
is its increased temporal resolution. Microdialysate samples
could be analyzed every 10 min rather than the 30-60-
min sampling intervals used with LC.

Another project involved the investigation of substance
P metabolism in brain using microdialysis sampling fol-
lowed by CE with postcolumn derivatization and laser-
induced fluorescence detection.80 A microdialysis probe
implanted in the striatum of an anesthetized rat was
perfused with substance P, and dialysate samples were
analyzed for substance P and its metabolites. By introduc-
ing substance P into the brain via the microdialysis probe,
metabolite formation in the immediate vicinity of the probe
could be monitored.

OcularsOne of the major constraints in developing
improved intraocular drug delivery systems has been the
lack of information concerning the uptake, disposition, and
elimination of drugs from the eye.81 Ocular microdialysis
is one technique that could provide such information;
however, few studies using this method have been reported.

Continuous sampling of drugs in the vitreous humor of
anesthetized rabbits has been reported.81 This study
involved the pharmacokinetic analysis of ganciclovir and
acyclovir using a concentric microdialysis probe implanted
in the vitreous humor. Ganciclovir is a purine nucleoside
analog approved for the treatment of cytomegalovirus
retinitis.

Ganciclovir or acyclovir was given as an intravitreal
injection (100 mL) following implantation of the guide
cannula. The microdialysis probe was then inserted into
the guide cannula, and dialysates were collected every 20
min. It was found that the initial equilibration phase was
over within the first 4 h, and that the microdialysis
technique did not result in a breakdown of the blood-
retinal barrier. The short vitreous half-lives of ganciclovir
(2.62 ( 0.44 h) and acyclovir (2.98 ( 0.24 h) in albino
rabbits suggest a transretinal mechanism of vitreous
clearance for these compounds. In pigmented rabbits,
however, the rate of elimination increased to 8.63 and 5.59
h for ganciclovir and acyclovir, respectively, as a result of
binding to melanin. This research indicates that ocular
microdialysis can be useful in assessing the vitreous
concentrations of drugs and providing information on the
uptake, disposition, and elimination of drugs from the eye.

TransdermalsTraditionally, transdermal drug delivery

has been studied in vitro using isolated skin preparations;
however, with the use of microdialysis sampling, in vivo
studies can be performed.15 In one such study, intradermal
microdialysis was used to investigate the transdermal
absorption of cyclosporin in rats.82 Cyclosporin is an
immunosuppressive agent that has been shown to be
beneficial in treating several dermatological diseases. Due
to the toxic effects found with systemic administration,
topical application has been explored, but it is limited
because of the poor ability of cyclosporin to penetrate the
dermis. In this study, the use of an absorption enhancer,
1-[2-(decylthio)ethyl]azacyclopentan-2-one (HPE-101), and
glycerin to increase the transdermal absorption of cyclo-
sporin was evaluated. HPE-101 and glycerin were both
found to significantly enhance the absorption of topically
applied cyclosporin in rat skin. The authors concluded that
utilizing an in vivo microdialysis method obviates the need
for concern about hydration and microbial growth as with
in vitro methods using excised skin.

MusclesTwo recent publications have focused on the
use of microdialysis sampling correlated with traditional
blood sampling to devise models for predicting the free
concentration of drugs in muscle tissue from the plasma
levels. Nolting and others83 monitored piperacillin, a â-lac-
tam antibiotic, in muscle tissue by microdialysis while
collecting serial blood samples. They concluded that mi-
crodialysis sampling was suitable for determining concen-
trations of unbound drug in tissue. Kovar et al.84 also used
microdialysis sampling in muscle tissue to compare free
tissue levels of ceftriazone, a highly bound drug, with free
plasma levels determined from blood samples. Free levels
were much higher in plasma than in muscle. To accurately
predict free tissue levels of ceftriazone from plasma levels,
the model required factors to account for nonlinear protein
binding.

AdiposesFelländer and associates85 examined the effect
of R- and â-adrenoceptor blocking agents on lipolysis in
human adipose tissue using microdialysis sampling during
surgery. They found that in humans both R- and â-adre-
nogenic mechanisms modulated the response of adipose
tissue to surgical trauma. In another study of lipolytic
activity, Darimont et al.86 used in vivo microdialysis
sampling in rat adipose tissue. The effect of moxestrol, a
potent estrogenic analog, on lipolysis was monitored by
measuring extracellular glycerol in parametrial fat pads
of estrus, diestrus, and ovariectomized animals.

BloodsThe possibility of producing protein-free samples
and conducting long-term continuous sampling without
fluid loss is especially attractive for microdialysis sampling
from blood vessels. In addition to commercially available
venous probes, flexible probes for sampling from blood have
been constructed by Telting-Diaz et al.87 and Evrard et al.5

Nakashima and colleagues88 applied microdialysis sam-
pling to the study of in vivo plasma protein binding of
valproate. Microdialysis probes were implanted in the
femoral veins of rabbits prior to dosing the animals with
valproate. Whole blood samples were collected simulta-
neously and prepared for analysis of the free fraction using
ultrafiltration. No difference was found in the elimination
half-lives determined from microdialysis and from blood
sampling. Further, they found that in vivo dialysate
concentrations could be corrected for probe efficiency using
recovery values obtained from in vitro experiments per-
formed in stirred rabbit plasma at 37 °C.

The monitoring of clinically relevant analytes in the
blood of critically ill patients provides information vital to
management and therapeutic decisions in their care.
Rabenstein et al.89 adapted the bile shunt probe introduced
by Scott and Lunte1 to obtain microdialysis samples from
central vein catheters in greyhounds. The microdialysis
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samples and blood samples were analyzed for glucose and
lactate. In a related study, the same group used their probe
system with a biosensor array to determine glucose and
lactate.2

TumorsThe systemic concentration-time profile of a
drug does not necessarily reflect its profile in the extra-
cellular space of tissues. Antineoplastic drugs, because of
their especially high cytotoxicity, and tumor tissue, being
poorly perfused, are a case in point. A microdialysis probe
implanted directly in tumor mass can monitor actual tissue
levels of the drug and provide information concerning in-
tumor metabolism, if any, of the drug. For example,
Palsmeier and Lunte16,33 applied microdialysis sampling
to the investigation of the disposition and metabolism of
SR-4233, a benzotriazine compound with preferential cy-
totoxicity for hypoxic tissue. They found that, using a
systemic dose, much less drug reached the tumor than
reached healthy muscle tissue. However, when the same
amount of drug reached both tumor and muscle, which was
accomplished by delivering the drug via a probe, the levels
of reductive metabolites formed were significantly higher
in tumor than in muscle.

Other oncological applications of microdialysis sampling
include monitoring of carboplatin in cutaneous melanoma
and in subcutaneous space to evaluate the portion of the
dose reaching the cancerous tissue,90 methotrexate trans-
port in brain tumors,91 and the influence of an angiogenesis
inhibitor on the uptake of temozolomide.92

TransplacentalsWard and Pollack93 used microdialysis
sampling to monitor the effect of methanol on uteropla-
cental blood flow. The microdialysis probe was implanted
through the uterine wall into the amniotic fluid of near-
term pregnant rats. Methanol was administered as an iv
bolus dose or an iv infusion over several hours. In addition
to producing data suggesting that maternal exposure to
methanol may produce hypoxia in fetuses, their work
demonstrated the value of microdialysis sampling as a tool
for investigating the flux of compounds across placenta.

BilesA shunt probe design introduced by Scott and
Lunte1 provides microdialysis samples from the bile duct
of rats. Briefly, the microdialysis probe is suspended inside
a tube that is implanted as a bile duct shunt. The shunt
directs bile flow past the microdialysis membrane, then
returns the bile to the duct prior to its entry into the small
intestine. Because bile flow is maintained, continuous
monitoring of compounds excreted into the bile is possible
while maintaining enterohepatic circulation.

Scott and Lunte1 monitored phenol and its metabolites
in bile using the shunt probe. Hadwiger et al.94 obtained
pharmacokinetic profiles and parameters for tacrine and
its hydroxylated metabolite in bile using the shunt probe
design. Gunaratna and colleagues95 demonstrated the use
of this probe design in awake animals, choosing acetami-
nophen and its metabolites as the analytes.

LiversIschemia/reperfusion injury involves reactive
oxidant species that are difficult to measure directly.
Layton and colleagues96 monitored two antioxidant species,
uric acid and ascorbic acid, by microdialysis sampling in
the liver of anesthetized rats during ischemia and reper-
fusion. As expected, the extracellular levels of both anti-
oxidants decreased during and immediately following
ischemia. High ascorbic acid levels were noted immediately
after implantation of the microdialysis probe; however, this
initially elevated level decreased to a stable basal level after
90 min.

Various drug delivery approaches are being evaluated
for their ability to increase therapeutic effectiveness while
reducing side effects associated with systemic doses. Sato
et al.97 found microdialysis sampling useful in evaluating
microfibrous collagen sheets for local drug delivery. They

studied the delivery of etoposide to liver tissues in rats in
the presence and absence of cyclosporin A. Etoposide with
or without cyclosporin A, a P-glycoprotein-mediated trans-
port inhibitor, was incorporated in a microfibrous collagen
sheet applied to the surface of the liver lobe over the site
of the microdialysis probe. The microfibrous collagen sheet
maintained drug concentrations in the liver with only low
concentrations observed in plasma. Inclusion of cyclosporin
A further prolonged the drug concentration in liver tissue.

Simultaneous Multiple-Probe Studies in the Same
OrgansMalagié et al.98 compared the effect of a combina-
tion treatment of WAY 100635 (a 5-HT1A receptor antago-
nist) and fluoxetine (a 5-HT reuptake inhibitor) on two
brain regions simultaneously. Microdialysis probes were
implanted in the frontal cortex and ventral hippocampus
prior to iv administration of either saline or WAY 100635,
followed by ip administration of fluoxetine or saline. The
5-HT levels were monitored simultaneously in the cortex
and hippocampus. Fluoxetine alone did not change the
extracellular 5-HT levels in either region studied. When
fluoxetine and WAY-100635 were coadministered, 5-HT
levels in the frontal cortex but not the hippocampus
increased by >200% compared with pre-dosing levels.

The spatial resolution of microdialysis sampling can
provide information not readily accessible by other meth-
ods. Davies and Lunte99 demonstrated this in a study of
phenol metabolism in liver tissue. Three linear micro-
dialysis probes placed in different regions (anterior, middle,
and posterior) of the median lobe of rat livers revealed
differences in metabolic profiles for the regions following
iv administration of phenol (Figure 8). The levels of the
conjugated metabolites phenol-glucuronide and gluta-
thionyl-hydroquinone were significantly lower at the an-
terior position than at other positions, even though the
levels of phenol reaching each region were the same
(Figures 9 and 10).

Simultaneous Multiple-Probe Studies in Different
OrganssSeveral studies have used simultaneous micro-
dialysis sampling to study drug penetration of the BBB.
Simultaneous microdialysis sampling from brain and blood
was used by Malhortra et al.100 to determine the penetra-
tion of an experimental NMDA antagonist into brain tissue.
They found good agreement between the microdialysis-
based pharmacokinetic parameters and those determined
using conventional blood sampling. Nakashima et al.101

evaluated simultaneous microdialysis sampling from blood
and brain as a method for determining relative pharma-
cokinetics and metabolism of L-DOPA in the presence and
absence of aromatic amino acid decarboxylase inhibitors.
They found in vivo microdialysis to be a simple, reliable
technique for the simultaneous determination of pharma-
cokinetics and metabolism in a target tissue and systemic
circulation.

Other dual-site microdialysis sampling experiments have
simultaneously examined L-DOPA in blood and muscle,102,103

SDZ ICM 567 (a 5-HT3 receptor antagonist) in blood and
muscle,104 lactate in muscle and adipose tissue in relation

Figure 8sPlacement of microdialysis probes implanted into the median lobe
of the liver (viewed from the ventral surface) used to monitor phenol
metabolism.37
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to insulin action,105 and antibiotics in human muscle and
subcutaneous space.106 Reports of simultaneous micro-
dialysis sampling from three sites have also been pub-
lished. These include disposition of phenol in bile, blood,
and liver;1 distribution kinetics of carbamazepine in brain,
blood, and liver;107 aluminum chelation by hydroxypyridi-
nones in blood, liver, and brain;108 methotrexate levels in
kidney, liver, and muscle;109,110 and lactate and xanthines
in blood, liver, and small intestine during endotoxic
shock.111

Multiple-site microdialysis sampling has proven useful
in the investigation of pharmacokinetic drug-drug interac-
tions.112 Ekstrøm et al.112 placed microdialysis probes in
the blood, liver, and kidney of anesthetized rats to examine
the interactions of methotrexate and the non-steroidal
antiinflammatory drug (NSAID) naproxen. When animals
were pretreated with naproxen, approximately a twofold
increase in the areas under the curve (AUCs) of time versus
concentration for methotrexate and 7-hydroxymethotrex-
ate, the major metabolite, was found in all three tissues.

Figure 9sTypical concentration−time course for phenol (left) and hydroquinone (right) during and after a 20-min iv infusion of phenol (administration corresponding
to 0−20 min).37

Figure 10sTypical concentration−time course for phenyl-glucuronide (left) and glutathionyl-hydroquinone (right) during and after a 20-min iv infusion of phenol
(administration corresponding to 0−20 min). Note: scale for the anterior probe is the right-hand axis.37
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Conclusions

Quantitation or calibration of microdialysis probes and
the challenge of analyzing the small volumes typical of
microdialysis sampling are issues that must continue to
be investigated. For microdialysis data to be quantitative,
calibration of the probe is necessary. Approaches such as
extrapolation to zero flow rates, the use of very low
perfusion flow rates, and zero net flux tend to be time
consuming. Retrodialysis and in vivo delivery are less time
consuming; however, validation of these methods prior to
initiation of the microdialysis study is necessary. In
general, for applications where absolute tissue concentra-
tions are required, the time involved in calibrating the
probe can overshadow many of the other advantages of
microdialysis sampling.

Another problem commonly encountered arises from the
fact that the small sample volumes obtained from micro-
dialysis sampling are usually less than that required for
traditional analytical methodologies such as liquid chro-
matography. To obtain identical temporal resolution using
standard separation methods, it is possible to increase the
sample volume by increasing the microdialysis perfusion
rate. However, this method decreases the concentration
extraction efficiency of the probe. One solution to this
problem has been the use of analytical systems with lower
sample volume requirements, including microbore LC and
capillary electrophoresis. Other approaches have employed
preconcentration and stacking methods for LC and CE to
overcome the problems of low concentration samples as-
sociated with using higher microdialysis perfusion flow
rates.

Researchers have shown the feasibility of implanting
microdialysis probes in a number of tissues; however, little
has been published concerning the physiological response
of the tissue to this probe implantation or the way in which
tissue response may ultimately affect the pharmacokinetics
or metabolic activity. Advances in probe design and dialysis
membrane materials that result in less tissue damage as
well as biocompatible materials for the construction of
microdialysis probes continue to be of interest.

The simultaneous use of multiple probes is another area
that has not yet been fully explored. This approach would
permit investigations of tissue distribution in near real
time while reducing the total number of animals necessary
for a study in comparison with traditional methods. The
challenge in multiple-probe experiments is preventing the
tangling of numerous fluid lines. Multi-channel swivel
systems exist for this purpose, but the channel volumes
and resistance to turning increase with each additional
channel. An alternative to multi-channel swivel systems
is the use of a turntable to counter the animal’s rotations.113

These types of studies have become more practical with
the commercial availability of swivel-free animal contain-
ment systems, such as the Raturn system from Bioana-
lytical Systems, Inc.

The capacity of microdialysis, performed in vivo, to
provide continuous sampling over several days without
detriment to the fluid volume of the animal, and the
possibility of obtaining such samples simultaneously from
multiple sites have the potential for significant reductions
in the number of animals necessary for pharmacokinetic
and distribution studies. When this technique is coupled
on-line to a rapid LC or CE separation method, near real-
time data can be obtained. Overall, the increasing applica-
tion of microdialysis sampling to tissues other than brain,
which has been demonstrated in the last decade, is likely
to continue, especially as advances in analytical methods
for small volume samples and suitable techniques for probe
calibration are developed and refined.
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P. Potential use of microdialysis sampling in pharmacoki-
netics: a protein binding study. Pharm. Res. 1992, 9, 155-
158.

73. Sarre, S.; Van Belle, K.; Smolders, I.; Krieken, G.; Michotte,
Y. The use of microdialysis for the determination of plasma
protein binding of drugs. J. Pharm. Biomed. Anal. 1992, 10,
735-739.

74. Yang, H.; Elmquist, W. F. The binding of cyclosporin A to
human plasma: An in vitro microdialysis study. Pharm. Res.
1996, 13, 622-627.

75. Mannino, S.; Cosio, M. S.; Zimei, P. Microdialysis sampling
and high performance liquid chromatography with ampero-
metric detection for sugar analysis in milk products. Elec-
troanalysis 1996, 8, 353-355.

76. Torto, N.; Buttler, T.; Gorton, L.; Marko-Varga, G.; Stålbrand,
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Abstract 0 The goal of this work was to investigate the use of MDCK
(Madin−Darby canine kidney) cells as a possible tool for assessing
the membrane permeability properties of early drug discovery
compounds. Apparent permeability (Papp) values of 55 compounds
with known human absorption values were determined using MDCK
cell monolayers. For comparison, Papp values of the same compounds
were also determined using Caco-2 cells, a well-characterized in vitro
model of intestinal drug absorption. Monolayers were grown on 0.4-
µm Transwell-COL membrane culture inserts. MDCK cells were
seeded at high density and cultured for 3 days, and Caco-2 cells
were cultured under standard conditions for 21 to 25 days. Compounds
were tested using 100 µM donor solutions in transport medium (pH
7.4) containing 1% DMSO. The Papp values in MDCK cells correlated
well with those in Caco-2 cells (r2 ) 0.79). Spearman’s rank correlation
coefficient for MDCK Papp and human absorption was 0.58 compared
with 0.54 for Caco-2 Papp and human absorption. These results indicate
that MDCK cells may be a useful tool for rapid membrane permeability
screening.

Introduction
The rise of combinatorial chemistry and other drug

discovery technologies has vastly increased the number of
new compounds to be evaluated as potential drug candi-
dates. Accordingly, new high-throughput strategies are
required to evaluate compound properties beyond potency
and selectivity. A major focus in the pharmaceutical
industry is to develop new drugs with good oral bioavail-
ability. One essential factor of oral bioavailability is the
ability of a compound to be well absorbed in the small
intestine. Because of its inherent simplicity compared to
in vivo and in situ studies, there has been significant
interest in the in vitro Caco-2 cell model of human
intestinal drug absorption.

When cultured on semipermeable membranes, Caco-2
cells, derived from a human colon adenocarcinoma, dif-
ferentiate into a highly functionalized epithelial barrier
with remarkable morphological and biochemical similarity
to small intestinal columnar epithelium.1-3 Fully dif-
ferentiated cell monolayers can be used to assess the
membrane transport properties of novel compounds.4,5 In
addition, the apparent permeability (Papp) values obtained
from Caco-2 transport studies have been shown to correlate
to human intestinal absorption.6,7 As a consequence, the

Caco-2 cell monolayer model has proven extremely useful
not only as a tool for mechanistic studies of drug absorption
but also as an absorption screening assay for preclinical
drug selection.8-10

Though well-characterized and time-proven, the Caco-2
assay remains a relatively low throughput method, due in
part to the limitations of its 3-week growth period and
regular maintenance feeding requirements. Proprietary
culture conditions that greatly accelerate the Caco-2 mono-
layer differentiation rate, and hence reduce the required
culture time, are commercially available, but at additional
expense.11 To reduce the tissue culture time, cost, and effort
required for permeability testing, we chose to investigate
whether a faster-growing cell line might be suitable for
absorption screening.

MDCK (Madin-Darby canine kidney) cells are a com-
mon model for studying cell growth regulation, metabolism,
and transport mechanisms in distal renal epithelia.12-17

Like Caco-2 cells, MDCK cells have been shown to dif-
ferentiate into columnar epithelium and to form tight
junctions when cultured on semipermeable membranes.18,19

The use of the MDCK cell line as a model cellular barrier
for assessing intestinal epithelial drug transport was
discussed by Cho et al.20,21 Ranaldi et al. published Papp
results from MDCK and Caco-2 testing of antimicrobial
compounds, showing similar Papp values with both cell
lines.22,23 Others have pointed out that MDCK cells are a
good candidate for modeling simple epithelia.24 We chose
to study a large number of compounds in both MDCK and
Caco-2 assays to evaluate the suitability of MDCK cells as
a possible tool for assessing membrane permeability.

Materials and Methods
MaterialssCell culture media and buffer components were

purchased from Gibco BRL (Gaithersburg, MD). Fetal bovine
serum (FBS) was heat-treated at 56 °C for 30 min prior to use.
Caco-2 and MDCK cells were obtained from the ATCC (American
Type Culture Collection, Rockville, MD). Transwell-COL tissue
culture inserts (6.5 mm diameter, 0.4 µm pore size, collagen-coated
PTFE (poly(ethylene terephthalate)) were purchased from Costar
Corporation (Cambridge, MA). An EndOhm volt-ohm meter and
electrode were purchased from World Precision Instruments
(Sarasota, FL). Amoxicillin was from Fluka (Ronkonkoma, NY).
Cephalexin monohydrate and loracarbef-D monohydrate were from
USP (Rockville, MD). Practolol was from Tocris Cookson (St. Louis,
MO). Zidovudine (AZT) was from Aldrich Chemical Company
(Milwaukee, WI). Compound 0311C90, acrivastine, fluparoxan,
lamotrigine, netivudine, ondansetron, sumatriptan succinate, and
trimethoprim were received from Glaxo-Wellcome (Research Tri-
angle Park, NC). Gabapentin was from Parke-Davis (Ann Arbor,
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MI). Olsalazine disodium was a gift from Pharmacia & Upjohn
(Kalamazoo, MI). Sotalol hydrochloride was a gift from Irotec Labs
(Little Island, Cork, Ireland). All other chemicals were from Sigma
Chemical Company (St. Louis, MO).

Cell CulturesCaco-2 cells were maintained in Dulbecco’s
Modified Eagle Medium (DMEM) containing 10% FBS, 1% nones-
sential amino acids, and 2 mM fresh L-glutamine. Cells were
cultured at 37 °C in an atmosphere of 5% CO2 and 95% relative
humidity. Cells were passaged at 80-90% confluence (every 3-4
days) using Trypsin-EDTA solution (Gibco #25300-047). Culture
inserts were preincubated with culture medium (1 h, 37 °C) and
then seeded with 63 000 cells per cm2 (0.33 cm2 per insert). Caco-2
monolayers were fed with fresh medium 24 h after seeding and
then 3 times per week. Caco-2 monolayers were cultured for 21-
25 days before use. Caco-2 cells were used at passage number 31
to 42, after receipt at passage 18 from ATCC.

MDCK cells were maintained in Minimal Essential Medium
(MEM) containing 10% FBS and 2 mM fresh L-glutamine. MDCK
cells were cultured and passaged in the same manner as Caco-2
cells. Culture inserts were preincubated with culture medium (1
h, 37 °C) and then seeded with 664 000 cells per cm2 (0.33 cm2

per insert). MDCK monolayers were washed and fed with fresh
medium 1 h post-seeding and again 24 h post-seeding. MDCK
monolayers were cultured for 3 days before use. MDCK cells were
used at passage number 59 to 80, after receipt at passage 51 from
ATCC.

Transport AssayssMonolayer ScreeningsCell monolayers
were fed with the appropriate culture medium on the day of assay.
Two hours after feeding, monolayers were washed with transport
medium (Hanks’ Balanced Salt Solution (HBSS, Gibco #14025-
092) + 10 mM Hepes, pH 7.4). Monolayers were equilibrated in
transport medium for 30 min at 37 °C, in 95% humidity. The
electrical resistance of each monolayer was measured at 37 °C at
three locations using an STX-2 “chopstick” electrode and volt-ohm
meter. The resistance of bare filter inserts was subtracted from
monolayer resistance values. Monolayer resistance values were
multiplied by the membrane area (0.33 cm2) and averaged to
calculate transepithelial electrical resistance (TEER (Ω‚cm2))
values for each monolayer. TEER values indicate the degree of
monolayer confluence and tight junction development.

MDCK cells consistently showed lower TEER values than
Caco-2 cells. Caco-2 monolayers with TEER values less than
approximately 230 Ω‚cm2 were not used. MDCK monolayers with
TEER values <90 Ω‚cm2 were not used. These cutoff values were
determined to be the lower limit of the usual TEER value observed
for each cell line. Typically, 70-90% of both MDCK and Caco-2
monolayers were acceptable for testing using this pre-screen
procedure.

Transport AssaysTransport assay donor solutions consisted of
100 µM test compound in transport medium containing 100 µM
lucifer yellow and 1% DMSO (pH 7.4). All test compounds were
evaluated for suitable solubility and stability under assay condi-
tions and a detection limit of e1 µM prior to assay. DMSO (1%)
was used to increase the solubility of more hydrophobic compounds
and was previously found to have no effect on Caco-2 paracellular
or transcellular permeability of five test compounds. Ethanol and
methanol were found to be unacceptable cosolvents for Caco-2
transport assays (unpublished results). Lucifer yellow, a fluores-
cent marker for the paracellular pathway, was used as an internal
control in every test to verify tight junction integrity during the
assay.

Transport assays were conducted using 0.3 mL of apical (AP)
donor solution and 1 mL of basolateral (BL) acceptor solution
(transport medium, pH 7.4). All compounds were tested in six
replicate monolayers. Monolayers were incubated with donor and
acceptor solutions for 60 min at 37 °C, 95% humidity, with 30 rpm
reciprocal shaking. BL compartments were sampled at 15, 30, and
60 min. AP compartments were sampled at 60 min. The quality
control compound set (a pool of propranolol, salicylic acid, ceph-
alexin, vinblastine, and lucifer yellow) was assayed as a pool under
the same conditions as the test compounds, using a donor solution
containing 100 µM of each compound in transport medium (pH
7.4). Under these assay conditions, PEPT 1 dipeptide transporter
activity was assumed to be minimal, because this transporter
requires a pH gradient.

Most compounds, including the quality control compound set,
were quantified by HPLC (Hewlett-Packard 1050 system) using
a C18 column (YMC J′Sphere H80), variable wavelength detection

(HP1050-VWD), and an acetonitrile/0.02 M ammonium formate,
pH 3.7, mobile phase. Gabapentin was quantified via derivitization
with dansyl chloride followed by fluorescence detection (Jasco 920
HPLC fluorescence detector; Ex ) 352 nm, Em ) 510 nm) using
a Nucleosil C18 column and an acetonitrile/0.05M Tris HCl, pH
7.5, mobile phase. Mannitol was quantified by ion-exchange
chromatography (Carbo-Pac PA10) with pulsed amperometry
detection (Dionex ED40) using a gold electrode and a mobile phase
of 52 mM NaOH. Sumatriptan was quantified using DC amper-
ometry (Dionex ED40) with a carbon electrode and a Zorbax Elipse
XDB-C8 column with a mobile phase of methanol/0.075 M
phosphate (30:70) at pH 7.0. Lucifer yellow was quantified using
a fluorescence 96-well plate reader (CytoFluor II (Biosearch, a
subsidiary of Millipore)), Ex ) 485 nm, Em ) 530 nm.

CalculationssPapp (apparent permeability) values were calcu-
lated according to the following equation:

where dQ/dt is the permeability rate, C0 is the initial concentration
in the donor compartment, and A is the surface area of the filter.
Permeability rates were calculated by plotting the percent of initial
AP drug mass (peak area) found in the BL compartment versus
time and determining the slope of the line. The Papp values for
most compounds were calculated from 15 min data to ensure that
<10% of initial compound was found in the acceptor compartment.
In some cases, no compound was detected in 15-min samples, so
later timepoints were used. Loracarbef was detected in 30-min
samples from both cell lines. Gabapentin was detected in 60-min
samples from both cell lines. Olsalazine was detected in 30-min
samples from MDCK cells and in 60-min samples from Caco-2
cells. Amoxicillin was detected in 60-min samples from Caco-2
cells.

Lucifer yellow (LY) results were used as an internal control for
each monolayer to verify tight junction integrity during the entire
assay period. Variations in tight junctions can significantly affect
permeability results for compounds using the paracellular trans-
port route. Accordingly, LY Papp values were quantified from 60-
min basolateral samples after background subtraction. The normal
range for LY permeability in Caco-2 monolayers observed in our
study was approximately 1 to 7 nm/sec (1 nm/s ) 1 × 10-7 cm/s).
Results from Caco-2 monolayers with LY Papp > 10 nm/s were not
used in compound Papp calculations. LY permeability in MDCK
monolayers was unknown at the start of this study, though it was
expected to be somewhat higher than in Caco-2 cells because of
the lower resistance values observed for MDCK monolayers.
Initially, results from MDCK monolayers with LY Papp > 30 nm/s
were not used. Later in the study, the MDCK LY cutoff was
adjusted to 15 nm/s.

Spearman’s rank correlation coefficient, a measure of associa-
tion between two separate rankings of n items, was calculated as
follows:

where d equals the difference between the two ranks that each
item received, and n equals the number of items.25 The value rs is
always between -1 and +1. Greater rs values indicate greater
positive association. Lower rs values indicate less association.

Calculated log water:octanol partition coefficient (CLogP) values
were calculated using Pcmodelsx, a hydrophobicity and polariz-
ability prediction from Daylight Chemical Information Systems,
Inc. (Mission Viejo, CA).

Quality ControlsAs a quality control measure to monitor the
consistency of the cells during this experiment, a standard set of
six compounds was tested at the beginning and end of the study
with both cell lines. The standard set was composed of passive
transcellular and paracellular compounds (propranolol HCl and
LY), one dipeptide transporter substrate (cephalexin), and one
p-glycoprotein substrate (vinblastine sulfate). Salicylic acid and
cimetidine were also included, though the transport mechanisms
of these compounds are somewhat more complex. The standard
set was tested as a pool containing 100 µM each of the six
compounds. The Papp of each compound in the pool was previously
determined to be equivalent to the Papp of each compound tested

Papp ) (dQ
dt ) × 1

C0
× 1

A
(1)

rs ) 1 -
6∑d2

n3 - n
(2)
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individually. The LY and TEER values were also monitored to
ensure monolayer consistency during the study.

Results
Compound Test Set AssemblysTo perform this study,

a set of test compounds with known human absorption
values (% absorption) and a broad range of physicochemical
properties was assembled from literature references and
Glaxo Wellcome data (Table 1). 6,7,26-33 Great care was
taken to verify human intestinal absorption values by
identifying primary references wherever possible. Primary
references for most of the compounds tested here have been
cited individually elsewhere.33 Bioavailability data were not
used. It was a challenge to identify compounds with low
to intermediate levels of absorption (10 to 70%) because
most compounds with known human absorption data have
been successful as oral formulations. Compounds were not
otherwise pre-selected in any manner that should bias the
results of this study.

Compounds transported by more complicated transport
mechanisms than passive diffusion were purposely retained
in this set. Both Caco-2 and MDCK cell lines are known to
express p-glycoprotein (Pgp) and dipeptide transporters,
important mechanisms in the intestinal and renal barriers
that retain nutrients while exporting xenobiotics. We were
particularly interested to see how results for these com-
pounds would compare between the two cell lines. Six
compounds tested (amoxicillin, cefatrizine, cephalexin,
gabapentin, lisinopril, and loracarbef) were reported dipep-
tide transport substrates. Three of the compounds tested
(dexamethasone, ranitidine, and sulfasalazine) were re-
ported efflux substrates.

MDCK and Caco-2 MonolayerssThe formation of
confluent MDCK monolayers with functional tight junc-
tions was confirmed by microscopy, TEER values, and LY
permeability results. The use of optically clear semiperme-
able membranes for culture (Costar Transwell-COL) al-
lowed for visual examinations by microscopy. The TEER
values provided a simple quick estimate of tight junction
formation, which was then assessed more thoroughly by
examining LY permeability. Results from a growth study
showed evidence of tight junction maturation as TEER
values increased and LY permeability decreased with time
from zero to 3 days (Table 2). The average MDCK TEER
value during this study was 173 Ω‚cm2 (( 51). The average
MDCK LY Papp value was 6.3 nm/s (( 6.1).

As for MDCK cells, Caco-2 monolayer confluence and
tight junction integrity were assessed by microscopy, TEER
values, and LY permeability values. The average Caco-2
TEER value during this study was 280 Ω‚cm2 (( 50). The
average Caco-2 LY Papp value was 3.1 nm/s (( 2.8).

Monolayer Quality ControlsQuality control results
with the standard set of six compounds indicated that both
Caco-2 and MDCK cell lines produced similar permeability
values at the beginning and end of the study (Table 4). The
differences between the beginning and ending values were
similar to the normal day-to-day variability for perme-
ability values observed with these compounds.

MDCK Papp versus Caco-2 PappsMDCK and Caco-2
permeability results are shown in Table 1. Values are
reported as the average of replicates ( the standard
deviation (SD). Included in the table are the reported
human intestinal absorption values for the same com-
pounds. When MDCK and Caco-2 Papp values were plotted
against each other, a clear relationship was observed
(Figure 1). The calculated r2 value was 0.79, denoting a
high level of correlation. Data for the known dipeptide
transport and p-glycoprotein efflux substrates fit the Caco-
2/MDCK correlation well. Greater deviation from the linear

trend was seen among low Papp compounds. Some departure
from linearity was noted for very high permeability com-
pounds, where Papp values tended to be slightly greater in
MDCK cells than in Caco-2 cells. The significance of this
observation has not been determined.

Papp vs Human Intestinal AbsorptionsWhen MDCK
and Caco-2 Papp values were plotted against percent human
absorption, an approximately sigmoidal relationship was
observed with both cell lines (Figure 2). Well-absorbed
compounds showed generally high Papp values, and poorly

Table 1sPermeability Results with MDCK and Caco-2 Monolayers

Papp (nm/s)c

compound
human
% absa MDCK Caco-2

0311C90 60b 11 ± 4.1 29 ± 6.6
acebutolol HCl 90 17 ± 4.0 38 ± 2.6
acetaminophen 80 350 ± 16 1000 ± 57
acetylsalicylic acid 100 74 ± 20 22 ± 2.0
acrivastine 88 22 ± 7.8 19 ± 9.9
acyclovir 16b 2.1 ± 1.6 not detected
alprenolol HCl 93 1600 ± 84 1700 ± 98
amoxicillin 94 2.4 ± 0.9 0.21 ± 0.1
antipyrine 100 1500 ± 100 1500 ± 120
atenolol 50 18 ± 9.2 33 ± 4.4
AZT (Zidovudine) 100 60 ± 12 280 ± 69
bretylium tosylate 18 14 ±4.4 11 ± 1.4
bupropion HCl 87 1300 ± 74 1500 ± 220
cefatrizine propylene glycol 76 25 ± 13 7.6 ± 1.3
cefuroxime sodium 5 1.6 ± 1.6 3.8 ± 3.2
cephalexin monohydrate 98 4.8 ± 2.4 2.7 ± 0.8
chlorothiazide 13 3.0 ± 0.8 3.2 ± 1.2
corticosterone 100 1400 ± 32 1200 ± 200
dexamethasone 100 200 ± 17 400 ± 38
fluparoxan 100b 2500 ± 180 2000 ± 190
furosemide 61 6.2 ± 4.3 1.4 ± 0.1
gabapentin 50 3.6 ± 1.9 0.10 ± 0.04
guanabenz 75 1900 ± 280 1000 ± 78
hydrochlorothiazide 67 10 ± 2.8 9.2 ± 4.0
hydrocortisone 91 310 ± 14 560 ± 63
ketoprofen 100 200 ± 20 930 ± 100
labetalol HCl 95 250 ± 23 760 ± 240
lamotrigine 70 880 ± 56 1100 ± 350
lisinopril dihydrate 25 1.8 ± 3.7 2.2 ± 4.1
loracarbef-D monohydrate 100 9.1 ± 0.9 2.4 ± 0.8
mannitol 15 not detected 5.7 ± 1.9
methylprednisolone 82 160 ± 90 250 ± 52
metoprolol tartrate 95 1500 ± 97 1400 ± 100
nadolol 34 14 ± 4.3 3.9 ± 3.4
netivudine (882C87) 28b 14 ± 5.7 6.8 ± 1.1
olsalazine disodium 2 0.48 ± 0.24 0.16 ± 0.06
ondansetron 100 1100 ± 20 1100 ± 140
oxyprenolol HCl 90 1300 ± 49 1600 ± 250
penicillin V 45 1.5 ± 0.13 1.7 ± 0.34
phenytoin 90 1200 ± 54 1600 ± 180
pindolol 90 590 ± 26 960 ± 79
practolol 100 13 ± 2.6 61 ± 17
progesterone 91 1600 ± 80 980 ± 60
propranolol HCl 90 1700 ± 65 1100 ± 130
propylthiouracil 75 410 ± 130 960 ± 87
ranitidine HCl 50 not detected not detected
salicylic acid 100 100 ± 37 130 ± 11
sotalol HCl 95 47 ± 8.0 42 ± 13
sulfasalazine 65 4.8 ± 4.1 6.0 ± 11
sumatriptan succinate 75b 19 ± 3.1 not detected
terbutaline hemisulfate 60 10 ± 2.7 4.1 ± 1.6
testosterone 100 1400 ± 110 1000 ± 71
timolol maleate 90 550 ± 34 1000 ± 80
trimethoprim 97 520 ± 89 870 ± 130
warfarin sodium 98 440 ± 39 960 ± 210

a Human % oral absorption values were obtained from published values.
b Human % oral absorption values were obtained from Glaxo-Wellcome. c Papp

values are mean ± standard deviation.
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absorbed compounds showed generally low Papp values.
Some deviation from the sigmoidal trend was apparent
with both cell lines, with somewhat greater deviation seen
for Caco-2 data than for MDCK data. The compounds that
fell out of the correlation were the same for both cell lines.
Permeability values for amoxicillin, cephalexin, and lora-
carbef (three dipeptide transporter substrates) clearly
underestimated their human absorption values of 94, 98,
and 100%, respectively. Ranitidine (a p-glycoprotein efflux

substrate) did not show detectable transport with either
cell line, though it is reported to be 50% absorbed.

Rank OrdersBecause of the steep sigmoidal relation-
ship between Papp values and human intestinal absorption
and because of the variation in fit to the relationship,
absolute absorption values are difficult to estimate from
Papp data. In contrast, an estimate of rank order of
absorption within a set of compounds, as measured by rank
order of permeability, can be directly determined. Spear-
man’s rank correlation coefficient was therefore calculated
for MDCK and Caco-2 data to see how well either cell line
modeled rank order of absorption (Table 3). The highest
rank correlation was for MDCK Papp to Caco-2 Papp (0.93).

Table 2sMDCK Monolayer Development

growth timea TEERb LY Papp
c

2 e1 830 ± 130
24 30 ± 3 150 ± 60
72 100 ± 8 e5

a Hours. b Average TEER (Ω‚cm2) of 4 replicates ± standard deviation.
c Average Papp (nm/sec) of 4 replicates ± standard deviation.

Table 3sSpearman’s Rank Correlation Coefficients (rs)

comparison rs

Caco-2 Papp versus MDCK Papp 0.93
human absorption versus MDCK Papp 0.58
human absorption versus Caco-2 Papp 0.54
MDCK Papp versus cLogP 0.50
human absorption versus cLogP 0.25

Table 4sQuality Control Results for MDCK Validation Studya

cell compound start of studya end of studya

Caco-2 cimetidine 15 ± 3.0 11 ± 2
cephalexin 4.7 ± 1.0 1.9 ± 0.8
salicylic acid 200 ± 7 120 ± 18
propranolol HCl 600 ± 35 700 ± 35
vinblastine SO4 130 ± 10 120 ± 16

MDCK cimetidine 15 ± 4 7.4 ± 3.1
cephalexin 13 ± 9.8 5.9 ± 2.4
salicylic acid 51 ± 5 37 ± 3
propranolol HCl 1000 ± 81 830 ± 29
vinblastine SO4 72 ± 14 57 ± 5

a Average Papp (nm/s) ± standard deviation.

Figure 1sCorrelation of MDCK and Caco-2 apparent permeability (Papp)
values. Papp values plotted at 0.1 are actually e0.1, including zero for
compounds not detected in the basolateral compartment. Key: ([) ) passive
diffusion compounds; (4) active transport compounds; (O) efflux substrates.

Figure 2sCorrelation of apparent permeability (Papp) values and percent (%)
human intestinal absorption. Figure 2A plots the relationship between MDCK
Papp values and % absorption. Figure 2B plots the relationship between Caco-2
Papp values and % absorption. The Papp values plotted at 0.1 are actually
e0.1, including zero for compounds not detected in the basolateral compart-
ment. Key: ([) passive diffusion compounds; (4) active transport compounds;
(O) efflux substrates.
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Rank correlations for MDCK Papp and Caco-2 Papp to human
absorption were similar (0.58 and 0.54, respectively). In
comparison, the rank correlation for cLogP to human
absorption was 0.25. The rank correlation for human
absorption to random number was calculated for perspec-
tive. For eight determinations, the average correlation was
0.0, however the value of one of the eight tests was 0.3.

Discussion
Although the MDCK cells are derived from dog kidney,

whereas Caco-2 cells are derived from human colon, the
two cell lines share many common epithelial cell charac-
teristics.15,17,34 That cells from such diverse origins could
produce comparable transport results might seem surpris-
ing. Nonetheless, as a whole, we observed that permeabil-
ity results from MDCK cells were similar to perme-
ability results from Caco-2 cells. The r2 value (0.79) for
MDCK Papp versus Caco-2 Papp indicates the strength of
that similarity, which is also visually evident in Figure 2.
Because most of the compounds tested were passively
absorbed, the good correlation between Caco-2 and MDCK
Papp values suggests that the rules determining passive
membrane permeability may be universal among cell
types.

MDCK monolayers were seeded at a high density (664 000
cells/cm2) to reduce tissue culture time. Similar high-
density MDCK culture conditions have been reported by
other labs.14,34 MDCK TEER results in our studies (120-
190 Ω‚cm2) were consistent with previously published data
for cells seeded at a lower density and grown for 2-4
days.20,24 Further studies in our lab have shown that the
MDCK seeding density can be reduced by a factor of two
or four without affecting assay performance (unpublished
data). Caco-2 monolayers were seeded at a moderate
density similar to those reported by other labs (63 000 cells/
cm2).30,32 Caco-2 monolayers seeded at high density and
assayed on day 3 showed high LY Papp values, which is
evidence of poor tight junction integrity (unpublished
results).

Permeability data from MDCK and Caco-2 monolayers
correlated best for high Papp compounds. The weaker
correlation observed for low Papp data may be partially due
to greater variability in transport assay results for low
permeability compounds and partially due to the magni-
fication artifact of the log/log plot. We found permeability
values of <10 tended to be poorly reproducible day to day.
We therefore did not consider Papp results between 0.5 and
5.0 to be significantly different. Because of our interest in
applying the permeation assay as a screening tool, that
degree of error was tolerable.

Although most of the compounds tested here were ab-
sorbed by passive diffusion, to the best of our knowledge,
some active transport compounds were included because
oral absorption data was available. Caco-2 and MDCK Papp
data for these active transport and efflux compounds
appeared to correlate well. For the p-glycoprotein efflux
substrates, the apical compound concentration may have
been high enough to saturate the mechanism and negate
any differences between the cells. For dipeptide transport
substrates, both cell lines may have expressed roughly
similar levels of transporters with roughly similar specifici-
ties. Caco-2 and MDCK permeability results for nonpas-
sively absorbed compounds may not always correlate as
well as observed here. This study was not designed to
precisely examine and compare the permeability of active
transport and efflux compounds in Caco-2 and MDCK cells.
Although MDCK and Caco-2 cell lines have some active
transport mechanisms in common, many transporters can
affect drug permeability results.

The correlation between Caco-2 Papp values and human
intestinal absorption that has been well-established by
other laboratories was confirmed in these findings, and a
similar correlation was observed for MDCK Papp values. In
addition, both cell lines showed similar weaknesses with
particular compounds. Thus, MDCK Papp values appear to
function as well as Caco-2 cells when applied as a general
absorption screen.

In conclusion, we have shown that drug permeability
data from MDCK cells is similar to permeability data from
Caco-2 cells, at least for passively absorbed compounds. We
have found the fast-growing MDCK cell line can provide
reliable results after only 3 days of culture, compared with
the 21 days of culture required for Caco-2 testing. We
suggest that it may be practical to use MDCK cells as a
permeability screening tool to increase the throughput of
membrane permeability screening in early drug discovery.
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Abstract 0 Niosomes are vesicles formed by the self-assembly of
nonionic surfactants in aqueous dispersions. They can entrap drugs
and have been used experimentally as sustained drug delivery
systems. Apart from conventional spherical niosomes, various types
of vesicle ultrastructures can be formed by varying the composition
of the vesicle membrane. Hexadecyl diglycerol ether (C16G2),
cholesterol, and poly-24-oxyethylene cholesteryl ether (Solulan C24)
in the ratio 91:0:9 gave polyhedral niosomes, whereas spherical and
tubular niosomes are produced at a composition ratio of 49:49:2. The
mean size of both polyhedral and spherical/tubular niosomes were
within the range of 6 to 9 µm. Both types of vesicle were visualized
by cryo-scanning electron microscopy. The properties of the two forms
of niosomes were studied using luteinizing hormone releasing hormone
(LHRH) as a model peptide. Analysis by high-performance liquid
chromatography demonstrated high entrapment of LHRH acetate in
polyhedral niosomes when prepared by remote loading methods using
pH or (NH4)2SO4 gradients; in contrast, only low entrapment was
achieved by passive loading methods (direct hydration at pH 7.4 or
pH 3.0, dehydration−rehydration, and reversed-phase evaporation).
In vitro studies demonstrated that both polyhedral and spherical/tubular
niosomes were more stable in 5% rat skeletal muscle homogenate
than in rat plasma. Also, polyhedral niosomes released more
radiolabeled LHRH ([125I]LHRH) than spherical/tubular niosomes in
both muscle homogenate and plasma. In clearance experiments in
the rat, following intramuscular injection, both polyhedral and spherical/
tubular niosomes gradually released [125I]LHRH into the blood, but
some radioactivity remained at the injection site for 25 and 49 h,
respectively. In contrast, [125I]LHRH in phosphate buffered saline was
completely cleared from the injection site at 2 h. The release of drug
is sustained by both niosome formulations, but spherical/tubular
niosomes possess more stable membranes than polyhedral niosomes
due to the presence of cholesterol.

Introduction
Niosomes, analogues of liposomes, are nonphospholipid

vesicles formed by the self-assembly of nonionic surfactants
in aqueous dispersion and have been used experimentally
as drug carriers.1,2 Apart from conventional spherical
vesicles, a range of niosome structures can be formed by
varying the membrane composition of the vesicles. The
properties of polyhedral, and spherical/tubular niosomes,
formed by hexadecyl diglycerol ether (C16G2) cholesterol:

poly-24-oxyethylene cholesteryl ether (Solulan C24) with
molar ratios of 91:0:9 and 49:49:2, respectively, have been
compared previously in relation to differences in ultra-
structural morphology and membrane composition.3,4 The
irregular faceted shape of polyhedral niosomes results in
a dispersion with a higher viscosity than that formed by
their spherical/tubular counterparts.3 Although polyhedral
niosomes are less osmotically responsive in terms of size
change in the presence of osmotic gradients, due to their
rigid gel state membrane5 and low curvature, they possess
low cholesterol membranes that are very permeable to
hydrophilic solutes such as carboxyfluorescein (CF).4 How-
ever, we have found that the co-entrapment of sodium
chloride with CF in polyhedral niosomes resulted in a very
low CF release rate, regardless of the osmotic conditions.4
It is believed that the dehydration of the polyoxyethylene
chains of Solulan C24 in the membranes of polyhedral
niosomes is responsible for this property.

In the present investigation we have studied the mor-
phology of polyhedral and spherical/tubular niosomes using
cryo-scanning electron microscopy. Luteinizing hormone
releasing hormone (LHRH) was selected as a model peptide
drug to investigate the possibility of using polyhedral and
spherical/tubular niosomes and polyhedral niosomes pre-
pared in the presence of NaCl as sustained drug delivery
systems. A variety of preparation techniques were studied
in an attempt to obtain a high level of LHRH entrapment
in the vesicles.

Experimental Section

MaterialssHexadecyl diglycerol ether (C16G2) was a gift from
L’Oreal (Paris, France), and poly-24-oxyethylene cholesteryl ether
(Solulan C24) was donated by Ellis and Everald Anstead Inter-
national (Essex, UK). Luteinizing hormone releasing hormone
(LHRH) acetate salt, radiolabeled LHRH ([125I]LHRH), and cho-
lesterol were obtained from Sigma Chemical Company (Poole, UK).
Sodium chloride, diethyl ether, and ammonium sulfate were
supplied by BDH Laboratory Supplies (Poole, UK). Chloroform
(HPLC grade) was purchased from Rathburn Chemicals (Walk-
erburn, UK). The water source was from an ultrahigh quality
reverse osmosis water purifier (Elgastat UHQPS, Elga Ltd., Bucks,
UK).

MethodssPreparation of LHRH Acetate-Loaded Polyhedral
NiosomessSix methods of preparation of LHRH loaded polyhedral
niosomes, formed from C16G2:Solulan C24 (91:9) (60 µmol) and
LHRH acetate (2 mg/mL), were investigated (n ) 3).

Method A was direct hydration (hand-shaking) at pH 7.4. Dried
surfactant film was hydrated with LHRH acetate prepared in pH
7.4 phosphate buffered saline (PBS) by mechanical shaking at 55
°C for 30 min.

Method B was direct hydration at pH 3.0. Dried surfactant film
was hydrated with LHRH acetate prepared in pH 3.0 PBS at 55
°C for 30 min.
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Method C was dehydration-rehydration of vesicles (DRV).
Surfactant film was hydrated with 5 mL of water at 55 °C for 30
min before adding of 1 mL of LHRH acetate in water. The niosome
dispersion was then freeze-dried overnight and rehydrated with
1 mL of pH 7.4 PBS.

Method D was reversed-phase evaporation of vesicles (REV).
Surfactants were dissolved in 10 mL of CHCl3:diethyl ether (1:1).
Then, 1 mL of LHRH acetate in pH 7.4 PBS was injected into the
dispersion, which was then bath sonicated for 2 min. Finally, the
organic solvents were vacuum evaporated.

Method E was remote loading by (NH4)2SO4 gradient. Surfac-
tant film was hydrated with 1 mL of 120 mM (NH4)2SO4 at 55 °C
for 15 min. The dispersion was ultracentrifuged at 4 °C, and the
pellets were redispersed with LHRH acetate in pH 7.4 PBS and
shaken gently at 60 °C for 15 min.

Method F was remote loading by pH gradient. Dried surfactant
film was hydrated with 1 mL of pH 3.0 PBS at 55 °C for 30 min.
The dispersion was ultracentrifuged at 4 °C, and the pellets were
redispersed with LHRH acetate in pH 7.4 PBS and shaken gently
at 60 °C for 15 min.

The dispersions were washed twice with PBS pH 7.4 (or at pH
3.0) by ultracentrifugation at 4 °C. The entrapped LHRH acetate
was analyzed by reversed-phase HPLC (µBondapak C18, 3.9 ×
150 mm; mobile phase: 0.03 M CH3COONH4 :ACN, 70:30, flow
rate, 0.6 mL/min, detection wavelength, 279 nm).

For the in vitro/in vivo evaluation, polyhedral and spherical/
tubular niosomes prepared from C16G2:cholesterol: Solulan C24
(91:0:9) and (49:49:2), respectively, were loaded with [125I]LHRH
(1.67 µCi/mL in pH 7.4 PBS) using the pH gradient method
described in Method F. To study the effect of NaCl, phosphate
buffer at pH 7.4 prepared in 2 M NaCl was used instead of pH 7.4
PBS, except when the washed niosomes were redispersed prior to
injection. Niosomes were sized using a laser diffraction method
(MasterSizer X, Malvern Instruments Ltd., Worcestershire, UK).

Cryo-scanning Electron MicroscopysPolyhedral and spherical/
tubular niosomes, prepared in water, were plunge frozen in liquid
nitrogen slush and transferred to a Philips XL20 scanning electron
microscope (SEM), and the surface moisture was removed by
sublimation (at -40 °C for 10 min). Samples were gold coated at
-180 °C and photographed by SEM.

In Vitro EvaluationsAnimal HusbandrysMale Wistar rats
weighting 200 g (Bantin and Kingman Universal Ltd., Aldbrough,
Hull, UK), were given diet (Rat and Mouse No. 1, SDS Ltd,
Witham, Essex, UK) and drinking water ad libitum. A temperature
of 20-22 °C was maintained with a relative humidity of 45 to 65%
and a 12:12 h light:dark cycle (lights on at 07.00 h). Animals were
acclimatized for at least 5 days before each experiment and were
observed daily for clinical signs of illness.

Preparation of PlasmasRats were killed by the intraperitoneal
(ip) injection of pentobarbitone sodium (Sagatal, Rhône Mérieux
Ltd., Harlow, Essex, UK). Blood was removed from the abdominal
aorta and anticoagulated with lithium heparin, and the plasma
was removed after centrifugation and stored at -30 °C.

Preparation of 5% Muscle HomogenatesRats were sacrificed as
already described. Skeletal muscles were removed from the
posterior and anterior thighs, weighed, and homogenized with 19
parts of PBS, and aliquots were stored at -30 °C.

Evaluation of Niosomes In VitrosA 0.1-mL sample of each
niosome dispersion was mixed with 0.9 mL of rat plasma or 0.9
mL of 5% muscle homogenate in a glass vial, which was then
incubated at 37 °C in a thermostated water bath (Grant Instru-
ments, Cambridge Ltd., Cambridge, UK). Then, 0.1-mL aliquots
were collected at 30 min, and 2, 5, and 9 h and mixed with 1.9 mL
of PBS before being ultracentrifuged. Radioactivity in 1 mL of
supernatant was counted (1275 Minigamma Gamma Counter,
LKB Wallac, Turku, Finland), and the count/min in 2 mL was
calculated as % LHRH released by comparison with the initial
count/min of 0.01 mL of niosome dispersion.

In Vivo EvaluationsMale Wistar rats, 190 to 230 g, were
injected intramuscularly (im; 25 GA 5/8 needle; right posterior
thigh) with 0.1 mL of [125I]LHRH prepared in pH 7.4 PBS, or
spherical/tubular niosomes, polyhedral niosomes, or polyhedral
niosomes prepared with a high concentration of NaCl. At 10 min,
and 2, 7, 25, 32, and 49 h after injection, animals (n ) 2) were
weighed and killed by ip injection of pentobarbitone sodium,
and blood was collected into lithium heparin. The radioactivity
remaining at the injection site was determined by removing the
injected leg and detaching the thigh muscles. The radioactivity in

whole blood (2 mL) and muscle was counted using the gamma
counter. The [125I]LHRH in the total blood volume at each time
point was calculated, based on the formula of total blood volume
being 6 mL/100 g body weight in the mature male rat, and the
count of radioactivity in 0.1 mL of [125I]LHRH solution or niosome
dispersion.

Results
Cryo-scanning Electron MicroscopysCryo-scanning

electron micrographs confirmed that niosomes formed by
varying the amount of C16G2, cholesterol, and Solulan C24
resulted in a variety of vesicle structures (Figure 1).
Polyhedral niosomes were formed in the absence of cho-
lesterol whereas conventional spherical vesicles and also
tubules were produced in the lipid/surfactant mixtures
prepared with an equimolar level of cholesterol, confirming
our previous findings.3,4

Effects of Preparation Methods on Entrapment
EfficacysFigure 2 shows that only a small amount of
LHRH acetate could be entrapped into polyhedral niosomes
using passive loading methods (i.e., direct hydration at pH
7.4 and 3.0, and DRV and REV) in comparison with higher
levels of entrapment obtained by active loading methods
[i.e., (NH4)2SO4 gradient and pH gradient]. Calculated on
the basis of available LHRH (2 mg), the entrapment levels
obtained by passive loading methods were in the range 14-
24%. The (NH4)2SO4 gradient and pH gradient methods led
to entrapments of 44% and 51%, respectively; these figures
correspond to ratios of 12.4 and 14.5 nmol of entrapped
LHRH/µmol of surfactants, respectively.

In Vitro Stability StudysAs shown in Figure 3,
polyhedral vesicles release more LHRH in both plasma and
muscle homogenate than do spherical/tubular systems.
Muscle homogenates are perhaps a better model for im
formulations. Both formulations release less LHRH in
these homogenates than in plasma.

In Vivo Clearance from Intramuscular SitesAll
niosomes used in vivo were unsonicated. The mean sizes
were in the range of 6 to 9 µm, which was deemed most
appropriate for im depot formulation. From Figure 4, it is
seen that 99% of [125I]LHRH in PBS was cleared from the
site of injection in the first 2 h, whereas 14% and 70% of
injected [125I]LHRH prepared in polyhedral and spherical/
tubular niosomes, respectively, was still present at the
injection site. All the [125I]LHRH in polyhedral niosomes
was cleared from the injection site by 25 h, whereas some
(8.5%) of the radioactivity in spherical/tubular niosomes
could still be detected.

Figure 5 shows the level of [125I]LHRH in the blood over
the 49-h period after dosing. Unformulated [125I]LHRH
disappears from the injection site into the blood very
rapidly, with a tmax of 12 min post dosing. Niosome
preparations sustain the release of drug into the blood and
prolong blood levels. Polyhedral niosomes exhibited a tmax
of 2 h. Spherical/tubular niosomes provide a better sus-
tained release system, with a tmax of 7 h post dosing. These
results closely parallel the clearance data.

Co-entrapment of NaCl with [125I]LHRH in polyhedral
niosomes, which reduces the permeability of the bilayers,4
was found not to change either the release pattern of the
drug from the injection site (Figure 4), or the level of [125I]-
LHRH in the blood (Figure 5).

Discussion
We have previously reported the entrapment of hydro-

philic solutes in C16G2 niosomes and described the mor-
phology of these vesicle using fluorescence light microscopy
and confocal laser scanning microscopy.6,7 In this paper,
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the morphology of the vesicles has been examined using
cryo-SEM. Polyhedral niosomes formed from C16G2 and
Solulan C24 without cholesterol are asymmetric in nature,
and different in their morphology from vesicles formed by
these surfactants with 45 mol % cholesterol. The absence
of cholesterol causes the membranes of C16G2 to form
vesicle membranes with a lower curvature and fluidity.4,7

To study the possible use of such systems as sustained-
release vehicles, LHRH acetate was selected as a model
peptide. The binding of peptide to lipids can be enhanced
by modifying the electrical charge or the hydrophobicity
of the peptide.8 However, LHRH is very hydrophilic and
becomes a univalent cation at physiological pH. An increase
in lipid-peptide interaction via electrostatic binding was

Figure 1sCryo-scanning electron micrographs of (A) polyhedral niosomes (f) formed by C16G2:Solulan C24 (91:9), (B) spherical niosomes formed by C16G2:
cholesterol:Solulan C24 (49:49:2), and (C) and (D) tubular structures (f) identified in the spherical niosome preparations of C16G2:cholesterol:Solulan C24
(49:49:2).

Figure 2sPercentage entrapment of LHRH acetate into polyhedral niosomes
by six different preparation methods. Data are expressed as means and SD;
n ) 3, except for direct hydration at pH 3.0 and pH gradient entrapment,
where n ) 2 (DRV ) dehydration−rehydration vesicles; REV ) reversed-
phase evaporation vesicles).

Figure 3sRelease profile of [125I]LHRH from polyhedral niosomes over a 9-h
period in plasma (9) and in 5% muscle homogenate (0), and from spherical/
tubular niosomes in plasma (b) and in 5% muscle homogenate (O). Data
are expressed as means and SD; n ) 2 for each niosome preparation at
each time point.
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described by Schäfer et al.9 by the addition of phosphatidic
acid, an anionic lipid, into the membranes of phosphatidyl
choline vesicles. We obtained a very low entrapment of
LHRH by passive loading methods (Figure 2), with the
highest entrapment being achieved by the remote loading
method (so-called “active” loading), which makes use of
either the difference in pH, or in the amount of (NH4)2-
SO4, between the inside and the outside of the vesicle. It
is also of interest that LHRH (a decapeptide with a MW of
1182 Da) can be introduced through the vesicle membrane
using a pH gradient10 or an (NH4)2SO4 gradient,11 as has
been demonstrated for other small molecules such as
doxorubicin (MW of 543.5 Da). In our studies, the highest
amount of drug to be entrapped using the pH gradient
method was 14.5 nmol of LHRH/ µmol of surfactants. This
level appears low in comparison with values achieved for
other drugs such as doxorubicin.12 However we used a low
concentration of LHRH (1 mM surfactants: 0.028 mM
LHRH) and the amount of LHRH encapsulated was around
50% of the available drug.

The stability of parenteral drug delivery systems can be
evaluated by measuring drug release during incubation in
serum or plasma,13,14 and muscle homogenate.15 Both
polyhedral and spherical vesicles are more stable in a 5%
muscle homogenate than in plasma (Figure 3). Zuidema
et al.16 showed that plasma had a higher potential than
muscle components to induce solute leakage from lipo-
somes. Figure 3 also demonstrates that spherical/tubular
niosomes released less [125I]LHRH than polyhedral nio-

somes and these results compare with our earlier findings
using CF as a marker.4

The mean size of both the polyhedral and the spherical/
tubular niosomes were within the range of 6 to 9 µm.
Zuidema et al. suggested that small liposomes (<200 nm)
can be cleared from the im injection site by the lymphatic
system,16 whereas larger vesicles (4.9 µm) have been found
to have a longer retention time at the site of injection.17 It
was thought that polyhedral niosomes, having a higher
viscosity than spherical/tubular niosomes,3 might remain
at the site of injection for a longer period than spherical
vesicles. However, probably due to differences in membrane
permeability, this effect is masked as spherical/tubular
vesicles were able to more effectively prolong the blood level
of the peptide. These results compare therefore with the
earlier in vitro stability studies.

Earlier we reported that the co-entrapment of NaCl with
drug reduced the membrane permeability of polyhedral
niosomes.4 However, only a slight improvement in the
release profile of LHRH-loaded polyhedral niosomes was
observed in vivo (Figure 4B). Although liposomes may
remain at the site of injection for <1 week,18 their ability
to retain the solute is an important factor in their use as
a sustained-release system. Such an ability is related to
the composition of the membranes, their lamellarity,19 and
the presence of cholesterol in the membranes.14 Polyhedral
niosomes formed without cholesterol, although being in the

Figure 4sThe amount of [125I]LHRH as percent remaining at the injection
site. (A) The [125I]LHRH prepared in PBS at pH 7.4 (X), in polyhedral niosomes
(9), and in spherical/tubular niosomes (b). (B) The [125I]LHRH prepared in
polyhedral niosomes (9), as presented in Figure 4A, and in polyhedral
niosomes with NaCl (0). Data are expressed as means and SD; n ) 2 for
each niosome preparation at each time point.

Figure 5sThe amount of [125I]LHRH as percent detected in blood after
injection. The amount of radioactivity in the total blood volume was estimated
and expressed as a percentage of the dose of radioactivity administered. (A)
The [125I]LHRH prepared in PBS at pH 7.4 (X), in polyhedral niosomes (9),
and in spherical/tubular niosomes (b). (B) The [125I]LHRH prepared in
polyhedral niosomes (9), as presented in Figure 5A, and in polyhedral
niosomes with NaCl (0). Data are expressed as means and SD; n ) 2 for
each niosome preparation at each time point.
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gel phase, are therefore more leaky than their spherical/
tubular counterparts.

LHRH is fairly stable in aqueous solution over a wide
range of pH and temperature.20 The blood levels of [125I]-
LHRH detected in this study were low, indicating that the
peptide rapidly becomes accessible to protease enzymes on
its release from the niosomes.

Conclusions
Niosomes can be used as sustained drug delivery systems

that remain at the injection site over a period of around
48 h and slowly release drug into the blood. The shape of
the vesicle, which gives a high viscosity to concentrated
polyhedral niosome suspensions, is not as important as
membrane permeability. Spherical/tubular niosomes that
possess more stable membranes than polyhedral niosomes
are more effective intramuscular depots.
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Abstract 0 The interaction of cyclosporin A (CsA) with dimethyl-R-
and -â-cyclodextrins (DM-R-CyD and DM-â-CyD) was investigated
by the solubility method, electrospray ionization mass spectrometry
(ESI-MS) and 1H-nuclear magnetic resonance spectroscopy (1H NMR).
The extremely low solubility (1.9 × 10-5 M at 25 °C) of CsA in water
was significantly improved by the complexation with DM-CyDs: for
example, the solubility increased 87-fold in the presence of 5.0 ×
10-2 M DM-â-CyD. The phase solubility diagram of CsA/DM-CyD
systems showed an Ap type and the stability constants (1060 M-1

and 1050 M-1, respectively) of the 1:1 CsA/DM-R-CyD and CsA/DM-
â-CyD complexes were much higher than those of the 1:2 complexes
(15 M-1 and 21 M-1, respectively). In ESI-MS spectra of the CsA/
DM-â-CyD system, a new signal emerged at 1268 which corresponds
to the 1:1 adduct of the di-ionized guest molecule with the host
molecule. This signal intensity was significantly decreased by the
addition of chlorpromazine (CPZ) which has a large stability constant
(8800 M-1) of the DM-â-CyD complex, whereas the signal corre-
sponding to the CPZ/DM-â-CyD complex was little affected by the
addition of CsA, indicating a competitive inclusion of CPZ and CsA
within the host cavity. CsA gave many new peaks in the 1H NMR
spectrum when the solvent was changed from chloroform to methanol/
water, suggesting conformational diversity of CsA in polar solvents.
Inspection of 1H-chemical shift changes and the two-dimensional
rotating frame nuclear Overhauser effect (ROESY) spectra of the CsA/
DM-CyD system suggested that the side chains of amino acids in
CsA molecule take part in the inclusion within DM-CyDs, although
there is seemingly no preference of particular amino acid residues.
All the data obtained here suggested that CsA forms inclusion
complexes with DM-R- and -â-CyDs in an aqueous medium and side
chains of CsA are mainly involved in the inclusion.

Introduction
Cyclodextrins (CyDs) are known to form inclusion com-

plexes with various drug molecules in both solution and
solid state, and their host/guest interaction has been
investigated by using a number of chemical and physical
techniques such as spectroscopies, potentiometric titration,
kinetics, and the solubility method, etc.1,2 For example,
changes in ultraviolet (UV) and fluorescence spectra of a
guest molecule due to the complexation are quantitatively
analyzed to obtain the stability constant and stoichiometry
of the complex and to gain insight into the inclusion
structure in aqueous solution.3 These physicochemical
techniques are applicable on the interaction studies without
difficulty when the guest or host is soluble in water and
has some chromophores higher than about 210 nm. How-

ever, such application is limited when the guest is less
soluble or insoluble in water and simultaneously has no
chromophores in a molecule, because of difficulty in the
preparation of the guest or host solution at suitable
concentrations for UV or fluorescence measurements. Cy-
closporin A (CsA) employed in this study falls under the
category of drugs described above, i.e., the solubility in
water being very low (1.9 × 10-5 M at 25 °C) and having
no strong chromophore above 210 nm (Figure 1). Recently,
mass spectrometry with the use of soft ionization tech-
niques such as electrospray, ionspray, and fast atom
bombardment has allowed the study of supramolecular
complexes involving CyDs and crown ether,4 etc., to go
forward and has demonstrated capabilities for detecting
intact noncovalent bound complexes including peptide/CyD
complexes.5-7 Furthermore, it is possible to use organic
solvents such as methanol, acetonitrile, or glycerol as a
matrix for solubilization of highly hydrophobic guest
molecules.

CsA is an immunosuppressive drug and used in the
treatment of autoimmune diseases and prevention of
allograft rejection after organ transplantation. However,
as has been pointed out, it is a drug exhibiting low oral
bioavailability and quite large variability in absorption.8,9

In a previous paper,10 we reported that the low oral
absorption and large variability of CsA is significantly
improved by complexation with CyDs, particularly di-
methyl-R- and -â-cyclodextrins (DM-R-CyD and DM-â-CyD,
respectively) in rat model. In this continuing study, we
investigated the complexation of CsA with DM-R-CyD and
DM-â-CyD in water by means of the solubility method and
electrospray mass spectrometry, both being useful for the
interaction study of guests having low aqueous solubility.
Furthermore, 1H-nuclear magnetic resonance (NMR) spec-
troscopic studies of the CsA/CyD system were carried out
in order to gain insight into the inclusion mode of CsA,
using a mixed solvent of water/methanol.

Experimental Section
MaterialssCsA was donated by Research Center of Shiseido

Ltd. (Yokohama, Japan). DM-R-CyD and DM-â-CyD were supplied
from Japan Maize Co. (Tokyo, Japan) and contained hexakis(2,6-
di-O-methyl)- and heptakis(2,6-di-O-methyl)cyclodextrins (degrees
of substitution of methyl group (DS) ) 12 and 14, respectively) as
a major component and the over-methylated homologue, 2,6-per-
O-methyl-3A-O-methyl-R- and -â-CyDs (DS ) 13 and 15, respec-
tively) as a minor component.11 Because the separation of the
minor component by recrystallization and column chromatography
was significantly difficult, the DM-CyDs were used after recrys-
tallization from methanol/water. The composition of the pure
dimethyl derivative and the over-methylated homologue was
determined to be 3:1 by fast atom bombardment mass spectrom-
etry. All other chemicals and solvents were of analytical reagent
grade, and deionized double-distilled water was used throughout
the study.
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Solubility MeasurementssThe solubility method was carried
out according to the method of Higuchi and Connors.12 The screw-
capped vials containing CsA (5.0 mg) in excess amount in aqueous
CyD solutions (5.0 mL) at various concentrations (1.0-5.0 × 10-2

M) were shaken at 25 °C. After equilibrium was attained (about
4 days), the solution was centrifuged at 800g force for 5 min, and
the supernatant was filtered through a membrane filter (cellulose
acetate membrane filter, ADVANTEC DISMIC 3CP045 (TOYO-
Roshi), Tokyo, Japan) and analyzed for CsA by high-performance
liquid chromatography (HPLC) under the following condition: a
Hitachi L-6000 pump and an L-4000 UV detector (Tokyo, Japan)
at 214 nm; a YMC ODS AM-312 column (6.0 mm × 150 mm i.d.,
Kyoto, Japan); a mobile phase of acetonitrile/methanol/water (60:
30:10 v/v); a flow rate of 1.0 mL/min and a column temperature of
50 °C.

Mass SpectrometriessElectrospray ionization mass spec-
trometry (ESI-MS) was carried out on a Hitachi M-1200H LC/MS
system (Tokyo, Japan) equipped with an electrospray ionization
source. Ionization was achieved by applying 3.0 kV to the spray
needle. The orifice potential was maintained at 70 V, and the
spectra were recorded over a mass range of 300-2000 units in
the positive-ion detection mode. Mass scale calibration was
conducted using poly(ethylene glycol) 400, 600, and 1000, and
agreement between observed and calculated m/z values was within
0.4. CsA or chlorpromazine (CPZ) was dissolved in water/methanol/

acetic acid (47:47:6 v/v, pH ≈ 3) in the absence or presence of DM-
CyDs. The final concentrations of CsA, CPZ, and DM-CyDs were
1.0 × 10-3 M, 1.0 × 10-3 M, and 2.0 × 10-3 M, respectively. An
aliquot (2.0 µL) of the solution was injected into a flow (0.1 mL/
min) of water/methanol/acetic acid (47:47:6 v/v) and transferred
to the electrospray source.

1H NMR Spectroscopiess1H NMR spectra were obtained
with a JEOL JNM-R 500 instrument (Tokyo, Japan) with a 5 mm
inverse broad band probe, operating at 500 MHz and a sweep
width of 10000 Hz, at 25 °C. Chemical shifts are given as parts

Figure 1sStructure of CsA.

Figure 2sPhase solubility diagrams of CsA/DM-CyD systems in water at 25
°C. (O) DM-R-CyD, (b) DM-â-CyD.

Figure 3sESI mass spectra of CsA (1 mM) in positive ion mode in the
absence and presence of DM-â-CyD (2 mM) in water/methanol/acetic acid
(47/47/6 v/v).
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per million (ppm) downfield from that of tetramethylsilane, with
an accuracy of 0.005 ppm. Phase-sensitive ROESY spectra were
measured under the following conditions: sweep width, 5000 Hz;
carrier frequency, 2.95 ppm; spin-lock field, 4 kHz; mixing time,
200 ms; 32 scans for each t1 point with a pulse delay of 1.5 s; data
matrix, 2 × 256 × 1K. CsA and DM-CyDs were dissolved at
concentrations of 4.0 × 10-3 M and 3.0 × 10-2 M, respectively, in
50% v/v deuterated methanol (CD3OD)/deuterium oxide (D2O).

Results and Discussion

The solubility method is useful for investigating inclusion
complexation of poorly water-soluble drugs with CyDs in
water, because it gives not only the solubilizing ability of
host molecules but also the stability constant of complexes
by analyzing the solubility curve.2 Figure 2 shows the phase
solubility diagrams of CsA for the DM-R-CyD and DM-â-
CyD complexes in water. The extremely low solubility (1.9
× 10-5 M at 25 °C) of CsA was markedly increased by the
complexation with DM-CyDs: i.e., the solubility of CsA
increased 87-fold in the presence of 5.0 × 10-2 M DM-â-
CyD. The phase solubility diagrams showed an Ap type,
as defined by Higuchi and Connors,12 indicating the forma-

tion of high order complexes. Therefore, these upward
curvatures were analyzed, by the method of Kristiansen
and Higuchi using the iteration method,13 to obtain the
stability constants (K1:1 and K1:2) of 1:1 and 1:2 (guest:host)
complexes. The K1:1 and K1:2 were determined to be 1060
M-1 and 15 M-1 for the DM-R-CyD complexes and 1050
M-1 and 21 M-1 for the DM-â-CyD complexes, respectively.
The K1:1 values were much higher than the K1:2 values,
suggesting that CsA forms predominantly the 1:1 complex
with DM-CyDs in water.

As described in the Introduction section, the extremely
low solubility of CsA together with the absence of chro-
mophores above 210 nm in the molecule make it difficult
to utilize UV, circular dichroism and fluorescence spectro-
scopic techniques for the investigation of CyD interaction
with CsA in water. On the other hand, mass spectrometry
has proved to be useful as one of the promising tools for
detecting CyD complexes with peptides such as bradykinin
(consisting of 9 amino acids),5 synthetic Alzheimer amyloid
(consisting of 40 amino acids),6 and insulin (consisting of
51 amino acids),7 etc. Therefore, the complexation of CsA
(consisting of 11 amino acids) with DM-â-CyD was inves-
tigated by ESI-MS, using a water/organic solvent. Figure

Figure 4sEffect of CPZ (1 mM) on ESI mass spectra of CsA (1 mM) in positive ion mode in the absence and presence of DM-â-CyD (2 mM) in water/methanol/
acetic acid (47/47/6 v/v).
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3 shows ESI mass spectra of CsA alone, DM-â-CyD alone
and the CsA/DM-â-CyD mixture in a molar ratio of 1:2
which were dissolved in water/methanol/acetic acid (47:47:6
v/v). CsA gave two signals at 1203 and 602 corresponding
to [M + H]+ and [M + 2H]2+ ions and DM-â-CyD gave two
signals at 1332 and 1346 corresponding to [CyD + H]+ and
[CyD + CH2 + H]+ of the pure DM-â-CyD and the over-
methylated derivative, respectively, in a peak ratio of about
3:1. By the addition of DM-â-CyD (Figure 3), a new signal
was observed at 1268 which corresponds to the 1:1 adduct
of di-ionized CsA with DM-â-CyD, [M + CyD + 2H]2+,
whereas no signal corresponding to the adducts was
observed by the addition of glucose and maltose. The peak
of the 1:1 adduct of CsA with the over-methylated homo-
logue was also observed at 1275, although its intensity was
significantly weak and fell within a noise range. These
results suggest that CsA interacts with DM-â-CyD, pre-
sumably involving hydrophobic groups of CsA amino acids
in the interaction.

The inclusion of a guest molecule within the CyD cavity
is inhibited by the addition of a second guest molecule, the
extent of the inhibition being dependent on the stability
constant of each complex. This competition is a character-
istic feature of host/guest inclusion complexations involving
CyDs and crown ethers, etc. Therefore, the competitive

inclusion studies were conducted by ESI-MS in order to
confirm the complexation of CsA with DM-â-CyD. CPZ was
chosen as a competitive guest molecule because of the
larger stability constant (8800 M-1) of its DM-â-CyD
complex,14 compared with that (1050 M-1) of the 1:1 CsA/
DM-â-CyD complex. The relative magnitude of the con-
stants was assumed not to change in the mixed solvent.15

Figure 4 shows the effect of CPZ on the ESI mass spectra
of CsA/DM-â-CyD complex. The CPZ alone gave a peak at
319 due to [M + H]+, and the mass spectrum of the CsA/
CPZ system was simply the superposition of each compo-
nent, indicating no interaction between CsA and CPZ. The
CPZ/DM-â-CyD system gave two new peaks at 1651 and
1665 corresponding to the 1:1 adducts of CPZ/DM-â-CyD,
[CPZ + CyD + H]+, and CPZ/the over-methylated homo-
logue, [CPZ + CyD + CH2 + H]+, respectively, in a peak
ratio of about 3:1. In the case of the ternary CsA/CPZ/DM-
â-CyD system, the peak intensity of 1268 corresponding
to the CsA/DM-â-CyD markedly decreased, whereas the
intensity of the 1651 and 1665 peaks corresponding to CPZ/
DM-â-CyD complex was almost constant. For example, the
peak ratio of the CsA complex to the free drug (Icomplex/Idrug)
decreased from 0.064 (binary CsA/DM-â-CyD system) to
0.027 (ternary CsA/CPZ/DM-â-CyD system), whereas that
of the CPZ complex was almost constant (0.039 and 0.040
for the binary and ternary systems, respectively). These
results apparently indicate that CsA forms the complex
with DM-â-CyD and the equilibrium is competitively
inhibited by the addition of CPZ.

To gain insight into the inclusion mode of CsA with DM-
CyDs, 1H NMR spectroscopic studies were carried out.

Figure 5s1H NMR spectra of CsA (4 mM) in CDCl3/CD3OD/D2O solutions.

Figure 6s1H NMR chemical shift displacements (∆δ) of CsA (4 mM) as a
function of DM-R-CyD concentrations in 50% v/v CD3OD/D2O. ∆δ )
δin the presence of CyD − δin the absence of CyD.
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Figure 5 shows 1H NMR spectra of CsA in chloroform, 50%
v/v methanol/chloroform, methanol, 75% v/v methanol/
water, and 50% v/v methanol/water. It was difficult to
obtain high-resolution spectra of CsA below 50% methanol
concentration, because of precipitation of the substrate. The
1H NMR signals of CsA in chloroform were successfully
assigned according to the report of Kessler et al.16 However,
many new peaks appeared with severe splitting in methanol/
chloroform solution, and this tendency became significant
when polarity of solvents increased. For example, by
changing the solvent from chloroform to 50% v/v methanol/
water, the quintet (4.52 ppm) of the R proton of Ala7 (7R-
H, Figure 1) changed to the multiplet (4.41 ppm), and the
double-doublet (5.70 ppm) of the R proton of MeLeu9 (9R-
H) changed to at least two double-doublets (5.60 and 5.52
ppm). Furthermore, the peak area of 5.60 ppm increased
compared with that of 5.52 ppm. These results were in
agreement of those reported by Kessler et al.,16 Ko et al.17

and Hasumi et al.,18 suggesting that several conformational
isomers of CsA may exist in polar solvents and they
exchange slowly on the NMR time scale, whereas in
chloroform CsA exists in one conformation. Because of the
conformational diversity of CsA in polar solvents, it was
difficult to assign unambiguously all 1H-signals of CsA
protons, but some of them in 50% v/v methanol/water
solution could be assigned as follows: [1R-H (5.30 ppm),
1â-H (4.02 ppm), 1γ-H (2.33 ppm), and 1δ-CH3 (0.76 ppm)
for MeBmt], [4R-H (5.18 ppm), 4â-H (1.64 ppm), and 4N-
CH3 (3.08 ppm) for MeLeu4], [5γ-H (1.01 and 0.81 ppm)
for Val5], [6N-CH3 (3.15 ppm) for MeLeu6], [7R-H (4.41
ppm) and 7â-H (1.30 ppm) for Ala7], [8R-H (4.83 ppm) and
8â-H (1.28 ppm) for D-Ala8], [9R-H (5.60 ppm) and 9N-CH3
(3.13 ppm) for MeLeu9], [10N-CH3 (2.71 ppm) for MeLeu10]

and [11â-H (2.11 ppm), 11γ-H (1.24 ppm) and 11N-CH3
(2.76 ppm) for MeVal11].

Figures 6 and 7 show the effect of DM-R-CyD and DM-
â-CyD, respectively, on the chemical shift of the assigned
protons of CsA in 50% v/v methanol/water solution. The
chemical shift of CsA protons shifted downfield by the
addition of DM-R-CyD and magnitude of the change
decreased generally in the order of (MeBmt ≈ MeLeu9 ≈
MeLeu10 ≈ MeLeu4) > (MeLeu6 ≈ Val5) > (MeVal11 ≈
Ala7 ≈ Ala8). These results suggest that DM-R-CyD
includes preferably the hydrophobic side chains of amino
acids such as the butenylthreonine and leucine, although
there is seemingly no preference of the inclusion between
MeBmt and four leucine residues in CsA molecule. On the
other hand, DM-â-CyD system showed the upfield shift of
CsA protons at lower concentrations of the host, while the
shift was directed gradually toward downfield at higher
concentrations, suggesting high order complexation. Simi-
lar biphasic change of 1H NMR chemical shift was observed
for the interaction of an antiulcer chalcone derivative with
â-CyD.19 The DM-â-CyD-induced shifts were uniform for
all protons of CsA, indicating that the host having the
larger cavity includes loosely a side chain of CsA without

Figure 7s1H NMR chemical shift displacements (∆δ) of CsA (4 mM) as a
function of DM-â-CyD concentrations in 50% v/v CD3OD/D2O. ∆δ ) δin the

presence of CyD − δin the absence of CyD.

Figure 8sChanges of R proton peaks of MeLeu9 by the addition of DM-
CyDs (40 mM) in 50% v/v CD3OD/D2O.
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a preferential inclusion of one particular amino acid. Figure
8 shows the changes of the R proton peaks of MeLeu9 (9R-
H) due to the addition of DM-CyDs. As described above,
the double-doublet (5.70 ppm) of 9R-H proton changed to
at least two double-doublets (5.60 and 5.52 ppm), and the
ratio of peak areas (A5.52/A5.60) at 5.60 and 5.52 ppm
increased from 0 to 0.20, 0.69, 0.93, 0.95, and 1.00 by
changing the solvent from chloroform to 50% v/v chloroform/
methanol, methanol, and 75%, 60% and 50% v/v methanol/
water solutions, respectively. The ratio of the peak area in
50% v/v methanol/water solution was insignificantly al-
tered by the addition of DM-CyDs (0.91 and 1.06 in the
presence of 4.0 × 10-2 M DM-R-CyD and 4.0 × 10-2 M
DM-â-CyD, respectively). These results suggest that DM-
CyDs do not interact so strongly with CsA as to alter the
backbone structure of the guest, while they interact rather
weakly with the side chains of CsA. The partial inclusion
mode was further confirmed by ROESY spectra,20,21 as
described below. Figure 9 shows ROESY spectra of CsA in
the absence and presence of DM-CyDs in 50% v/v methanol/
water solution. DM-CyDs gave one 1H-signal at 5.1 ppm
and other signals between 3-4 ppm, and all signals were
assigned according to the report of Chujo et al.22 The
signals of CsA can be generally classified to three groups,

i.e., 4-6 ppm for R protons of amino acids, 2.5-3.5 ppm
for N-methyl protons, and 0-2.4 ppm for protons of alkyl
side chains. By the addition of DM-CyDs, new ROESY
cross-peaks emerged between CyD protons and CsA alkyl
side chain protons, whereas no cross-peaks were observed
for N-methyl protons and R protons of CsA amino acids.
These cross-peaks between DM-CyDs and the alkyl side
chains were not observed in the absence of DM-CyDs.
Furthermore, not only the inside protons of CyD (H3 and
H5) but also the outside protons (H2 and H4) were involved
in the cross-peaks. These results suggest that a hydropho-
bic side chain of CsA is included within the DM-CyD cavity,
and other side chains interact with or fold on the outside
of CyDs.

In conclusion, the data obtained from the solubility
method and mass and NMR spectroscopic studies indicate
that CsA interacts with DM-CyDs in aqueous solution, and
the side chains of CsA may be involved in the inclusion.
Furthermore, there is seemingly no preference of the
inclusion of a particular side chain of CsA amino acid, but
several complexes with different inclusion structures may
exist simultaneously in solution, i.e., the so-called multi-
modal inclusion occurs in the interaction of CsA with DM-
CyDs.
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Abstract 0 Prednisolone (5 mg/kg intravenous) was administered to
adrenalectomized male and female Sprague-Dawley rats (250−350
g) to assess the effects of gender on disposition and pharmacoim-
munodynamics. Plasma concentrations of prednisolone were deter-
mined by high-performance liquid chromatography. Incorporation of
[3H]thymidine (3H-TDR) was used to determine whole blood T-cell
(WBTC) trafficking and deactivation following stimulation with Con-
canavalin-A. Whole blood T-cell trafficking was determined indirectly
by using the glucocorticoid receptor antagonist RU-40555 (250 ng/
mL) added to ex vivo cultures of whole blood from animals dosed
with prednisolone. Mean (± SD) prednisolone clearance values were
3.22 ± 0.88 and 3.46 ± 0.96 L/h/kg in males and females, respectively.
After administration of prednisolone, relative T-cell counts decreased
slowly with time to reach a nadir at 3−5 h and returned to baseline
levels by 8 h. Fitting data using an indirect response model yielded
mean prednisolone 50% inhibitory concentration for inhibition of WBTC
trafficking (IC50T) that was lower in males compared with females (0.14
± 0.16 versus 1.03 ± 0.06 ng/mL; p < 0.05). In the absence of RU-
40555, an immediate and complete inhibition of 3H-TDR incorporation
into WBTC was observed (deactivation) and baseline levels were
recovered slowly as prednisolone was cleared from blood. The mean
50% inhibitory concentration for inhibition of WBTC deactivation (IC50D)
based on an inhibitory Imax model was similar in males and females
(0.20 ± 0.24 versus 0.18 ± 0.12 ng/mL). Although male and female
rats have similar exposure to prednisolone after 5-mg/kg doses, males
are more sensitive to the inhibition of WBTC trafficking, whereas no
gender effects on deactivation of WBTC exist.

Introduction
Glucocorticoids have a major role in the treatment of

allograft rejection and several allergic, autoimmune, and
malignant diseases in humans.1 They profoundly suppress
various nonspecific inflammatory responses and specific
immunologic processes.2 The mechanism by which they
exert these actions is yet to be fully understood. However,
lymphocytes mediate several glucocorticoid responses. The
importance of trafficking of circulating lymphocytes and
monocytes in mediating corticosteroid action has been
documented.3 In addition, corticosteroids profoundly inhibit
T-cell activation (clonal expansion of antigen specific T-
cells), cellular events that occur during an encounter with
peptide antigens. Some of the current knowledge of cellular
events in T-cell activation is based on in vitro experiments
in which T-cells can be stimulated in a controlled manner
with lectins, such as concanavalin-A (Con-A), and their
proliferation can be measured by the incorporation of [3H]-
thymidine (3H-TDR).4

Considering heart transplant recipients treated with
prednisone and cyclosporine, female recipients have more
rejection episodes at 3 and 12 months than do males. Also,
early withdrawal of maintenance steroids is less often
achievable in women as compared with men (17 versus
65%).5 These differences may be explained by genetic
differences between genders and/or by the interactions of
sex hormones with glucocorticoids in the regulation of the
immune system. Indeed, estrogens stimulate the produc-
tion of corticosteroid binding globulin (CBG) in rats.6 This
stimulation may alter the kinetics of prednisolone.7 The
influence of female sex hormones on glucocorticoid receptor
binding parameters has also been observed in some re-
sponsive organs.8,9 Lew et al.10 found a correlation between
the logarithm of plasma estradiol-17â and sensitivity of
women to methylprednisolone inhibition of basophil traf-
ficking. Moreover, estradiol inhibits rat thymocyte prolif-
eration, T-cell suppressor activity, and mixed lymphocyte
reactions.11-13

Improved use of glucocorticoids as antiinflammatory or
immunosuppressive agents may be achieved by an under-
standing of the influence of covariates, such as gender, in
their pharmacokinetics (PK) and pharmacodynamics (PD).
The objectives of this work were to assess the influence of
gender on prednisolone pharmacokinetics in conjunction
with gender influences on prednisolone effects on whole
blood T-cell (WBTC) trafficking and deactivation in rats.

Experimental Section

AnimalssAdrenalectomized Sprague-Dawley male and female
rats weighing 250-350 g were purchased from Harlan Sprague-
Dawley Inc. (Indianapolis, IN) and housed in a 12 h light/12 h
dark cycle and constant temperature environment (22 °C). The
rats had free access to rat chow (Agway RMH 1000) and normal
saline (NaCl, 0.9%) prior to the experiments. A total of 8 rats (4
males and 4 females) were used in the study, which adhered to
the principles of Laboratory Animal Care (NIH publication # 85-
23, revised 1985). Female rats were taken at proestrus (phase of
the ovarian cycle exhibiting high levels of sex hormones). The rat
estrus cycle lasts 4-5 days and is identifiable by changes in the
vaginal cytology. Each phase exhibits different levels of sex
hormones.14

A silastic cannula was surgically implanted in the right jugular
vein for drug administration and blood sampling 7 days prior to
study day. The surgery was done aseptically under ketamine/
xylazine anesthesia (50/10 mg/kg). Cannulas were flushed daily
and kept patent with 200 U/mL of heparin.

MaterialssPrednisolone hemisuccinate and betamethasone
were purchased from Sigma (St. Louis, MO). A working solution
of prednisolone hemisuccinate at 13.4 mg/mL (equivalent of 10
mg/mL prednisolone) was made in sterile saline to administer a
total volume of 500 µL/kg to the animals. RU-40555 was obtained
as a gift from Roussel Uclaf (Romainville, France). Tritiated
thymidine (3H-TDR; 6.7 Ci/mmol) was purchased from Amersham* Corresponding author. E-mail: WJJusko@acsu.Buffalo.edu.
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(Arlington Heights, IL). Concanavalin-A (Con-A) was obtained
from ICN Biomedicals (Cleveland, OH).

Experimental DesignsFor assessment of incorporation of 3H-
TDR into WBTC (relative cell counts) as a function of time at
baseline, 0.3 mL of blood were drawn with a heparinized syringe
at 0, 3, 6, 9, and 12 h. Each blood sample was replaced with 0.3
mL of sterile normal saline. Because each phase of a 4-day estrus
cycle lasts only 24 h, prednisolone was administered 4 days after
baseline measurements. This delay allowed measurement of T-cell
counts during baseline and prednisolone phases at the same stage
of the estrus cycle of female rats. Prednisolone hemisuccinate
(equivalent of 5 mg/kg of prednisolone) was administered as an
intravenous (iv) bolus through the cannula, and then blood was
sampled frequently over 12 h. After prednisolone administration,
0.4 mL of blood was withdrawn at 0.16, 0.33, 0.5, 0.75, 1, 2, 3,
and 4 h and 0.2 mL at 0, 5, 6, 8, 9, and 12 h. Each blood sample
was replaced with an equivalent volume of sterile normal saline.
One hundred microliters of heparinized blood were used for ex
vivo whole blood cultures. The remaining blood was centrifuged
for 10 min at 5000 x g. The plasma was then aliquoted into
Eppendorf tubes and stored at -20 °C for assay of prednisolone
concentrations.

Assay MethodologysWhole Blood CulturessThe method of
Fasanmade and Jusko15 was used. Blood diluted 15-fold (145 µL)
was dispensed into each well of 96-well flat-bottomed polystyrene
multiple-well plate. Con-A (20 µL) was added to culture medium
to give a final concentration of 10 ng/mL. Supplemented RPMI
1640 was added to give a total volume of 200 µL per well. Cells
were incubated at 37 °C under a humidified atmosphere of 7%
CO2 for 96 h before adding 3H-TDR (1 µCi per well). Cells were
harvested with an automatic harvester (Skatron Instruments,
Sterling, VA) at 20 h after the addition of 3H-TDR. Cellularly
incorporated radioactivity was assessed using a Packard Topcount
microplate scintillation counter (Downers Grove, IL).

In Vitro Interaction of RU-40555 with Prednisolone in
WBTC DeactivationsTo determine the competitive inhibition
of glucocorticoid receptors in vitro, whole blood from male rats was
spiked with prednisolone to obtain final concentrations of 200,
1000, 2000, and 5000 ng/mL and incubated for 2 h at 37 °C prior
to adding RU-40555 (250 ng/mL). The optimum concentration of
RU-40555 was determined by Fasanmade and Jusko.16 Whole
blood was then diluted and stimulated with Con-A and cultured
for an additional 96 h as described in the previous section. RU-
40555 produces a complete inhibition of glucocorticoid receptor
when the molar ratio RU-40555/glucocorticoids is 10 or greater.
There is no difference between genders regarding the molar ratio
for optimum inhibition (Dr. Gaillard-Kelly, personal communica-
tion, Roussel Uclaf).

High-Performance Liquid Chromatography (HPLC)s
Prednisone was measured by the HPLC method of Rose and
Jusko17 as adapted for rats18,19 using betamethasone as internal
standard. The lower and upper limits of quantitation were 10 and
1500 ng/mL. The interday coefficient of variation (CV) for pred-
nisolone was 7.03% at 25 ng/mL, 2.70% at 150 ng/mL, and 2.76%
at 600 ng/mL.

Data AnalysissPharmacokineticssPrednisolone plasma con-
centrations (Cp) versus time (t) were described by:

The intercept coefficients (A and B) and slopes (R and â) were
estimated by least-squares fitting using the ADAPT II.4 program
(Biomedical Simulation Resource, Los Angeles, CA). The area
under the prednisolone concentration-time curve (AUC ) A/R +
B/â) and the area under the first-moment curve (AUMC ) A/R2 +
B/â2) were then calculated. The mean residence time (MRT) was
determined as the ratio of AUMC/AUC. Clearance (CL) was
obtained as dose/AUC. The volume of distribution at steady-state
was determined as CL‚MRT.

PharmacodynamicssThe model describing the time course of
lymphocyte and ex vivo mitogen activation is depicted in Figure
1.

Lymphocyte TraffickingsIncorporation of 3H-TDR into WBTC
was used as an indirect measurement of WBTC counts. Because
prednisolone inhibits lymphocyte trafficking, the incorporation of
3H-TDR into WBTC varied with time following the pattern of a
typical indirect response. Because blood samples from animals
dosed with prednisolone contained the drug, complete deactivation

of lymphocytes was observed after stimulation with Con-A causing
inhibition of 3H-TDR incorporation into WBTC. Thus, to assess
the relative number of T-cells in 100 µL of diluted whole blood at
each time point, samples of diluted blood from dosed animals were
incubated with the glucocorticoid receptor antagonist RU-40555
(250 ng/mL). Complete blockade of prednisolone action then
allowed the incorporation of 3H-TDR into lymphocytes present in
whole blood samples.

Blood lymphocytes (L) circulate between the central and ex-
travascular compartments. Corticosteroids inhibit the zero-order
rate (kin) of return of lymphocytes from the extravascular compart-
ment without affecting their movement out of the central blood
compartment (kout). The scheme in Figure 1 and the following
equation describe lymphocyte trafficking:20

in which L ) L0 (cpm pre-dose) at t ) 0. In the presence of
prednisolone, the kin is inhibited and the rate of change of
lymphocyte counts with time is described by

where Cp is prednisolone plasma concentration, IC50T is the
concentration of prednisolone producing half-maximal inhibition
(Imax) of kin, and L is the observed cpm in ex vivo cultures treated
with RU-40555.

Lymphocyte DeactivationsWhen whole blood samples drawn
at various time points after prednisolone administration were
cultured, an immediate and complete inhibition of 3H-TDR
incorporation into lymphocytes was observed and baseline levels
recovered gradually. This inhibition was due to prednisolone
concentrations present in blood samples. The level of 3H-TDR
observed was a function of the number of cells present in the blood
at a given time (trafficking) and also a function of prednisolone
plasma concentrations.

Lymphocyte deactivation by prednisolone is described as follows
by the Imax model:

where E is the observed cpm in cells from blood samples not
treated with RU-40555 (intrinsic deactivation) and L is the
observed cpm in cells treated with RU-40555, Cp is prednisolone
plasma concentrations corrected for the dilution of blood, and IC50D
is prednisolone concentration producing half-maximal inhibition
(Imax) of lymphocyte activation.

When both inhibition of cell trafficking and deactivation of
lymphocytes occur, eqs 3 and 4 are fitted simultaneously.

To assess the net deactivation of WBTC following prednisolone
administration, the area under lymphocyte trafficking (baseline
for the deactivation process) and deactivation curves from 0 to 12
h were calculated using the Spline method.21 These values were
used to calculate the area between baseline and effect curves
(ABEC) and the area suppression ratio (AUCSR) determined by

Figure 1sPharmacodynamic model for the effects of prednisolone on whole
blood T-cell trafficking and deactivation. Cells egress from blood to extravas-
cular (EV) tissues with rate constant kout, and the rate constant for return to
blood is kin. The IC50T reflects prednisolone inhibition of kin and IC50D reflects
the inhibition of mitogen-stimulated activation of whole blood T-cells.

dL
dt

) kin - koutL (2)

dL
dt

) kin(1 -
ImaxCP

IC50T + CP
) - koutL (3)

E ) (1 -
ImaxCP

IC50D + CP
)L (4)

Cp ) Ae-Rt + Be-ât (1)
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eqs 5 and 6

where AUC0
12

E is the area under the deactivation curve from 0 to
12 h and AUC0

12
BL is the area under the trafficking curve from 0

to 12 h. Larger ABEC and smaller AUCSR (which accounts for
differing baselines) indicate greater net suppression.

The pharmacodynamic parameters for lymphocyte trafficking
were determined by fitting cpm obtained with RU-40555 to eq 3,
whereas pharmacodynamic parameters for lymphocyte deactiva-
tion were determined by simultaneously fitting cpm obtained with
RU-40555 to eq 3 and cpm obtained without RU-40555 to eq 4.
Prednisolone pharmacokinetic parameters were provided via eq
1. The ADAPT II.4 program (Biomedical Simulation Resource, Los
Angeles, CA) was used for nonlinear regression fittings.

Statistical AanalysissThe effects of gender on prednisolone
CL, Vss, AUCSR, ABEC, IC50T, and IC50D were assessed by an
unpaired Student t-test, with statistical significance set at p <
0.05, using INSTAT (GraphPad Software, La Jolla, CA).

Results
PharmacokineticssFigure 2 shows mean plasma ((

SD) concentrations versus time profiles of prednisolone in
male and female rats. The disposition of prednisolone was
biexponential, with a rapid initial phase followed by a
slower elimination phase. Table 1 lists prednisolone phar-
macokinetic parameters in the two groups. Mean (( SD)
prednisolone clearance values were 3.22 ( 0.88 and 3.46

( 0.96 L/hr/kg in males and females, respectively. Mean
prednisolone t1/2 values were 0.41 ( 0.12 h in males and
0.63 ( 0.40 h in females.

PharmacodynamicssBaseline 3H-TDR Incorporations
Figure 3 illustrates 3H-TDR incorporation into WBTC
(relative cell counts) as a function of time at baseline in
male and female rats. No statistical differences were
observed between time points, suggesting that baseline
levels were steady over 12 h.

In Vitro Interaction of RU-40555 with Predniso-
lone in WBTC DeactivationsFigure 4 shows the influ-
ence of RU-40555 on prednisolone inhibition of lymphocyte
proliferation in vitro (deactivation). This agent completely
antagonized the effects of the steroid at all concentrations
investigated. Additionally, RU-40555 did not produce any
changes in WBTC from control values.

Lymphocyte TraffickingsFigure 5 depicts mean ( SD
relative WBTC counts and T-cell deactivation as a function

Figure 2sMean (± SD) plasma concentration versus time profiles of
prednisolone for males and females after iv administration of prednisolone 5
mg/kg. Symbols represent experimental data and lines are least-squares
regression fittings.

Table 1sMean (± SD) Pharmacokinetic Parameters for Prednisolone
in Male and Female Rats Following a Single iv Dose of 5 mg/kg
(n ) 4)

males females

parameter mean SD mean SD

AUC (ng‚h/mL) 1616 384 1526 436
MRT (h) 0.38 0.10 0.55 0.30
CL (L/h/kg) 3.22 0.88 3.46 0.96
VdSS (L/kg) 1.21 0.22 1.96 1.07
t1/2 (h) 0.41 0.12 0.63 0.40

Figure 3s[3H]Thymidine incorporation into whole blood T-cells as a function
of time at baseline for male and females. Symbols represent mean (± SD) of
data from four animals.

ABEC ) AUC0
12

BL - AUC0
12

E (5)

AUCSR )
AUC0

12
E

AUC0
12

BL

(6)
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of time in male and female rats. After administration of
prednisolone, the incorporation of 3H-TDR into WBTC
cultured with RU-40555 (relative WBTC counts) decreased
slowly with time to reach a nadir at 3-5 h and returned

to baseline levels by 8 h. Table 2 lists the pharmacodynamic
parameters for trafficking and deactivation. Responses
attained zero values and this complete inhibition allowed
Imax to be set to 1. The mean (( SD) prednisolone IC50T
values for inhibition of WBTC trafficking was smaller in
males compared with females (0.14 ( 0.16 versus 1.03 (
0.06 ng/mL; p < 0.05). The net effect of prednisolone on
lymphocyte trafficking (AUCSR) could not be calculated
because of the rebound effect observed in lymphocyte
proliferation after the recovery of baseline in several
animals (T-cell count rose above baseline levels).

Lymphocyte DeactivationsFollowing prednisolone ad-
ministration, an immediate and complete inhibition of 3H-
TDR incorporation into lymphocytes cultured without RU-
40555 was observed and baseline levels recovered slowly
as prednisolone was cleared from blood (Figure 5). This
response also showed complete inhibition, allowing Imax to
be set to 1.0. The mean (( SD) IC50D values for WBTC
deactivation were similar in males and females (0.20 ( 0.24
vs 0.18 ( 0.12 ng/mL). A reduced 3H-TDR incorporation
into lymphocytes was still observed after prednisolone
concentrations declined below the limit of quantitation (3
h post dose). There were no statistically significant differ-
ences between males and females with respect to the net
deactivation of WBTC as shown by the mean AUCSR values
(0.72 ( 0.22 in males and 0.72 ( 0.26 in females).

Discussion

To assess gender as a covariate in the optimization of
glucocorticoid immunosuppressive therapy, we investigated
WBTC trafficking and deactivation in male and female rats
following a single dose of prednisolone. The pharmacoki-
netic parameters for prednisolone obtained in the present
study were in the same range as those reported by
Boudinot et al.18 Although evidence exists supporting the
role of sex steroid hormones in the regulation of transcortin
(CBG), no statistical differences in prednisolone CL and
steady-state volume of distribution (Vdss) between males
and females were found (Table 1). These results may be
explained by the relatively low dose used in this study (5
mg/kg). The binding of prednisolone to CBG is responsible
for its dose-dependent disposition.19 Unfortunately, we
were unable to measure unbound prednisolone in this
study.

Glucocorticoids exert some of their antiinflammatory
actions by inhibiting the return of WBTC from the ex-
travascular compartment to the blood compartment. In
addition to such lymphocytopenia, these drugs deactivate
T-cells to render them nonresponsive to peptide antigens.
Glucocorticoids affect T-cell trafficking and deactivation via
regulation of the secretion of cytokines, such as IL-2, and
adhesion molecules.22 Bloemena et al.23 demonstrated that

Figure 4sJoint effects of RU-40555 and prednisolone on whole blood T-cell
deactivation in vitro. Key: (open bars) prednisolone + RU-40555 (250 mg/
mL); (shaded bars) prednisolone alone; (*) p < 0.05 comparing single versus
dual agents.

Figure 5sMean (± SD) [3H]thymidine incorporation into whole blood T-cells
as a function of time in male and female rats after administration of
prednisolone. Symbols are experimental data and lines represent fittings to
the pharmacodynamic model. Key: (O) [3H]thymidine incorporation in the
presence of RU-40555 (trafficking); (b) [3H]thymidine incorporation in absence
of RU-40555 (deactivation). AUCBL ) A + B; AUCE ) B, and AUCSR ) B/(A
+ B).

Table 2sMean (± SD)a Pharmacodynamic Parameters for Predniso-
lone Effects on Whole Blood T-Cell Trafficking and Deactivation in
Male and Female Rats Following a Single iv Dose of 5 mg/kg

trafficking deactivation

males females males females

parameter mean SD mean SD mean SD mean SD

kin (cpm/h) × 10-3 44.0b 4.2 119 38 NAc NA NA NA
kout (h-1) 0.73b 0.18 1.35 0.44 NA NA NA NA
IC50T or IC50D (ng/mL) 0.14b 0.16 1.03 0.06 0.20 0.24 0.18 0.12
ABEC (cpm‚h) × 10-3 NA NA NA NA 130 80 232 208
AUCSR NA NA NA NA 0.72 0.22 0.72 0.26

a All values represent the mean (± SD) of four individual animals. b p <
0.05 as compared with the respective value in females. c NA, Not applicable.
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decreased lymphocyte numbers in the peripheral blood are
one of the determinant of the proliferative response of
WBTC. Because proliferation of peripheral blood lympho-
cytes was measured in a standardized volume of blood (100
µL) at every time point, it was assumed that 3H-TDR
incorporation was determined by the proliferative capacity
of individual lymphocytes as well as by the number of
lymphocytes present in the peripheral blood. Thus the
incorporation of 3H-TDR into whole blood cultures was used
to simultaneously determine the effects of prednisolone on
WBTC trafficking and their intrinsic activation.

Relative WBTC number was determined by using the
glucocorticoid receptor antagonist RU-40555 added to ex
vivo cultures of whole blood from dosed animals.24 This
agent antagonizes prednisolone deactivation of WBTC in
vitro (Figure 4) in the same concentration range as that
obtained with a 5-mg/kg dose (Figure 2). The concentration
of RU-40555 utilized did not affect WBTC (Figure 4).
Therefore, the incorporation of 3H-TDR into whole blood
cultures measured in the presence of RU-40555 could be
taken as the relative number of WBTC present at each time
point. In normal humans, lymphocyte trafficking between
blood and extravascular compartments parallels the cir-
cadian variation of endogenous cortisol (the number of
lymphocytes shows a clear rhythmicity with high values
at night and low values during the day).25 In this study,
we utilized adrenalectomized animals to suppress the effect
of the latter because the adrenal gland is the main source
of endogenous glucocorticoids. This objective was achieved
because the incorporation of 3H-TDR into whole blood
cultures at baseline was stable over 12 h (Figure 3). Whole
blood lymphocytes decreased after administration of pred-
nisolone. This time profile (Figure 5) was similar to that
obtained in humans. The maximum response was delayed
with respect to prednisolone concentrations, showing that
our method describes well the movement of cells between
the blood and extravascular compartments. An innovative
PK/PD model that incorporates features of indirect effects
of prednisolone on cell trafficking as well as direct inhibi-
tion of ex vivo T-cell activation was used.16 The model
described well the experimental data, and pharmacody-
namic parameters were obtained with relatively good
precision (5-20% CV). Prednisolone had a significantly
smaller IC50T in males compared with females. This result
show that male rats may be more sensitive than females
to inhibition of WBTC trafficking by prednisolone. These
observations may be due to gender differences in estrogen
levels. Indeed, estrogen receptors are found on lymphoid
cells.26 Estradiol inhibition of polymorphonuclear leukocyte
chemotaxis is mediated by estrogen receptors.27 Also,
estradiol down-regulates the expression of P-selectins,
molecules involved in the regulation of cell trafficking.28

Following prednisolone administration, an immediate
and complete inhibition of 3H-TDR incorporation into
lymphocytes was observed in whole blood without RU-
40555. Baseline values were recovered slowly as predniso-
lone was cleared from blood. The diminished responsive-
ness of WBTC to stimulation with Con-A (intrinsic
deactivation) appeared to be a direct effect of prednisolone
because the degree of inhibition of 3H-TDR incorporation
paralleled that of prednisolone concentrations. This result
required very small steroid concentrations. Indeed, con-
siderable inhibition remained when the drug fell below the
limit of quantitation. The sensitivity of WBTC to predniso-
lone deactivation was not affected by gender as no statisti-
cal differences were observed in the mean IC50D and AUCSR
(net suppression) values between males and females.
Ferron and Jusko29 also recently found no gender differ-
ences in in vitro WBTC effects of prednisolone in adrena-
lectomized rats and in humans.

In conclusion, by using a glucocorticoid receptor antago-
nist, we were able to monitor simultaneously two major
components of glucocorticoid immunosuppression (traffick-
ing and deactivation). The use of RU-40555 allowed sepa-
ration of these phenomena, permitting estimation of IC50
values for prednisolone effects on each component. Greater
immunosuppression was achieved overall in male rats
compared with females following a 5-mg/kg single dose of
prednisolone. However, no gender differences were ob-
served in either the exposure to the drug or WBTC
deactivation.

Abbreviations
3H-TDR [3H]thymidine
WBTC whole blood T-cell
Con-A concanavalin-A
IC50T concentration producing 50% inhibition of the

zero-order rate constant (kin) for return of
blood T-cells from the extravascular compart-
ment to the blood compartment

IC50D concentration producing 50% inhibition of whole
blood T-cell activation

Imax maximum inhibition of the zero-order rate con-
stant (kin) for return of blood T-cells from the
extravascular compartment to the blood com-
partment or maximum inhibition of whole
blood T-cell activation.

ABEC area between baseline and effect curves
AUCSR ratio of the area between the effect curve and

the area at baseline
cpm counts per minute
kin zero-order rate for return of lymphocytes from

the extravascular compartment to the blood
compartment

kout first-order rate constant for exit of lymphocytes
from the blood compartment

CL Clearance
Vdss apparent volume of distribution at steady state
t1/2 terminal half-life
MRT mean residence time
AUC area under the plasma concentration-time curve
AUMC area under the first moment curve
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Abstract 0 â-1-O- (NAG) and 2-O-glucuronides (2-isomer) of (S)-
naproxen (NA) were prepared to determine which positional isomer-
(s) of the acyl glucuronide of NA is responsible for forming covalent
adducts with human serum albumin (HSA). Their comparative stability
and covalent binding adduct formation with HSA were investigated at
pH 7.4 and at 37 °C. NA and its acyl glucuronides were
simultaneously determined by HPLC. Three positional isomers were
formed successively after incubation of NAG in the buffer only.
However, when NAG was incubated with HSA (30 mg/mL), isomers
other than the 2-isomer were formed in little or negligible quantities.
In HSA solution, NAG (kd ) 2.08 ± 0.08 h-1) was four times less
stable than 2-isomer (kd ) 0.51 ± 0.02 h-1). NAG was degraded by
hydrolysis (khyd ) 1.01 ± 0.10 h-1) and isomerization (kiso ) 1.07 ±
0.07 h-1) to the same extent; however, hydrolysis was predominant
for the 2-isomer (kd ) 0.51 ± 0.02 h-1). The incubation of both
NAG and 2-isomer with HSA led to the formation of a covalent adduct;
however, the adduct formation from the 2-isomer proceeded more
slowly than that from NAG. The present results suggest that the
covalent binding of NA to HSA via its acyl glucuronides proceeds
through both transacylation (direct nucleophilic displacement) and
glycation mechanisms; NAG rapidly forms an adduct that may be
unstable, and the protein adduct from the 2-O-acyl glucuronide is as
important for the covalent binding as those from the 1-O-acyl
glucuronides.

Many acidic drugs with carboxylic acid functions are
metabolized to reactive acyl glucuronides, which are sus-
ceptible to hydrolysis, isomerization (intramolecular acyl
migration), and irreversible (covalent) binding to proteins
under physiological conditions.1,2 These reactions are
considered to proceed through transacylations to the hy-
droxyl ion, to a different OH-group of the glucuronic acid
moiety and to a nucleophilic group on the protein molecule,
respectively, as suggested in an oxaprozin glucuronide
study.3 Formation of irreversible binding of carboxylic acid-
containing drugs, such as nonsteroidal antiinflammatory
drugs (NSAIDs), via their acyl glucuronide metabolites, is
now well recognized and is a potential cause of hypersen-
sitivity.2,4,5 The exact mechanism underlying irreversible
binding to proteins, however, has not yet been clarified due
to the instability of acyl glucuronides. Two possible mech-
anisms can be considered: transacylation and glycation
mechanisms.6,7 Based on these proposed mechanisms, two
different types of adduct can be formed: one is a transa-
cylation adduct, where aglycon binds, via displacement of
the glucuronic acid moiety from acyl glucuronide, directly
to the protein NH2, SH, or OH groups to yield an irrevers-
ibly bound adduct of aglycon linked to the protein by an
amide, thioester, or ester linkage; the other is a rearrange-

ment/glycation adduct, where acyl migration of the glucu-
ronide has occurred, allowing the open chain form of the
glucuronic acid moiety to react with an amino group to form
an imine (Schiff’s base). Subsequent Amadori rearrange-
ment can then yield a more stable ketamine derivative.

The extent of covalent adduct formation via the acyl
glucuronides varies from their parent NSAIDs. Benet et
al.6,8 showed that a striking correlation was observed
between the extent of irreversible binding to protein and
the degradation rate constant of acyl glucuronides. This
strongly suggests that covalent adduct formation may
reflect the reactivity of the corresponding acyl glucuronide.
Although the degradation and covalent binding have been
simultaneously investigated for some â-1-O-acyl glucu-
ronides of NSAIDs,9-11 it is not clear which ester(s)
contributes to the formation of covalent binding to proteins.
If the transacylation mechanism is predominant for the
formation of irreversible binding to proteins, â-1-O-acyl
glucuronide should relate mainly to the formation; if the
Schiff’s base mechanism is predominant, positional isomer-
(s) of â-1-O-glucuronide should contribute to the formation
of covalent binding. In vitro stereoselective stability and
binding properties of â-1-O-acyl glucuronides of (S)- and
(R)-naproxen (NA) and in vivo stereoselective disposition
of naproxen â-1-O-acyl glucuronide (NAG), using rats, have
been reported by Benet et al.8,12 However, the individual
contributions of both hydrolysis and transacylation to the
overall degradation of NAG, and the stability of positional
isomers of NAG and their contribution to covalent protein
binding, remain unclear.

In this study, we isolated the 2-O-acyl positional isomer
(2-isomer) of (S)-NAG, in which the acyl-containing aglycon
migrates from the glycosidic linkage at C-1 to a new ester
linkage with a hydroxyl group at C-2 of the glucuronic acid
moiety, and investigated its reactivity with human serum
albumin (HSA) comparing it with that of (S)-NAG to test
which possible mechanism is dominant for the formation
of covalent binding. Our results show that (1) in the
presence of HSA, NAG is subjected to both hydrolysis to
NA and isomerization to the 2-isomer to the same extent,
while further isomerization to the 3- and 4-O-acyl positional
isomers is negligible, and (2) the covalent adduct of NA is
formed mainly from 1-O-acyl- and 2-O-acyl glucuronides,
not 3-O-acyl and 4-O-acyl glucuronides; the former may be
unstable and act as an intermediate for HSA-catalyzed
hydrolysis while the latter may be a stable adduct, which
will be important for immunoreactive side-effects.

Experimental Section

Materialss(S)-NA (enantiomeric excess > 0.98), phenylmeth-
ylsulfonyl fluoride, and fatty acid free-HSA (fraction V) were
purchased from Sigma Chemical Co. (St. Louis, MO). The molec-
ular weight of HSA was assumed to be 69000.13 Tryptophol [2-(3-
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indolyl)ethanol] was obtained from Tokyo Kasei Co. (Tokyo,
Japan). Other chemicals used were of analytical or HPLC grade.

Preparation of Glucuronides of NAs(S)-NAG was extracted
from human urine, which was collected following a 600 mg oral
administration of (S)-NA (Naixan, Tanabe Pharmaceutical Co.,
Tokyo, Japan). Urine was collected over 24 h into a vessel
containing phosphoric acid to stabilize the NAG by lowering the
pH to 3-4. The urine was treated as described by Smith et al.,14

with minor modifications. The extract was then separated by
liquid-chromatography with a Cosmosil 75C18-OPN column (Na-
calai Tesque Inc., Kyoto, Japan). NAG was eluted from the column
with the stepwise gradient of acetonitrile/0.05 M acetic acid, 10:
90, 20:80, and 30:70 (v/v). After the fractions containing NAG were
evaporated with a rotary evaporator at 30 °C, the remaining
aqueous solution was lyophilized. The 2-O-acyl positional isomer
(2-isomer) of (S)-NAG was prepared after 6-h incubation of (S)-
NAG in 0.1 M phosphate buffer at pH 7.4 and at 37 °C. 2-Isomer
extracted from the solution was purified by Sephadex LH-20 using
50% methanol as an eluting solvent. The purity of the glucu-
ronides obtained was determined by analytical HPLC and exhib-
ited homogeneous properties (>98%) at a UV wavelength of 254
nm, with the remaining fraction represented by polar impurities
that did not yield NA when treated with 1 M NaOH for 1 h. The
structures of the glucuronides were confirmed by 1H NMR and
1H-1H shift correlation NMR. NMR spectra were obtained on a
JEOL GX-500 at 500 MHz using deuterated methanol, with
tetramethylsilane as an external reference.

Analysis of NA and Its Glucuronides Using HPLCs
Analyses of NA and NAGs were performed according to the method
described by Bischer et al.8 using a Shimadzu LC6AD solvent
delivery system (Shimadzu Co., Kyoto, Japan), a Shimadzu RF-
535 fluorescence monitor, a Shimadzu C-R4A Chromatopac
integrator, and a Cosmosil 5C18-AR column (5 µm particle size,
4.6 × 250 mm, Nacalai Tesque Inc., Kyoto, Japan).

Stability StudiessNAG (35-40 µM) was incubated at 37 °C
in 0.1 M sodium phosphate buffer (pH 7.4), and 50 µL aliquots
were collected at timed intervals for analysis. Similar incubations
using (S)-NAG (ca 35 and 135 µM) and S-2-isomer (ca. 30 µM)
were also run in the presence of 30 mg/mL (435 µM) HSA.
Aliquots were immediately mixed with 10 µL of 17% phosphoric
acid and 50 µL of acetonitrile containing 4 µg/mL of tryptophol as
an internal standard. The precipitated protein was removed by
centrifugation, and a 3 µL-portion of the supernatant was analyzed
by HPLC.

Determination of in Vitro Covalent Binding to HSAsNAG
or 2-isomer was incubated at 37 °C for 30 h in 0.1 M phosphate
buffer containing 30 mg/mL HSA, as described above. Aliquots
(300 µL) of each reaction mixture were taken at different time
points to assay the covalently bound drug. The binding yield for
irreversible binding of the glucuronides was quantified using the
method of Bischer et al.8

Data AnalysissThe rate constants for hydrolysis and isomer-
ization of the glucuronides were estimated using the model shown
in Figure 1. The calculation for the kinetic parameters was
performed with a nonlinear least-squares fitting program, Win-
Nonlin (Scientific Consulting, Inc., Apex, NC).

Results
NMR Spectra of NAG and Its 2-O-Regioisomers

Identification of the purified acyl glucuronides was achieved

using proton NMR analysis. Spectral features of NAG
were similar to those reported by Wilson and Nicholson,16

although confirmation of each proton signal was not
performed. The results are summarized in Table 1, in
which 1H signals observed for GlcA in deuterated water
and NA in deuterated methanol are also included as the
reference compounds. A one-proton signal observed at
5.522 ppm as a doublet was easily assigned to H-1′ of the
GlcA residue. The large coupling constant (J ) 8.2 Hz)
suggested that D-GlcA was bound to NA through a â-link-
age. Due to lack of protons at the C-6 position, the proton
signal (H-5′) attached to C-5 was also clearly observed as
a doublet at a lower field (3.730 ppm). Starting from these
characteristic signals of H-1′ and H-5′ of GlcA, all the
proton signals were easily assigned by using the 1H-1H
shift correlation spectra (data not shown).

The most abundant compound, 2-isomer, after 6-h incu-
bation of NAG at pH 7.4 and at 37 °C was obtained in an
almost pure state (>97% by HPLC). The 1H-1H shift
correlation spectra of the 2-isomer is shown in Figure 2,
which indicates the presence of a small amount of other
isomers. Signals of GlcA moiety were assigned in Figure
2. The H-1′ signal of GlcA was observed at 5.345 ppm as
a doublet with a small coupling constant (J ) 3.4 Hz),
indicating that the isomer was an R-isomer. The H-1′
signal of the corresponding â-isomer was not observed,
probably due to overlap with a signal of HOD.17 However,
we were able to assign all of the signals from the 1H-1H
shift correlation spectra. The H-2′ signal was observed at
4.652 ppm, which is 1.22 ppm lower than that of NAG. This

Table 1sList of the H-1 Chemical Shift of Naproxen Glucuronide and Their Related Compounds

compound H-1 H-3 H-4 H-5 H-7 H-8 -CH3 -CH- -OCH3 H-1′ H-2′ H-3′ H-4′ H-5′

(S)-NA 7.69 7.425 7.69 7.13 7.13 7.69 1.583 3.866 3.905
(m) (dd, 2.0, 9.0) (m) (m) (m) (m) (d, 6.7) (q, 7.2) (s)

GlcA 5.315 3.63 3.784 3.63 4.060a

(R-isomer) (d, 3.4) (m) (dd, 9.1) (m) (d, 9.9)
GlcA 4.741 3.343 3.578 3.63 4.383a

(â-isomer) (d, 8.2) (dd, 8.5) (dd, 9.6) (m) (d, 10.0)
(S)-NAG 7.715 7.425 7.76 7.253 7.140 7.76 1.560 4.036 3.900 5.522 3.432 3.451 3.520 3.730

(d, 1.3) (dd, 1.9, 8.0) (bd, 8.9) (d, 2.6) (dd, 2.0, 9.0) (bd, 8.9) (d, 7.4) (q, 6.9) (s) (d, 8.2) (dd, 8.0, 9.4) (dd, 9.4, 11.6) (d, 8.8) (d, 8.9)
S-2-Isomer 7.740 7.456 7.757 7.246 7.133 7.757 1.570 4.003 3.905 5.345 4.652 3.878 3.556 4.088

(d, 1.9) (dd, 1.9, 8.5) (d, 9.0) (d, 2.4) (dd, 2.4, 9.2) (d, 9.0) (d, 6.8) (q, 7.0) (s) (d, 3.4) (dd, 3.4, 9.9) (d, 9.5) (d, 9.6) (d, 9.6)

a Signals are interchangeable.

Figure 1sKinetic model employed for the estimation of rate constants of
hydrolysis and isomerization of NAG in HSA solution: k1,hyd and k1,iso are the
first-order rate constants of hydrolysis to NA and isomerization to the 2-isomer
from NAG, respectively. k2,hyd is the first-order rate constant of hydrolysis to
NA from the 2-isomer.
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shift obviously indicated that the hydroxyl group attached
at C-2 of GlcA was substituted with NA.

Degradation of NAG and Its Regioisomers(S)-NAG
was incubated at pH 7.4 and at 37 °C in 0.1 M phosphate
buffer for 72 h. The HPLC chromatograms of the incuba-
tion medium of NAG are shown in Figure 3. The time
dependence of the degradation of (S)-NAG and the appear-
ance of its isomers and hydrolyzed NA is shown in Figure
4. As has been reported for several other 1-O-acyl glucu-
ronides, (S)-NAG underwent nonenzymatic isomerization
(acyl migration) and hydrolysis at pH 7.4. In HSA-free
buffer, (S)-NAG was subjected predominantly to acyl
migration resulting in a rapid appearance of the 2-O-acyl
isomer (2-isomer) and then gradual formation of other
isomers (at least three peaks detected by HPLC). Hydroly-
sis of 1-O-glucuronide and/or its isomers to NA was slow
when compared with isomerization. After 72-h incubation,
three regioisomers, including the 2-isomer, equilibrated to
almost the same concentration; about half of the initial
amount of NAG was hydrolyzed to NA. The apparent
degradation rate constant (k1,deg) for (S)-NAG was 0.343 (
0.010 h-1 in HSA-free buffer.

The time dependence of degradation of the â-1-O- and
2-O-glucuronides of (S)-NA was investigated in the pres-
ence of 30 mg/mL of HSA. The results are shown in Figure
5, parts A and B, respectively. For comparison, the
logarithmic plots for degradation of the glucuronides of NA
in HSA solution are presented in Figure 6 as well as the
result obtained in HSA-free buffer. As shown in Figure 6,
the incubation of NAG with HSA at pH 7.4 resulted in a
more rapid degradation when compared with the corre-
sponding rate constant in HSA-free buffered solution,
showing that HSA plays a major role in the degradation
of NAG. In the presence of HSA, the contribution of
hydrolysis to total degradation of NAG increased when
compared with that in HSA-free buffer, as seen by the rapid

appearance of NA. NAG was rapidly hydrolyzed to NA and
isomerized to the 2-isomer, but no significant further acyl
migration was observed in the buffer containing HSA
(Figure 5A). This confirmed that further acyl migration
of the 2-isomer to form the 3- and 4-isomers was negligible
in the presence of HSA. The degradation rate constant
(k2,deg ) 0.514 ( 0.015 h-1) was extremely slow for 2-isomer
when compared with that for its â-1-O-acyl conjugates
(k1,deg ) 2.08 ( 0.08 h-1), as shown in Figure 6. The
2-isomer was almost entirely hydrolyzed before further
rearrangement, although only a small amount of the
isomers was detected (Figure 5B). A higher initial con-
centration of (S)-NAG (mean 134 µM) resulted in a similar
degradation pattern to the lower concentration experiments
(data not shown).

The kinetic parameters of degradation reflecting both
rearrangement and hydrolysis of each glucuronide were
estimated based on the model shown in Figure 1. The

Figure 2s1H−1H shift correlation spectra of the S-2-isomer.

Figure 3sHPLC chromatograms of product mixtures from incubation of NAG
after incubation in 0.1 M phosphate buffer (pH 7.4) at 37 °C for 30 s (A) and
6 h (B). Isomer X is an unidentified minor isomer which was hydrolyzed by 1
M NaOH but not â-glucuronidase. I.S. is tryptophol and was used as an internal
standard. Retention times of NAG, 2-, 3-, 4-isomers, isomer X, and NA are
9.2, 11.6, 10.8, 7.0, 8.8 and 22.2 min, respectively.

Figure 4sTime courses of rearrangement and hydrolysis of (S)-NAG in 0.1
M phosphate buffer (pH 7.4) at 37 °C. Only mean values (n ) 3) are shown
for the sake of visual clarity. Coefficients of variation for the data points ranged
from 1 to 25%. Isomer X is an unidentified minor isomer which was hydrolyzed
by 1 M NaOH but not â-glucuronidase.
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parameters are shown in Table 2. The parameters were
almost the same for the lower and higher initial concentra-
tions, showing the linear kinetics in the degradation of â-1-
glucuronides and its isomers under the conditions used.
The contribution of hydrolysis of (S)-NAG to its total
elimination was almost identical to the isomerization. The
hydrolysis of the purified 2-isomer (k2,hyd ) 0.514 ( 0.015
h-1) occurred at approximately the same rate as for the
2-isomer formed in the (S)-NAG incubation experiment
(k2,hyd ) 0.446 ( 0.043 h-1). The isomerization rate
constant of (S)-NAG in the presence of HSA was also
greater than its overall degradation rate constant in HSA-
free solution, suggesting that HSA accelerated transacy-
lation of (S)-NAG as well as its hydrolysis.

Irreversible Binding to HSAsThe time dependence
for irreversible binding formation of NA was investigated
after incubation of NAG and 2-isomer at pH 7.4 and at 37
°C over 30 h. As shown in Figure 7, NAG rapidly produced
a covalent adduct with HSA; the maximum yield was
achieved after 1 h of incubation. The isomeric conjugate
(2-isomer) also produced an irreversible binding adduct,
although the maximum yield was achieved after ca. 8-10
h. The extent of irreversible binding yield from each of
the glucuronides tested reached almost the same level,
regardless of the differences in their stability. We calcu-
lated empirically the apparent first-order formation rate

constant of covalent binding using the following exponen-
tial equation: BY ) A(e-k

et - e-k
ft), where BY is the

covalent binding yield, ke and kf being the apparent
elimination and formation rate constants of the covalent
adduct, respectively. The apparent formation rate constant
(kf ) 0.684 ( 0.086 h-1) for irreversible binding from the

Figure 5sTime courses of rearrangement and hydrolysis of (S)-NAG (A) and
S-2-Isomer (B) in 0.1 M phosphate buffer including 30 mg/mL of HSA (pH
7.4) at 37 °C. Only mean values (n ) 3) are shown for the sake of visual
clarity. Coefficients of variation for the data points ranged from 1 to 13%.
Isomer X is an unidentified minor isomer which was hydrolyzed by 1 M NaOH
but not â-glucuronidase.

Figure 6sLogarithmic plots for degradation of NAG and 2-isomer without or
with HSA. Each point and vertical bar represent the mean ± SD of three
independent series. Error bar lines of NAG without HSA are within the outline
of the symbol.

Table 2sKinetic Parametersa for Hydrolysis and Isomerization of
Glucuronides of NA in HSA Solution

(S)-NAG

parameter
lower

(35 µM)b
higher

(135 µM)
S-2-isomer

(30 µM)

initial concentration
(µM)

34.9 ± 0.3 134 ± 10 31.3 ± 6.4

k1,hyd (h-1) 1.01 ± 0.10 0.860 ± 0.199
k1,iso (h-1) 1.07 ± 0.07 1.09 ± 0.02
k1,deg (h-1)c 2.08 ± 0.08 2.05 ± 0.06
k2,hyd (h-1) 0.446 ± 0.043 0.473 ± 0.012 0.514 ± 0.015

a Data are expressed as mean ± SD of three experiments. b Initial
concentration. c k1,deg ) k1,hyd + k1,iso.

Figure 7sTime courses of irreversible binding of NA to HSA from
acylglucuronides of NA in 0.1 M phosphate buffer (pH 7.4) at 37 °C. Each
point and vertical bar represent the mean ± SD of three independent series.
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S-2-isomer was considerably smaller than that (kf ) 3.55
( 0.39 h-1) from â-1-glucuronide, indicating that protein
adduct formation from the 2-isomer occurred at a slower
rate than that from NAG.

To test whether the extent of irreversible binding
depended on the NAG concentration, a higher concentra-
tion of NAG was incubated under the same conditions. The
increase in initial concentration of NAG to 134 µM from
35 µM for (S)-NAG produced a proportional increase in
maximum adduct formation. However, interestingly, a
secondary increase in adduct formation followed by a
plateau level was observed. This phenomenon was not
observed in the lower NAG concentration experiment.

Discussion
The stability and irreversible binding to protein of â-1-

O-acyl glucuronides of many other carboxylic acid drugs
have been reported. In this study, we compared the
reactivities of a model acyl glucuronide, NAG, and its 2-O-
positional isomer (2-isomer) in the presence of HSA, to gain
an insight into the favored mechanism for irreversible
binding. The present study clearly showed the regioselec-
tive differences of acyl glucuronides of NA in their stability
and the formation of covalent binding to HSA.

To perform the study, we initially isolated a positional
isomer (2-O-acyl derivative) of (S)-NAG and recorded its
one-dimensional and two-dimensional proton NMR spectra
when compared with (S)-NAG. The NMR data of some
1-O-acyl glucuronides17,18 and the positional isomers of 1-O-
acyl glucuronides16,19,20 have been reported. In this study,
all the proton signals of the positional isomer of NAG were
confirmed. The regioisomers of â-1-acyl glucuronide can
exist as R- and â-anomers. From a comparison with the
NMR spectrum of GlcA, the 2-isomer exists mainly as
R-anomer. The NMR spectrum of the mixture of isomers,
which was obtained 6 h after incubation of (S)-NAG, was
also analyzed (data not shown). Although other positional
isomers (3- and 4-isomers), unfortunately, could not be
obtained in a pure state, signals due to the H-1′ protons of
the isomers were isolated from other ring protons of the
GlcA residue. Hence, these signals in the anomeric region
(around 5 ppm) may be good markers for determining the
relative abundance of each isomer.

In the HSA-free buffer solution, at least four isomers of
NAG were detected after incubation of NAG (Figure 3).
Like diflunisal acyl glucuronide,11,21 the 2-isomer was
formed first followed by formation of other positional
isomers. Finally, three abundant isomers reached an
almost equivalent concentration. Since the 2-isomer was
generally subject to further acyl migration,11,21 these
isomers, which appeared later, were probably 3- and
4-isomers. Acyl migration in the glucuronic acid residue
is considered to proceed through an ortho ester-like inter-
mediate.22 Thus, we conclude that acyl migration occurs
through the sequence â-1-glucuronide f 2-isomer, 2-isomer
f 3-isomer and 3-isomer f 4-isomer. Therefore, the peaks
of the isomers on the HPLC chromatogram are assigned
here based on their order of appearance, as reported by
Faed.1 A similar result was reported for flufenamic acid
and benoxaprofen.18 The unidentified small amount of
esters is probably their anomeric isomers.

In the buffer including HSA, the 2-isomer as well as NA
was predominantly formed after incubation of NAG, and
the formed 2-isomer was sequentially hydrolyzed before
further rearrangement. Unlike the case in HSA-free
buffer, the levels of regioisomers other than 2-isomer were
near or below the detection limit. Additionally, the stabil-
ity experiment of the purified 2-isomer (Figure 5B) in HSA
solution showed that the rearrangement from the 2-isomer

to the 3-isomer or 4-isomer was hardly observed. Although
we cannot account clearly for the observation of no further
acyl migration of the 2-isomer to form a 3- or 4-isomer in
HSA solution, HSA may retard the formation of the ortho
ester-like intermediate between the C-2 and C-3 positions
of GlcA, resulting in predominant hydrolysis of the 2-iso-
mer in its degradation pathway. In the case of â-1-acyl
glucuronides of diflunisal,11 tolmetin,9 and salicylic acid,26

it has been reported that HSA seems to stabilize the
glucuronides.

On the basis of the calculation of the individual rate
constants using the model shown in Figure 1, (S)-NAG was
decomposed by hydrolysis and intramolecular rearrange-
ment almost to the same extent (Table 2). Our preliminary
experiment using R-NAG showed that R-NAG was pref-
erentially isomerized (unpublished data), suggesting that
the HSA-mediated hydrolysis was predominant for (S)-
NAG. In many other acyl glucuronides,3,23-25 including
NAG,8 the catalytic role of HSA in the degradation (hy-
drolysis and intramolecular rearrangement) has been
reported. Our calculations of the individual rate constants
of NAG in HSA solution clarified that both the hydrolysis
and acyl transformation rate constants of NAG were
greater than the overall degradation rate constant (kd )
0.343 ( 0.010 h-1) in HSA-free solution, which should
reflect acyl transformation and hydrolysis rate constants.
This suggests the catalytic role of HSA not only in the
hydrolysis of NAG but also in the isomerization of NAG.
This may be due to the lowered free energy of ortho ester
formation between the hydroxyl group at C-2 of the GlcA
residue and the carboxyl group of NA by reversible binding
to HSA, although we cannot explain exactly the enhance-
ment effects of HSA on the isomerization of NAG.

We compared the stability and covalent binding forma-
tion of the 1-O- and 2-O-acyl glucuronides of (S)-NA. The
2-isomer, which was more stable than NAG, formed a
protein adduct more slowly when compared with NAG.
NAG, which forms the protein adduct most easily, achieved
a maximum binding within 1 h of incubation. Although
evidence exists for the two major mechanisms of covalent
binding, it has not been clarified as to which of these is
principally responsible.28-32 If a covalent adduct is formed
predominantly from the regioisomers of NAG, the forma-
tion rate of the adduct should be faster for the 2-isomer
than for NAG, since no acyl migration time is required.
Consequently, our results suggest that NAG can directly
bind to the protein. Interestingly, the protein adduct
formation temporarily declined, and a secondary increase
in the formation was observed after incubation at a higher
concentration of NAG. On the basis of comparison of the
time dependence of degradation of NAG with the pattern
of adduct formation, the covalent adduct in the earlier stage
could be formed by â-1-acyl glucuronide, and the secondary
peak of binding formation may arise from the formed
2-isomer. Additionally, in the case of NAG, 3-O- and 4-O-
acyl glucuronides contribute little to the adduct formation
under the conditions used. Finally, the covalent binding
of NA to HSA seems to proceed via its acyl glucuronides
in both the transacylation and glycation mechanisms. In
the case of tolmetin, not only the â-1-isomer of tolmetin
glucuronide but also other isomers can react with protein
to give irreversibly linked products.9 In this study, â-1-O-
and 2-O-acyl glucuronides of NA clearly contribute the
formation of protein adduct of NA. We quantified the
regioselective difference in stability and covalent binding
of acyl glucuronides of (S)-NA, although the stereoselective
difference of R- and S-â-1-O-acyl glucuronides of NA in the
protein adduct formation have been reported.8

Smith et al.19 have reported that isomeric conjugates of
zomepirac glucuronide occur via imine formation between
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the free aldehyde of the open-chain GlcA and protein,
followed by an Amadori rearrangement to the more stable
adduct. The data suggest that although NAG can directly
and rapidly form an adduct that is unstable and hydrolyzed
almost as quickly as it is formed, intramolecular transa-
cylation may well be a prerequisite for formation of a stable
adduct. Presumably, the rapid complex formation of â-1-
O-acyl glucuronide with HSA may assist in the HSA-
mediated hydrolysis of NAG. We speculate that hydrolysis
of acyl glucuronides may proceed through an acylated
intermediate (acyl-HSA intermediate) such as an ester with
a serin residue, thioester with a cysteine residue and/or
acylimidazole with a histidine residue in HSA.33 In the
second step, the acyl-HSA intermediate is deacylated by
hydrolysis. Thus, this transient adduct may be less
important than the persistent one that arises from the 2-O-
acyl glucuronide.

In conclusion, the present results indicate that covalent
adduct formation proceeds via the proposed two kinds of
mechanisms, transacylation and imine formation, accord-
ing to the degree of formation of isomeric forms of the acyl
glucuronide of NA.
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Abstract 0 PEGylation of proteins is of great interest to the
pharmaceutical industry as covalent attachment of poly(ethylene glycol)
(PEG) molecules can increase protein sera half-lives and reduce
antigenicity. Not surprisingly, PEGylation significantly alters the surface
characteristics of a protein, and consequently, its conformational
stability during freezing and drying. Freeze concentration-induced
phase separation between excipients has been previously shown to
cause degradation of the secondary structure in lyophilized hemoglobin.
In this report we show how PEGylation of two proteins, hemoglobin-
and brain-derived neurotrophic factor (BDNF), influences partitioning
and protein secondary structure as determined by FTIR spectroscopy
in a system prone to freezing-induced phase separation. PEGylation
of hemoglobin reduces the loss of structure induced by lyophilization
in a PEG/dextran system that phase separates during freezing, perhaps
due to altered partitioning. The partition coefficient for native
hemoglobin favors the dextran-rich phase (PEG/dextran partition
coefficient ) 0.3), while PEGylated hemoglobin favors the PEG phase
(partition coefficient ) 3.1). In addition, we demonstrate that
PEGylation alters hemoglobin’s stability during lyophilization in the
absence of other excipients. In contrast, because native BDNF already
partitions into the PEG-rich phase, PEGylation of BDNF has a less
dramatic effect on both partition coefficients and conformational stability
during lyophilization. This is the first report on the effects of PEGylation
on protein structural stability during lyophilization and points out the
need to consider modification of formulations in response to changing
protein surface characteristics.

Introduction

The covalent attachment of poly(ethylene glycol) (PEG)
to enzymes and proteins,1 a process known as PEGylation,
has received recent increased attention. PEGylation has
created enzyme derivatives with improved solubility in
organic solutes, making the process of interest to the field
of nonaqueous enzymology.2,3 Attachment to PEG has been
used as a method of immobilizing enzymes.4 Of greater
interest to the pharmaceutical biotechnology arena, PEG-
ylated proteins have demonstrated dramatically increased
plasma half-lives and very low immunogenicity.5 It is
thought that PEGylation provides a biocompatible “protec-
tive coating” to proteins, reducing immune response. It
also increases the effective molecular weight of the protein
and thus reduces the rate of clearance through the kidney.

These are both extremely attractive properties for proteins
administered as therapeutic agents since clearance of such
drugs from the bloodstream is often too rapid for a
therapeutic response. In addition, PEGylated proteins
generally remain biologically active. Reports of numerous
PEGylated proteins exist in the literature, including su-
peroxide dismutase,6 horse cytochrome c,7 hemoglobin,8-10

recombinant human granulocyte-colony stimulating fac-
tor,11 human growth hormone and growth hormone an-
tagonist,12 and brain-derived neurotrophic factor,13 just to
name a few. With the original patent covering PEGylation1

expiring, many biotechnology companies are now consider-
ing PEGylated versions of protein products.

PEGylation affects a protein’s immunogenicity and
circulation half-life in part by altering the protein’s surface
characteristics. Clearly, PEGylation should also signifi-
cantly alter a protein’s partitioning in a PEG/dextran two-
phase system. Similarly, we can expect that PEGylation
may change the protein’s storage stability and behavior in
a given formulation. Considering PEG’s incompatibility
with a number of polymers and salts in aqueous solutions,
phase separation of a PEGylated protein from other
formulation components may be a potential instability
pathway in lyophilization formulations.

Partitioning of proteins in an aqueous two-phase system
depends on specific surface features of the protein, along
with system conditions such as total composition, pH, ionic
strength, etc. Numerous approaches to altering the par-
titioning behavior of a protein have been considered for
improving selectivity of two-phase separation methods.
These include immunoaffinity partitioning14 and metal
affinity partitioning,15,16 to name a few. Metal affinity
partitioning involves partially chelating a transition metal
ion to a linear polymer such as poly(ethylene glycol) (PEG).
Transition metals demonstrate strong affinity for electron-
rich amino acid residues such as histidine and cysteine.
Thus, the use of PEG-bound metal chelates in PEG/dextran
two-phase systems can dramatically increase the partition-
ing of proteins with accessible surface histidines or cys-
teines to the PEG phase.

In this paper, we investigate the stability of PEGylated
hemoglobin and BDNF lyophilized in PEG/dextran formu-
lations. By altering the partitioning of protein in a PEG/
dextran two-phase system through PEGylation, we provide
additional information on the mechanisms responsible for
protein damage during lyophilization. To our knowledge,
this is also the first report on the conformational stability
of PEGylated therapeutic proteins during freeze-drying and
as such offers an introduction to possible concerns in
formulating such products. We also consider a noncovalent
attachment of PEG to hemoglobin via chelation using a
PEG-copper complex.
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Materials and Methods
MaterialssRecombinant human hemoglobin (Hb) was provided

by Somatogen, Inc. (Boulder, CO). Poly(ethylene glycol) 3350
(PEG), average molecular weight 3350, was obtained from Sigma
Chemical Co. and dextran T500, weight average molecular weight
519000, was obtained from Pharmacia Biotech. Polymers were
dissolved in a stock solution at 20% (w/w) and combined to obtain
solutions of 4% (w/w) PEG, 4% (w/w) dextran, and 10 mg/mL Hb
(or PEG-Hb) with 5 mM potasssium phosphate buffered at pH 7.4
and 150 mM NaCl (or KCl). Cu(II)IDA-PEG 5000, a copper-
chelated PEG derivative (average PEG molecular weight ) 5000),
was synthesized by Martin Guinn (lot no. MRG 5-105).16 A
structural representation of Cu(II)IDA-PEG is shown in Figure
1. For closer comparison to the 5000 molecular weight copper-
chelated PEG, hemoglobin was also lyophilized in a solution of
PEG 4600 (Aldrich) and dextran T500.

Human brain-derived neurotrophic factor (BDNF) and PEG-
BDNF were supplied by AMGEN, Inc. (Thousand Oaks, CA).
BDNF is a noncovalent homodimer with an approximate molecular
weight of 27.8 kDa.17 PEG-BDNF contains a PEG with average
molecular weight of 20 kDa covalently attached to the N-terminal
methionine of each BDNF monomer unit.18 BDNF was received
in 10 mM sodium phosphate/150 mM NaCl (pH 7.0). PEG-BDNF
was received in 10 mM histidine/150 mM NaCl (pH 7.5), and
transferred by dialysis to 10 mM sodium phosphate/150 mM NaCl
(pH 7.0). All BDNF lyophilization solutions were made in this
same sodium phosphate/NaCl buffer at a protein concentration of
1 mg/mL. It should be noted that, as defined in this report, mass
concentrations of PEGylated proteins represent only the protein
portion of the molecule. For example, a 1 mg/mL solution of BDNF
and PEG-BDNF contains the same amount of protein.

PEGylation of HemoglobinsHb was PEGylated using a
PEG-vinyl sulfone (molecular weight 5000)-activated PEG from
Shearwater Polymers, Inc. (Huntsville, AL). At high pH (9-9.5),
PEG-vinyl sulfone (PEG-VS) will react slowly with lysine
groups:19

While more selective coupling with sulfhydryl groups occurs at
lower pH (7-9), reaction with hemoglobin at lower pH was
unsuccessful.

Hemoglobin in 5 mM potassium phosphate/150 mM NaCl was
adjusted to pH 9.5 by careful addition of NaOH solution and a
2.4× molar excess of dry PEG-VS was dissolved in the solution.
The reaction mixture was allowed to sit at 4 °C overnight. Half
of the solution was dialyzed against 5 mM potassium phosphate/
150 mM NaCl (pH 7.4) while the other half was dialyzed against
5 mM potassium phosphate/150 mM KCl (pH 7.4). Confirmation
of PEGylation and fractionation of PEGylated and non-PEGylated
hemoglobin was performed by FPLC size exclusion chromatogra-
phy on a HiPrep 16/60 column containing Sephacryl S-200 resin
(Pharmacia) with an elution buffer of 5 mM phosphate (pH 7.4)/
150 mM NaCl at a flow rate of 0.7 mL/min. UV absorbance at
280 nm was used for detection. Hb and PEG-Hb concentrations
were measured with a BCA total protein assay (Pierce).

Two-Phase PartitioningsThe partitioning coefficient of each
protein (concentration in the PEG phase divided by concentration
in the dextran phase) was measured in a system of 7% PEG 3350/
7% dextran/1 mg/mL protein. This system separates at room
temperature. Samples were allowed to come to equilibrium over

several hours, and the two phases were physically separated.
Protein concentration in each phase was determined by UV
absorbance at 280 nm for BDNF and PEG-BDNF and with a BCA
total protein assay for Hb and PEG-Hb.

LyophilizationsLyophilization was conducted in an FTS
Systems microprocessor controlled tray dryer (Dura-Stop, Dura-
Dry-MP). Samples were freeze-dried by the method previously
described.20 In short, samples for annealing experiments were
quench frozen in a dry ice/acetone slurry and placed on the freeze-
dryer shelf precooled to -7 °C. Samples were allowed to anneal
at -7 °C for different lengths of time prior to drying. At “time
zero”, the samples were cooled to below -30 °C and held for 120
min. Primary drying proceeded at 60 mT vacuum with the shelf
temperature set at -20 °C for 1000 min. Secondary drying
consisted of 120 min at 0, 10, and 25 °C, while maintaining vacuum
of 60 mT.

Infrared SpectroscopysProtein secondary structure was
monitored using Fourier transform infrared spectroscopy (FTIR).
Spectral collection and processing were as previously described.20,21

IR Curve FittingsCurve fitting of the second derivative IR
spectra was used to determine the relative secondary structural
content of BDNF in solution.22,23 Normalized second derivative
spectra were inverted by multiplying by -1 and then fitted with
Gaussian band profiles using the Grams/386 (Galactic Enterprises)
fitting routine. Component bands were assigned to secondary
structural elements based on wavenumber according to the method
of Dong and Caughey.24

Scanning Electron MicroscopysLyophilized cake structures
were examined using an ISI-SX-30 scanning electron microscope
operating at an acceleration voltage of 30 kV. Dried samples were
adhered with a graphite adhesive to SEM stubs and gold sputter
coated.

Results and Discussion
Characterization of PEGylated rHbsPEGylation

obviously increases the size and molecular weight of a
protein; thus, size exclusion chromatography (SEC) can be
used to evaluate the PEGylation reaction and offer some
information on the extent of PEGylation. Figure 2 shows
representative chromatograms of Hb before and after
PEGylation. Clearly, PEGylation causes a gross shift to
reduced elution times (and hence larger molecular weights),
though it is also apparent that the entire Hb population
was not PEGylated. Fractionation of PEG-Hb from non-
PEGylated Hb was made between peaks at an elution time
of approximately 75 min in Figure 2. A minimum of two
peaks is identifiable in the PEGylated population, indicat-
ing that different degrees of PEGylation exist in the
sample. Since PEG molecules (and therefore PEGylated

Figure 1sStructural representation of Cu(II)IDA-PEG. Copper partially
coordinated with the IDA-modified PEG has a strong affinity for electron-rich
surface amino acids. Adapted from Guinn.16

Figure 2sNormalized size exclusion chromatogram demonstrating PEGylation
of hemoglobin. Solid trace: Hb; dashed trace: after PEGylation reaction; dash−
dot trace: PEG-rich phase of 7% PEG/7% dextran/10 mg/mL PEG-Hb; dash−
dot−dot trace: dextran-rich phase of 7% PEG/7% dextran/10 mg/mL PEG-
Hb. All curves are normalized to the total area under peaks.
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proteins) “act” much larger in gel chromatography (as well
as gel electrophoresis) than do proteins used for column
calibration, it is difficult to assign quantitative information
to the elution peaks corresponding to PEGylated proteins
in Figure 2. However, based on the initial PEG-VS:HB
stoichiometry and on SEC performed at different reaction
times, the three main peaks observed by SEC can be
tentatively assigned to un-PEGylated-, mono-PEGylated-,
and di-PEGylated-Hb. PEGylation has no effect on the
secondary structure of hemoglobin as seen by FTIR spec-
troscopy (Figure 3). However, partitioning of hemoglobin
between the two phases of a system of 7% PEG 3350 and
7% dextran T500 is drastically effected by PEGylation.
Hemoglobin partitions preferentially to the dextran phase
with a partition coefficient (PEG phase/dextran phase) of
about 0.3. PEGylated hemoglobin on the other hand has
a partition coefficient of 3.1. In other words, while only
about 30% of Hb is in the PEG phase, over 80% of the PEG-
Hb sample is in the PEG phase.

Lyophilization of PEG-HbsThe formation of pure ice
during freezing results in concentration of solutes. In
protein formulations containing excipients, such concentra-
tion can cause solute-solute phase separation to become
thermodynamically favored, albeit often with slow kinet-
ics.20,21,25 Annealing frozen solutions at subzero tempera-
tures allows phase separations to proceed toward equilib-
rium and serves to magnify effects of such separations on
protein stability. Annealing experiments that mimic those
in the previous report20 were conducted on PEG-Hb samples.
In brief, samples were quench frozen and allowed to anneal
for various lengths of time at -7 °C before freeze drying.
After freeze-drying, hemoglobin structure in the dried solid
was analyzed by IR spectroscopy as a function of annealing
time. Figure 4 shows the depth of the R-helix band (ca.
1656 cm-1) from second derivative IR spectra as a function
of annealing time. The depth of the R-helix band is the
primary indicator of “nativelike” structure in these hemo-
globin studies (more negative values correspond to greater
retention of nativelike structure; native hemoglobin has a
R-helix band depth of ∼ -0.07 as can be seen in Figure 3).
The first thing apparent in the data in Figure 4 is that
PEG-Hb lyophilized in buffer alone retains more R-helix
in the dried state than does Hb. This raises important
questions regarding the possibility of covalently attached
PEG acting as a stabilizer during freeze-drying. PEG is
known to be an excellent protein stabilizer in frozen
solutions.26 However, studies in the literature have dem-

onstrated the failure of PEG as a desiccoprotectant.27 This
is attributed to the tendency of PEG to crystallize during
freeze-drying, making it unavailable to hydrogen bond with
the protein27 or form a “single phase glass”.25,28 It is likely,
however, that covalent attachment to a protein surface will
prevent, or at least greatly decrease, PEG crystallization.
Whether one or two PEG molecules per protein would be
sufficient to replace hydrogen bonds or form a protective
glass is unknown.

Hb and PEG-Hb freeze-dried in 4% PEG/4% dextran also
differ significantly in their native structural retention as
seen in Figure 4. PEGylation appears to reduce the loss
of nativelike structure with annealing. A number of
explanations are possible. It may be that the added
protection provided by PEGylation is also effective in
reducing the damage in the phase-separating system.
PEGylation also alters the surface properties of the protein,
perhaps making it less active at the liquid-liquid interface
created by the PEG/dextran phase separation. Since
concentration and denaturation at this interface is a
probable mechanism of damage,20 removal of the protein
from the interface by PEGylation could prevent this
damage. Finally, if the loss of native structure of Hb with
annealing is due to partitioning away from a stabilizer
(PEG in this case), then reversing this partitioning would
dampen the effect. Although dextran can form protective
glasses and potentially replace some hydrogen bonds, its
bulky size could make it less effective than PEG as a
dessicoprotectant. This explanation seems unlikely, how-
ever, since Hb lyophilized in either 8% PEG or 8% dextran
shows essentially equivalent levels of structural retention
(data not shown).

PEG-Hb was also lyophilized in a 4% PEG/4% dextran
solution with NaCl replaced with KCl. The results with
PEG-Hb are the same as those seen with Hb: essentially
no change in R-helix content occurs with annealing (Figure
5). We have previously shown20 that switching to KCl
prevents the phase separation from occurring. This is
thought to be due to kinetic prevention of the PEG/dextran
phase separation by the formation of a strong glass. Figure
5 also contains an anomalous result where an abrupt loss
in structure occurs after 8 h of annealing. It is thought
that this is the result of the thermodynamically unstable
yet kinetically hindered phase separation relaxing sporadi-
cally. A corresponding radical change in cake structure is
also seen in scanning electron microscopy images (not
shown). The initiation of this relaxation is unknown. This

Figure 3sSecond derivative IR spectra of hemoglobin controls in solution.
Solid trace: Hb in buffer (pH 7.4); dashed trace: Hb in top phase of a 7%
Cu(II)IDA-PEG/7% dextran system; dash−dot trace: Hb at PEGylation reaction
conditions (pH 9.5); dash−dot−dot trace: PEG-Hb in buffer (pH 7.4).

Figure 4sEffect of PEGylation on hemoglobin structure annealed in the PEG/
dextran system. Depth of the R-helix band (ca. 1656 cm-1) from second
derivative infrared spectra of lyophilized Hb (open symbols) and PEG-Hb (filled
symbols) as a function of sample annealing time at −7 °C prior to drying.
Circles are for 10 mg/mL protein in 5 mM potassium phosphate/150 mM NaCl
(pH 7.4). Triangles also contained 4% PEG 3350/4% dextran T500. Open
triangles presented previously.20,21
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is the only observed example of such sporadic behavior in
kinetically hindered samples.

Lyophilization of Hb with Cu(II)IDA-PEGsSolutions
of 4% Cu(II)IDA-PEG and 4% dextran T500 containing 10
mg/mL Hb form two phases at 0 °C. Thus, polymer
concentrations were reduced to 3% Cu(II)IDA-PEG/3%
dextran in freeze-drying studies to ensure single-phase
solutions prior to freezing. Hb in a solution of 7% Cu(II)-
IDA-PEG/7% dextran is entirely (within limits of detection)
in the PEG-rich phase. While considerable copper-cata-
lyzed oxidation of hemoglobin occurs in solutions of Cu-
(II)IDA-PEG,16 this is not a concern for the present study.
Hb secondary structure is not affected by the presence of
even high concentrations of Cu(II)IDA-PEG, as seen in
Figure 3.

IR spectroscopy of Hb lyophilized in Cu(II)IDA-PEG-
containing samples is summarized in Figure 6. There is
not a significant change in R-helix content with annealing
time in the system of 3% Cu(II)IDA-PEG/3% dextran. As
in the case with PEG-Hb, the use of a metal affinity
partitioning agent greatly increases the partitioning of
hemoglobin to the PEG phase. The increased partitioning
is even greater with the use of the metal-chelating ligand:
essentially all of the hemoglobin is moved to the PEG phase
at equilibrium. This increase in partitioning is larger than
that caused by the covalent attachment of PEG-VS. This

can be understood in terms of relative PEG attachment
densities. Hb has 16 sites available for PEG attachment
via Cu(II)IDA-PEG.16 Although it is unlikely for steric
reasons that all of the potential sites could ever be filled,
there is almost certainly more PEG attached to Hb via Cu-
(II)IDA-PEG chelation than by covalent attachment with
PEG-VS. By increasing the affinity of the protein for the
PEG phase, we are depleting the dextran phase of hemo-
globin, but there is likely also a decreased concentration
of protein at the liquid-liquid interface, due to the large
difference in protein affinity of the two phases.

BDNF Solution StructuresFTIR spectroscopy of BDNF
and PEG-BDNF in solution was first performed to gain
information on the secondary structural content. Figure
7 shows the amide I region of second derivative IR spectra
of BDNF and PEG-BDNF in 10 mM sodium phosphate/
150 mM NaCl (pH 7.0). Quantitative analysis of BDNF
secondary structure was obtained by curve fitting the
second derivative spectra as seen in the example in Figure
8 and summarized in Table 1. This quantification is in
fair agreement with reported structural assignments for
BDNF (47% â-structure, 31% random coil, 22% reverse
turns, no R-helix).29 Table 1 shows that there is a slight
increase in bands assignable to random structure and
turns, and decreases in â sheet bands for the PEGylated
protein, possibly indicating a less ordered structure.

Lyophilization of BDNF and PEG-BDNFsBDNF
and PEG-BDNF were freeze-dried in the presence of 4%

Figure 5sPEG-Hb lyophilized in KCl buffer. Depth of the R-helix band (ca.
1656 cm-1) from second derivative infrared spectra of lyophilized Hb (open
symbols) and PEG-Hb (filled symbols). Circles are for 10 mg/mL protein in 5
mM potassium phosphate/150 mM KCl (pH 7.4). Triangles also contain 4%
PEG 3350/4% dextran T500. The square data points represent an anomalous
example of a “relaxation” of the kinetically hindered phase separation (solutions
same a triangles). Annealing is at −7 °C prior to drying. Open triangles
presented previously.20,21

Figure 6sHb lyophilized in Cu(II)IDA-PEG solutions. Circles, Hb in 3% PEG
4600/3% dextran T500; squares, Hb in 3% Cu(II)IDA-PEG; triangles, Hb in
3% Cu(II)IDA-PEG/3% dextran. All solutions contain 5 mM potassium
phosphate/150 mM NaCl (pH 7.4).

Figure 7sAmide I region of second derivative IR spectra of BDNF (solid
trace) and PEG-BDNF (dashed trace) in solution (10 mM sodium phosphate
(pH 7.0)/150 mM NaCl). Protein concentrations were >20 mg/mL.

Figure 8sCurve-fitted inverted second derivative spectrum of BDNF in solution.
Areas of fitted peaks are summarized in Table 1.
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PEG/4% dextran, as well as in solutions containing only
PEG or only dextran. Figure 9 shows the IR spectral
changes seen with both BDNF and PEG-BDNF freeze-dried
from buffer alone. In the dried state spectra, there is a
considerable shift to higher wavenumbers for all of the
structural bands. Frequency shifts in structural bands
upon dehydration have been reported previously for â-sheet
proteins.23,30,31 Yet, it remains unresolved whether such a
shift in band frequency reflects gross conformational
changes in the protein upon dehydration or is simply due
to a change in stretching vibration (and thus IR absor-
bance) in secondary structures due to the removal of
hydrogen-bonded water. Allison et al.30 report that shifts
seen in the â-sheet bands upon lyophilization of chymo-
trypsinogen return to the frequencies of the solution state
spectrum (before freeze drying) when the protein is freeze-
dried in the presence of sucrose. This could be due to
hydrogen bond replacement by the sugars.32 In our studies
with BDNF, all dried state spectra, regardless of excipient,
have demonstrated the same shifting in resolved band
frequencies. However, if the band frequencies and struc-
tural assignments for the solution spectra are fitted to the
dried state spectra of BDNF, the result is a dramatic
change in band area from the â-sheet band at 1637 cm-1

to the random structure band at 1644 cm-1 while main-
taining the â-sheet band at 1688 cm-1. This is an unlikely
interpretation of the data: it seems unreasonable that one
â-sheet vibrational mode would be nearly eliminated but
not the other. Thus, for the sake of this study, we will
interpret the shifting in band frequencies as a dehydration
effect and not necessarily a secondary structural perturba-
tion. In other words, the bands ca. 1645 and 1691 cm-1 in
the dried solid will be considered to coincide with the 1637
and 1688 cm-1 â-sheet solution bands, respectively. The

relative intensities of these bands, however, can be con-
sidered structural perturbations.

The two â-sheet bands in BDNF presumably correspond
to different types of â-sheet configurations. Monitoring the
depth of the two â-sheet bands (as an indicator of band
intensity) may be useful in resolving structural differences
seen in different freeze-drying formulations. Table 2
reports the depth of the â-sheet band ca. 1690 cm-1 as well
as the ratio of the band depth at 1640 cm-1 to that at 1690
cm-1 from second derivative IR spectra of BDNF in solution
and freeze-dried in a number of formulations. Deviations
in band depth from the solution spectrum are considered
structural perturbations from the native structure. The
formulations in Table 2 are ordered by the band depth at
1640 cm-1. By this ordering, there is a clear segregation
between samples containing PEG and those containing only
dextran, with the PEG-containing samples retaining more
nativelike structure. Unlike the hemoglobin results, little
change in BDNF structure is seen with 8 h of annealing
at -7 °C for the 4% PEG/4% dextran sample.

PEG-BDNF freeze-drying results are summarized in
Table 3. While the order dictated by the â-sheet band at
1640 cm-1 is slightly different with PEG-BDNF than with
BDNF, the general segregation between PEG and dextran
samples remains. By this quantification, structural reten-
tion is better for PEG-BDNF lyophilized in buffer alone
than in the presence of polymer. There may also be some

Table 1sBand Positions, Relative Intensities, and Secondary
Structural Assignment for the Amide I Region of Infrared Spectra of
BDNF and PEG-BDNF

% area
frequency

(cm-1) assignment BDNF PEG-BDNF

1688 â-sheet 20.7 17.5
1677 turn 4.4 3.1
1667 turn 10.6 10.7
1660 turn 9.3 10.3
1644 random 26.9 35.1
1637 â-sheet 29.9 23.3

Figure 9sSecond derivative IR spectra of BDNF (dashed trace) and PEG-
BDNF (dash−dot trace) in the dried state, freeze-dried from buffer alone. The
BDNF solution spectrum (solid trace) is shown for reference.

Table 2sStructural Retention of BDNF Freeze Dried in Various
Excipient Combinations

excipient(s)
depth of band ca. 1690 cm-1

(arbitrary units) â-sheet ratiob

solution (reference) −0.0211 0.593
100 mM sucrose −0.0174 0.544
8% PEG, 100 mM sucrose −0.0149 0.682
8% PEG −0.0145 0.442
8% PEG, 8 ha −0.0132 0.411
8% PEG, 500 mM sucrose −0.0118 0.304
4% PEG/4% dextran −0.0101 0.285
500 mM sucrose −0.0097 0.436
4% PEG/4% dextran, 8 ha −0.0087 0.251
buffer alone −0.0083 0.198
8% dextran, 500 mM sucrose −0.0071 0.201
8% dextran, 100 mM sucrose −0.0063 0.176
8% dextran, 8 ha −0.0062 0.189
8% dextran −0.0055 0.222

a Samples annealed for 8 h at −7 °C prior to drying (see Materials and
Methods). b â-sheet ratio ) (depth of band ca. 1690 cm-1)/(depth of band
ca. 1640 cm-1).

Table 3sStructural Retention of PEG-BDNF Freeze Dried in Various
Excipient Combinations

excipient(s)
depth of band ca. 1690 cm-1

(arbitrary units) â-sheet ratiob

solution (reference) −0.0190 0.596
buffer alone −0.0148 0.459
8% PEG −0.0130 0.379
8% PEG, 100 mM sucrose −0.0124 0.334
8% PEG, 8 ha −0.0121 0.363
8% PEG, 500 mM sucrose −0.0113 0.290
4% PEG/4% dextran, 8 ha −0.0094 0.257
8% dextran, 8 ha −0.0083 0.230
8% dextran, 500 mM sucrose −0.0083 0.198
4% PEG/4% dextran −0.0073 0.226
8% dextran, 100 mM sucrose −0.0070 0.190
8% dextran −0.0048 0.174

a Samples annealed for 8 h at −7 °C prior to drying (see materials and
methods). b â-Sheet ratio ) (depth of band ca. 1690 cm-1)/(depth of band
ca. 1640 cm-1).
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improvement in retention of secondary structure after
annealing for PEGylated BDNF in the PEG/dextran sys-
tem.

The detrimental effects of phase separation seen in
hemoglobin studies (Figure 4) is not as apparent with
BDNF or PEG-BDNF over the annealing times examined
here, despite the fact that the PEG/dextran phase separa-
tion in the dried solid as seen by scanning electron
microscopy looks similar (SEM not shown). The equilib-
rium partitioning of BDNF in a PEG/dextran two-phase
system may be partly responsible for this result. While
hemoglobin has a partition coefficient (concentration in the
PEG phase divided by concentration in the dextran phase)
of around 0.3 in a PEG/dextran two-phase system, BDNF’s
partition coefficient has been measured to be 2.4. This
means that about 70% of hemoglobin partitions to the
dextran-rich phase while about 78% of BDNF is in the
PEG-rich phase. PEGylating hemoglobin causes the amount
of protein in the PEG-rich phase to increase to over 80%
while PEGylating BDNF causes the partition coefficient
to increase to around 4.2 which means around 86% of the
protein is in the PEG-rich phase. Thus, the change in
partitioning as a result of PEGylation is considerably less
for BDNF compared to hemoglobin. Therefore, unmodified
BDNF may already receive the protective effect of a
partitioning that favors the PEG-rich phase, namely re-
moval from an interface and/or increased availability of
PEG during drying. Alternatively, the differences in
behavior between hemoglobin and BDNF may be intrinsic
to the structural motifs of the two proteins. During
lyophilization, secondary structural damage to hemoglobin
is seen primarily as loss of R-helix. BDNF does not contain
R-helical structure and therefore may not be sensitive to
the same stresses.

Protein/Polymer Phase SeparationsSEM images of
the freeze-dried cake of BDNF and PEG-BDNF in dextran
suggest a possible protein-polymer phase separation dur-
ing lyophilization (Figure 10). A dispersed phase is present
that is not typical of lyophilized dextran. Given BDNF’s
partitioning behavior in a PEG/dextran system, it may be
reasonable to say that BDNF is more “PEG-like”, which
could lead to incompatibilities with dextran that result in
a phase separation. Samples of PEG-BDNF-lyophilized in
dextran show a similar separated phase. Phase separation
in solutions of dextran and PEG-BDNF has been observed
at room temperatures. Closer examination of BDNF
structure when freeze-dried in dextran (Figure 11) suggests
a structural change with annealing. The broad, flattened
bands in the spectra of both BDNF and PEG-BDNF in
dextran are typical of denatured proteins, representing a
more disperse conformational population. These bands

narrow and deepen with annealing prior to drying, which
could indicate added conformational stability. If a BDNF/
dextran phase separation is occurring, more of the protein
would be contained in a nondextran, high concentration
protein phase with annealing. Protein self-association in
a phase out of contact with dextran appears to provide
BDNF with added stability in the dried state. This effect
is greater with PEG-BDNF, emphasizing the greater
separation driving force due to greater incompatibility with
dextran.

Conclusions
Alteration of hemoglobin partitioning by PEGylation as

well as by metal affinity ligands increases the structural
integrity of the protein when lyophilized from a PEG/
dextran system as well as from buffer alone. In contrast,
both BDNF and PEGylated BDNF exhibit similar levels
of damage during freeze-drying. This can in part be
explained by the relative affinities of the various proteins
and protein derivatives for PEG. Although PEG can be a
potent stabilizing excipient, hemoglobin partitions away
from a PEG-rich phase in PEG/dextran two-phase systems;
this behavior is reversed upon PEGylation. On the other
hand, unmodified BDNF favors the PEG-rich phase, and
PEGylation only increases this tendency.

PEGylation of a protein can be expected to alter the
protein’s surface characteristics, and thus its interaction
with other “surfaces”, including interfaces and cosolutes.

Figure 10sScanning electron microscopy images showing potential polymer/protein phase separation. (a) BDNF freeze-dried in 8% dextran (1000× magnification)
and (b) PEG-BDNF freeze-dried in 8% dextran (2000× magnification).

Figure 11sSecond derivative IR spectra from BDNF (black lines) and PEG-
BDNF (gray lines) lyophilized in 8% dextran. Broken lines were annealed at
−7 °C for 8 h prior to drying while solid lines were not annealed. BDNF solution
spectrum (dotted trace) is shown for reference.
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Current theories of stabilizing mechanisms during lyo-
philization27,28,33 all allude to the importance of compat-
ibilities between the protein and a formulation’s glass
forming excipients. Addition of PEG to a protein surface
changes the interactions between excipients and the pro-
tein. In this study, PEGylation actually improves hemo-
globin structural retention in the dried state, and reduces
BDNF structural loss during annealing in frozen solutions.
However, caution is appropriate: therapeutic protein
formulations optimized for the nonmodified protein may
not generally provide adequate protection when formulat-
ing PEGylated derivatives.
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Abstract 0 A novel mathematical model for the water transport into
and drug release from hydroxypropyl methylcellulose (HPMC) tablets
is presented. Fick’s second law of diffusion is used to describe the
mass transfer processes in the three-component system drug/polymer/
water. Numerical solutions of the respective set of partial differential
equations are provided, considering axial and radial diffusion within
cylindrical tablets. It is shown that the diffusion coefficients strongly
depend on the water concentration (parameters quantifying this
dependence have been determined). Swelling of the device is
considered using moving boundary conditions, whereas dissolution
processes are neglected. Experiments proved the applicability of the
theory. The practical benefit of the new model is to calculate the
required shape and dimensions of HPMC tablets to achieve a desired
release profile.

Introduction

Hydroxypropyl methylcellulose (HPMC) is the dominant
hydrophilic carrier material used for the preparation of oral
controlled drug delivery systems.1 One of its most impor-
tant characteristics is the high swellability, which has a
significant effect on the release kinetics of a drug. Upon
contact with a dissolution medium, water or biological fluid
diffuses into the tablet, resulting in polymer chain relax-
ation with volume expansion. Then, the drug diffuses out
of the device.

Numerous studies have been reported in the literature
to investigate the drug release kinetics from HPMC
tablets.2-4 The modification of the surface area of HPMC
tablets in order to achieve a desirable release rate has been
studied by Colombo et al.5,6 Various techniques have been
used to elucidate the physical processes involved in the
release of drugs from HPMC tablets. For example, pulsed-
field-gradient spin-echo NMR methods have been em-
ployed to measure the diffusivities of water and drugs in
HPMC gels.7 Recently, Fyfe and Blazek8 investigated the
hydrogel formation by NMR spectroscopy and NMR imag-
ing techniques.

Yet, up to now there has not been any complete math-
ematical model that takes into account all the important
phenomena occurring during drug release. Various sim-
plifications have been made, e.g., neglect of the swelling
process,9 or assumption of constant diffusion coefficients.11

Fu et al.12 derived an analytical solution of Fick’s second
law, using cylindrical coordinates. The model is applicable
to tablets that range from the shape of a flat disk (radius
. thickness) to that of a cylindrical rod (radius , thick-
ness), but they did not consider the volume expansion of
the system and assumed constant diffusion coefficients.

A model for the prediction of the relative change in drug
release rate as a function of formulation composition for
HPMC tablets of adinazolam mesylate and alprazolam has
been developed by Gao et al.9 It is based on the equation
derived by Higuchi10 for the diffusional release of soluble
drugs from polymeric matrixes, considering concentration
dependent diffusivities. The swelling of the system is not
taken into account, and the mathematical analysis reduced
to one dimension. Cohen and Erneux13,14 used free bound-
ary problems to model swelling controlled release. Drug
release is achieved by countercurrent diffusion through a
penetrant solvent with the release rate being determined
by the rate of diffusion of the solvent in the polymer.

Korsmeyer et al.15 developed a model describing the
diffusion of a penetrant and a solute in a swellable polymer
slab and verified the model experimentally.16 Concentra-
tion dependent diffusivities and dimensional changes in the
system have been considered, but these theories13-16 have
been developed for thin films, not for cylindrical tablets.

The purpose of this study was to develop a new, physi-
cally realistic mathematical model, taking into account all
the important processes including Fickian diffusion of
water into and drug out of cylindrical tablets (in axial and
radial direction, with concentration dependent diffusivi-
ties), as well as swelling. The model does not take into
account dissolution processes. Thus, it is not valid for
water-insoluble drugs whose release is governed by dis-
solution rather than by diffusion. To test the applicability
of the new model, experiments were conducted with various
drugs (chlorpheniramine maleate, diclofenac sodium, and
propranolol hydrochloride) in different release media (0.1
M HCl, 0.1 M phosphate buffer (pH 7.4), and deionized
water). The practical benefit of the new model is to
optimize the shape and dimensions of HPMC tablets to
achieve a desired release profile. For instance, the effect
of the aspect ratio (radius/height) and size of the system
on the release kinetics of a drug has been simulated.

Experimental Section

MaterialssThe following chemicals were obtained from com-
mercial suppliers and used as received: chlorpheniramine maleate
(Sigma Chemical Co., St. Louis, MO), diclofenac sodium (Lederle
Arzneimittel GmbH, Wolfratshausen, Germany), propranolol hy-
drochloride (Sigma Chemical Co., St. Louis, MO), hydroxypropyl
methylcellulose (Methocel K15M Premium Grade) (Colorcon,
Nordmann Rassmann GmbH & Co., Hamburg, Germany).

MethodssThe drug (20 mg) and HPMC were blended with a
pestle in a porcelain mortar by geometric dilution. Tablets (200
mg, 13 mm diameter) were prepared by compressing the powder
blend manually (Specac Hydraulic Press P/N 25.011, Specac
Limited, Kent, UK; compaction force ) 5 t, holding time ) 15 s).

The USP XXIII rotating paddle method (37 °C, 50 rpm, 900 mL
of deionized water, 0.1 M HCl or 0.1 M phosphate buffer (pH 7.4)
USP XXIII) was used to study the drug release. The samples (2
mL, replaced with fresh medium) were withdrawn at predeter-
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mined time intervals, filtered, and assayed spectrophotometrically
(chlorpheniramine maleate, λ ) 264 nm; diclofenac sodium, λ )
276 nm; propranolol hydrochloride, λ ) 290 nm). All experiments
have been conducted in triplicate.

Mathematical Modeling

A new model has been developed to describe water and
drug transport in HPMC tablets. The following assump-
tions have been made: (i) Dissolution processes are ne-
glected. (ii) Swelling is ideal, isotropic, and homogeneous
throughout the device (including water-poor regions). The
error resulting from this approximation only becomes
significant in the case of extreme aspect ratios. The
experimental results presented in this study and further
results to be presented in a future paper prove the validity
of this assumption for pharmaceutically common aspect
ratios. (iii) The water concentration at the surface of the
tablet is at its equilibrium value. (iv) Perfect sink condi-
tions are maintained. (v) Water imbibing in axial/radial
direction leads to a volume increase in axial/radial direction
that is proportional to the relative surface area in this
direction.

The mass transfer processes are based on Fick’s second
law of diffusion in cylindrical coordinates:17

Here, ck and Dk are the concentration and diffusion
coefficient of the diffusing species (k ) 1: water; k ) 2:
drug), respectively, and r denotes the radial coordinate, z
the axial coordinate, θ the angle perpendicular to both axis,
and t represents time. As there is no concentration
gradient of any component with respect to θ [Figure 1a],

this equation can be transformed into:

Two important features of diffusion in swellable polymer
systems are considered in this mathematical model: (i)
strong concentration dependence of diffusivities and (ii)
volume changes due to water imbibition and drug release.

According to the free volume theory, a Fujita-type18

exponential dependence of the diffusion coefficients for
water and drug, D1 and D2, can be written as:

where â1 and â2 are dimensionless constants, character-
izing this concentration dependence. Also c1eq (762 mg/
mL20) denotes the water concentration and D1eq and D2eq
the respective diffusion coefficients of water and drug in
the equilibrium swollen state of the system.

A schematic of the tablet for mathematical analysis is
given in Figure 1, parts a and b. The tablet is allowed to
swell in both axial and radial direction. The swelling is
assumed to be ideal. Hence, the total volume of the tablet
at any instant is given by the sum of the volumes of
polymer, water, and drug. At t ) 0 the tablet is dry and
thus the water concentration at any position is equal to
zero. The drug concentration within the tablet is uniform
and equal to its initial concentration, cin. This can be
written for water as:

and for drug as:

where R0 is the initial radius of the tablet, and Z0 denotes
the initial half-thickness of the cylindrical tablet.

At the surface of the tablet, the concentration of water
is assumed to be at its equilibrium value, c1eq, for t > 0.
The respective boundary conditions are written as follows:

and

Here, Rt and Zt represent the time dependent radius and
half-height of the tablet. The drug concentration at the
surface of the tablet is assumed to be equal to zero (perfect
sink condition):

To minimize computation time, the origin of the coordi-
nate system is placed at the center of the tablet (Figure
1a). As can be seen in Figure 1b, there are two symmetry
planes for the drug and water concentration profiles. Thus,
only the concentration profiles within a quarter of the
cylindrical tablet have to be calculated. The mathematical
treatment of this phenomenon is given by the following

Figure 1s(a) Schematic of the tablet for mathematical analysis, with (b)
symmetry planes in the axial and radial directions for the water and drug
concentration profiles.
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boundary conditions:

for water, and

for the drug.
Due to the concentration dependence of the diffusion

coefficients, there is no analytical solution of this set of
partial differential equations (eqs 2-14). Thus, they were
solved numerically, using finite differences.

The principle of this method is illustrated in Figures 2
and 3. The time dependent radius, Rt, and half-height, Zt,
of the cylindrical tablets are divided into I and J space
intervals, ∆r and ∆z, respectively, generating a grid of (I
+ 1) × (J + 1) grid points. The time is divided into g time
intervals ∆t (for most of the simulations we have chosen:
I ) J ) 50 and g ) 500000). Using eqs 2-4 and eqs 7-14,
the concentration profiles of water and drug for a new time
step (t ) t0 + ∆t) can be calculated, when the concentration
profile is known at the previous time step (t ) t0). The
concentration at a certain inner grid point (i × ∆r, j × ∆z)
for the new time step (t ) t0 + ∆t) is calculated from the
concentrations at the same grid point (i × ∆r, j × ∆z) and
its four direct neighbors [(i - 1) × ∆r, j × ∆z; i × ∆r, (j -
1) × ∆z; i × ∆r, (j + 1) × ∆z; (i + 1) × ∆r, j × ∆z] at the
previous time step (t ) t0). The concentrations at the outer
grid points (i ) 0 v i ) I v j ) 0 v j ) J) for the new time
step (t ) t0 + ∆t) are calculated using the boundary
conditions (eqs 7-14). At time t ) 0 the concentration
profile of the drug and water are given by the initial
conditions (eqs 5 and 6). Hence, the concentration profiles
at t ) 0 + ∆t, t ) 0 + 2∆t, t ) 0 + 3∆t,..., t ) 0 + g∆t can
be calculated sequentially.

In addition, the total amount of water and drug within
the system is calculated at each time step (by integrating
the respective concentrations with respect to r, z, and θ).

Then, assuming ideal swelling, the new volume of the
system is determined. With this knowledge, the new
radius and height of the tablet are calculated. It is
assumed that water imbibing in the axial direction leads
to a volume increase in the axial direction, whereas water
imbibing in the radial direction leads to a volume increase
in the radial direction. The increase in volume in each
direction is proportional to the surface area in this direc-
tion.

There are four unknown parameters in the presented
model which have to be determined: â1, â2, D1eq, and D2eq.
The constants â1 and D1eq are obtained by fitting eqs 2, 3,
5, 7, 8, 11, and 12 to experimental water uptake data of
drug-free tablets (cin ) 0, thus, values for â2 and D2eq are
not required) (least-squares method, combined with the
Nelder-Mead method,19 two-parameter fit), whereas the
values for â2 and D2eq are subsequently determined by
fitting the model (eqs 2-14) to experimental drug release
data (two-parameter fit).

Results and Discussion

Water UptakesData for water uptake studies in HPMC
were reported by Tahara.20 Figure 4 shows the fit of the
new model (to determine â1 and D1eq) to the experimentally
determined relative amount of water taken up by HPMC
tablets versus time. There is good agreement between
theory and experiment (correlation coefficient ) R2 )
0.994). Thus, diffusion governs the water uptake into
HPMC tablets. It was found that the diffusion coefficient
of the diffusing species significantly depends on the water
content of the system. The explanation for this phenom-
enon is based on the fact that the mobility of the polymer
chains strongly depends on the water content of the tablet.
Hence, the free volume available for diffusion is a function
of the water concentration, resulting in concentration
dependent diffusivities. The constant that characterizes
this dependence, âk, is specific for the diffusing molecules.
For water, a value of â1 ) 2.5 was calculated. In addition,
the diffusion coefficient of water within the fully swollen
tablet was determined as D1eq ) 5.6 × 10-6 cm2/s.

Figure 2sSchematic of the tablet for numerical analysis.

Figure 3sPrinciple of the numerical analysis: calculation of the concentration
profile of a diffusing species at a new time step from the concentration profile
at the previous time step.t > 0
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Drug ReleasesThe drug release kinetics of propranolol
hydrochloride in 0.1 M phosphate buffer (pH 7.4) are shown
in Figure 5 for tablet dimensions of R0 ) 0.65 cm, Z0 )
0.069 cm. The new model was fitted to the experimentally
determined relative amount of drug released versus time
(correlation coefficient ) R2 ) 0.993). Once more, diffusion
governs the transfer kinetics, with concentration dependent
diffusion coefficients. The two important parameters
characterizing this process, the diffusion coefficient of the
drug within the fully swollen tablet, D2eq, and the constant
â2, characterizing the concentration dependence of D2 on
the water content, were determined as D2eq ) 6.3 × 10-7

cm2/s, and â2 ) 9.5.
As expected from the free volume theory, D2eq is less than

D1eq, and â2 is greater than â1. According to the theory,
the size of the diffusing molecules significantly affects the
transfer rate. The jump from one cavity to another for a
given cavity size distribution is easier for smaller than for
larger molecules. Hence, the diffusion coefficient of water
in the fully swollen tablet is higher than the respective
diffusion coefficient of propranolol hydrochloride.

Concerning the â-values, the relations are more complex.
The dependence of the diffusivity on the water content of
the system is a function of the molecular size of the
diffusing species. The diffusion rate of small molecules
within the polymer system is less affected by the mobility
of polymer chains than is the diffusion rate of big molecules

(above a certain minimum void size). For small diffusing
molecules, much smaller than the average void size,
diffusion occurs by localized activated jumps from one
preexisting cavity to another; only a few monomer seg-
ments are involved. With larger diffusing species, preex-
isting cavities may be unable to accommodate the diffusing
molecules. Therefore, larger numbers of monomer seg-
ments must be rearranged to allow the molecules to
diffuse.21 Thus, the relative increase of the diffusion
coefficient of water with increasing water content is less
steep than the respective increase of the diffusion coef-
ficient of propranolol hydrochloride. These relations are
illustrated for water and propranolol hydrochloride diffu-
sivities in Figure 6, normalized to the equilibrium concen-
tration of water and to the respective diffusion coefficients
in the fully swollen tablet (â1 ) 2.5, â2 ) 9.5).

Swelling KineticssSwelling is associated with polymer
chain relaxation with volume expansion. The increasing
dimension of the system is considered in the new model
by moving boundary conditions (eqs 7-14). It is assumed
that the total volume of the system is equal to the sum of
the volumes of the polymer, water, and drug. The increas-
ing radius, Rt, half-height, Zt, and volume, Vt, of the tablets
can be calculated. Figure 7 shows the respective data of
propranolol hydrochloride containing tablets (R0 ) 0.65 cm,
Z0 ) 0.069 cm, release medium: phosphate buffer (pH 7.4),
â1 ) 2.5, D1eq ) 5.6 × 10-6 cm2/s), normalized to the

Figure 4sFit of the model to the experimentally determined water uptake
data.20

Figure 5sFit of the model to the experimentally determined amount of
propranolol hydrochloride released [release medium: phosphate buffer (pH
7.4)].

Figure 6sNormalized concentration dependencies (calculated) of the diffusion
coefficients of water and propranolol hydrochloride on the water concentration
in the system.

Figure 7sSwelling kinetics (calculated) of the HPMC tablets: increase in
volume (V), half-height (Z), and radius (R).
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respective initial values at t ) 0. It is shown that the
swelling of the tablet is much faster than the release of
the drug (Figure 5 shows the release profile of the same
tablets). The water uptake is complete after approximately
6 h, whereas the drug is released over a period of ap-
proximately 24 h. This is due to the higher mobility of the
water molecules in the system, resulting in higher diffusion
coefficients in the fully swollen tablet. In addition, the
â-value of water is much smaller than the â-value of
propranolol hydrochloride.

The increase in radius and height is very high at the
beginning and then declines with time. Interestingly, the
relative increase in height is approximately 9-fold of the
relative increase in radius. The reason for this phenom-
enon is the difference in the surface area of the tablet in
both directions. In the axial direction the surface area is
much greater than in the radial direction (2.65 cm2, instead
of 0.56 cm2). Hence, more water can imbibe in the axial
direction and cause the tablet to swell in this direction.
The increase in volume of the tablet (by a factor equal to
4) is very important for the additional imbibition of water
and for the drug release kinetics. As shown above, both
processes are governed by diffusion. Increasing dimensions
of the tablets lead to increasing diffusion pathways and
thus to decreasing diffusion rates. The effect of the
increasing diffusion pathways competes with the effect of
the increasing diffusivities of the diffusing species, due to
the increasing polymer mobility.

Water and Drug Concentration ProfilessWith the
new model, further insight into the mass transfer mecha-
nisms is achieved. The concentration profiles of both
species, water and drug, can be calculated at any instant.
Figure 8 shows the water profiles within the tablets (R0 )
0.65 cm, Z0 ) 0.069 cm, release medium: phosphate buffer
(pH 7.4), â1 ) 2.5, D1eq ) 5.6 × 10-6 cm2/s) at 30 min
(Figure 8a), and 3 h (Figure 8b). For reasons of clarity,
the concentration profiles within only one-quarter of the
tablet (as indicated in Figure 1b) are presented. Steep
concentration gradients directed to the middle of the tablets
are observed for small time periods. They are the driving
force for additional water imbibition. The steepness of
these curves declines with time; thus, the transfer rate
declines with time. This effect overlaps with the two
others, described above: the increasing diffusion pathways
and the increasing diffusion coefficients. The respective
concentration profiles of propranolol hydrochloride are
presented in Figure 9 (R0 ) 0.65 cm, Z0 ) 0.069 cm, release
medium: phosphate buffer (pH 7.4), â1 ) 2.5, D1eq ) 5.6 ×
10-6 cm2/s, â2 ) 9.5, D2eq ) 6.3 × 10-7 cm2/s), at 30 min
(Figure 9a), and 3 h (Figure 9b). Again, at the beginning
there are steep concentration gradients, which are declin-
ing with time. The high driving force at the beginning, in
combination with short diffusion pathways, leads to high
release rates, as can be shown theoretically as well as
experimentally (Figure 5).

Concentration Dependent DiffusivitiessAs de-
scribed above, the diffusion coefficients of water and drug
strongly depend on the water content of the tablet. Thus,
they are functions of both time (t) and position (r, z, θ)
within the system. With the new model, the diffusivities
can be calculated at any time and position.

Figure 10 shows the diffusion coefficient of propranolol
hydrochloride at three different positions as a function of
time: (i) at the surface of the tablet, (ii) within the tablet
(r ) Rt/2, z ) Zt/2, θ), and (iii) at the center of the tablet.
The following parameters have been used: R0 ) 0.65 cm,
Z0 ) 0.069 cm, â1 ) 2.5, D1eq ) 5.6 × 10-6 cm2/s, â2 ) 9.5,
D2eq ) 6.3 × 10-7 cm2/s (release medium: buffer pH 7.4).
For reasons of clarity, the data are normalized to the
respective diffusivities in the fully swollen system. The

diffusion coefficient levels off instantaneously to its equi-
librium value at the surface of the tablet upon contact with
the release medium. In contrast to this, the diffusivity
within the tablet, as well as at the center, shows a
sigmoidal behavior. First, it is very low and approximately
constant. After a certain time period, it levels off and
reaches its equilibrium value. The moment of leveling off
is a function of the position (r, z, θ) within the tablet (Figure
10). The knowledge of these data is of great practical
importance, when designing a new tablet with, e.g., non-
uniform initial drug distribution, to achieve a desired
release profile.

Influence of the Aspect Ratio of the Tablet on the
Drug Release KineticssAn easy tool to modify the
release kinetics of a drug from a tablet is to vary its shape.
The effect of the aspect ratio (radius/height) of the tablet
on the drug release rate can be simulated with the new
model. Figure 11 clearly shows the release kinetics of
propranolol hydrochloride in phosphate buffer (pH 7.4)
from three different types of tablet with the same volume
(0.18 cm3): (i) flat cylinders with R0/(2Z0) ) 20, (ii) regular
tablets with R0/(2Z0) ) 2, and (iii) almost rod-shaped
cylinders with R0/(2Z0) ) 0.2 (â1 ) 2.5, D1eq ) 5.6 × 10-6

cm2/s, â2 ) 9.5, D2eq ) 6.3 × 10-7 cm2/s). It is shown that
the release rate from the flat tablets is significantly higher
than from the other two types: 90% of the drug is released
within only 4.5 h, instead of 18.9 and 21.6 h, respectively.
The reason for this phenomenon is the difference in the
surface area of the tablets: 7.3 cm2 in the case of flat
tablets, 2.3 cm2 and 1.9 cm2 for the regular and “rodlike”
tablets, respectively. Within a certain range, determined

Figure 8sConcentration profile (calculated) of water within the tablets
(containing propranolol hydrochloride): (a) t ) 30 min, (b) t ) 3 h [release
medium: phosphate buffer (pH 7.4)].
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by the applicability of the tablets, the variation of the
aspect ratio (radius/height) is thus a very easy and effective
tool to modify the release rate of the system. With the new
model, the optimal shape can be calculated to achieve a
desired release profile, without the need of experiments.

Influence of the Tablet Size on the Drug Release
KineticssAnother convenient method to achieve a desired
release profile is to vary the size of the tablet. This effect
is illustrated in Figure 12. Three types of propranolol
hydrochloride tablets (with the same aspect ratio ) radius/
height ) 1.25 and initial drug concentration cin ) 109 mg/

mL) have been investigated in phosphate buffer (pH 7.4):
(i) small ones, with R0 ) 0.25 cm and Z0 ) 0.1 cm, (ii)
medium-sized ones, with R0 ) 0.5 cm and Z0 ) 0.2 cm, and
(iii) large ones, with R0 ) 1.0 cm and Z0 ) 0.4 cm (â1 )
2.5, D1eq ) 5.6 × 10-6 cm2/s, â2 ) 9.5, D2eq ) 6.3 × 10-7

cm2/s). As expected, a very strong influence of the size of
the tablet on the release rate is observed: Within 24 h,
99.8% of the drug has been released from the small, 83.1%
from the medium-sized, and only 50.9% from the large
tablets. The explanation for this phenomenon is obvious.
Small tablets have a higher relative surface area (referred
to the volume) than large tablets. In addition, the diffusion
pathways are much longer in large tablets than in small
ones. Thus, the relative amount of drug released versus
time is much higher for small tablets. To release the same
absolute amount of drug, more small tablets have to be
administered than large ones. The variation of the size of
the tablets is a very effective and easy tool to achieve a
desired release rate. The new model can be used to
simulate the drug release kinetics for different tablet sizes.
Thus, the required dimensions to obtain a certain release
profile can be predicted, avoiding time-consuming experi-
ments.

Applicability of the ModelsThe release mechanism
of a controlled drug delivery system can be affected by
various parameters, e.g., type of drug and release medium.
To prove the applicability of the presented model for

Figure 9sConcentration profile (calculated) of propranolol hydrochloride within
the tablets: (a) t ) 30 min, (b) t ) 3 h [release medium: phosphate buffer
(pH 7.4)].

Figure 10sDiffusion coefficient (calculated) of propranolol hydrochloride at
different positions within the tablet versus time [release medium: phosphate
buffer (pH 7.4)].

Figure 11sInfluence of the aspect ratio (radius/height) of the tablet on the
release kinetics (calculated) of propranolol hydrochloride [release medium:
phosphate buffer (pH 7.4)].

Figure 12sEffect of the size of the tablet on the release kinetics (calculated)
of propranolol hydrochloride [release medium: phosphate buffer (pH 7.4)].
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different drug-release media combinations, experiments
have also been conducted with propranolol hydrochloride
in 0.1 M HCl and deionized water, diclofenac sodium and
chlorpheniramine maleate in deionized water and phos-
phate buffer (pH 7.4), respectively. Figure 13, parts a-c,
show the theoretically (â1 ) 2.5, D1eq ) 5.6 × 10-6 cm2/s,
R0 ) 0.65 cm, Z0 ) 0.069 cm) and experimentally deter-
mined release kinetics. In each case, the experimentally
determined data can be explained by the presented Fickian
analysis considering concentration dependent diffusivities
(correlation coefficient: R2 > 0.985, Table 1). This is of
great practical importance for the new model. It is not
restricted to a certain drug-release medium combination.
In addition, the respective diffusion coefficients in the fully
swollen tablets, D2eq, and the constants, characterizing the
concentration dependence of the drug diffusivities on the
water content of the tablet, â2, have been determined (Table
1).

Influence of the Type of Release Medium on the
Drug Release KineticssFor propranolol hydrochloride,
the calculated â2-values in different release media (phos-
phate buffer (pH 7.4), deionized water, and 0.1 M HCl) are
very similar: â2 ) 9.5, 9.4, and 9.4, respectively. This

indicates the negligible effect of the type of release medium
on the concentration dependence of the diffusivity. In
addition, the diffusion coefficient of the drug within the
fully swollen tablet varies only between 6.3 × 10-7 cm2/s
and 7.0 × 10-7 cm2/s. Thus, the resulting release curves
(Figure 13a) are very similar. For diclofenac sodium in
phosphate buffer (pH 7.4) and deionized water, D2eq was
determined as 4.9 × 10-7 cm2/s and 8.0 × 10-7 cm2/s,
respectively. The calculated â2-values however, are ap-
proximately equal: â2 ) 8.1 and 8.3. As can be seen in
Figure 13b, this results in a slightly different release rate
of diclofenac sodium in phosphate buffer (pH 7.4) and
deionized water. The explanation for this phenomenon is
probably based on the different interactions of the phos-
phate buffer ions (K+, Na+, HPO4

2-, H2PO4
-) with di-

clofenac sodium, HPMC, and water. The exact analysis of
these interactions is beyond the scope of this study. For
chlorpheniramine maleate, the following values have
been calculated: D2eq(buffer pH 7.4) ) 8.7 × 10-7 cm2/s,
D2eq(water) ) 7.3 × 10-7 cm2/s, â2(buffer pH 7.4) ) 8.5, and
â2(water) ) 8.4. As in the case of propranolol hydrochlo-
ride, these values are approximately equal. The resulting
release profiles are shown in Figure 13c, illustrating the
negligible effect of the type of release medium on the
liberation of chlorpheniramine maleate.

Conclusions

The two major benefits of the presented model are: (i)
the gain of further insight into the release mechanism of
drugs from HPMC tablets and (ii) the ability to calculate
the required shape and dimensions of HPMC tablets to
achieve desired drug release profiles.

Notation
c concentration within the tablet
ceq concentration in the equilibrium swollen state
cin initial concentration of the drug within the tablet
D diffusion coefficient
Deq diffusion coefficient in the fully swollen tablet
g number of time intervals for numerical analysis
i integer for numerical analysis
I number of space intervals along the radial axes

for numerical analysis
k subscript, indicating the diffusing species: k )

1: water, k ) 2: drug
j integer for numerical analysis
J number of space intervals along the axial axes

for numerical analysis
r radial coordinate
∆r space interval along the radial axes for numer-

ical analysis

Figure 13sApplicability of the model for different drugs and release media:
(a) propranolol hydrochloride, (b) diclofenac sodium, (c) chlorpheniramine
maleate.

Table 1sParameters Characterizing the Diffusion of Drugs within
HPMC Tablets

drug release medium D2eq, × 107 (cm2/s) â2 R2

propranolol
hydrochloride

buffer pH 7.4 6.3 9.5 0.993

deionized water 7.0 9.4 0.988
0.1 M HCl 6.9 9.4 0.988

diclofenac buffer pH 7.4 4.9 8.1 0.986
sodium deionized water 8.0 8.3 0.997
chlorpheniramine buffer pH 7.4 8.7 8.5 0.997
maleate deionized water 7.3 8.4 0.991
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R2 correlation coefficient
R0 initial radius of the tablet
Rt radius of the tablet at time t
t time
∆t time interval for numerical analysis
Vt volume of the tablet at time t
z axial coordinate
∆z space interval along the axial axes for numerical

analysis
Z0 initial half-height of the tablet
Zt half-height of the tablet at time t
â constant, characterizing the dependence of the

diffusion coefficient on the water concentration
θ angle
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Abstract 0 The equilibrium and relative rate of rotamer interconversion
around the bond joining the 2,2′-bipyrrolyl and pyrromethene moieties
in a synthetic analogue of immunosuppressant prodigiosin are
investigated as a function of pHapp in a water/acetonitrile mixture
(1/1 by volume). Two chromatographically separable isomeric forms
are obtained in acid solutions (pHapp < 4), whereas rapid intercon-
version occurs above neutrality. Furthermore, pH modulates the
conformational preference of the molecule according to nitrogen
protonation on the three pyrrole rings system (pKa ) 7.2). At high
pHapp (neutral form), the same conformer that is observed in pure
acetonitrile prevails, whereas the other one is preferred by the
protonated form. The nuclear magnetic resonance data indicate that
the structures of the two conformers mainly differ in the value of the
torsion angle around the aforementioned C−C bond. Kinetic and
equilibrium data are quantitatively interpreted with a cyclic mechanism
including two protonation (pKa1 ) 8.23 ± 0.03, pKa2 ) 5.4 ± 0.2)
and two conformational rearrangement steps. A molecular interpreta-
tion of the observed behavior includes, for the preferred conformer at
low pH, formation of a new hydrogen bond between the exocyclic
oxygen and the neighboring pyrrole NH upon protonation of the three
pyrrole rings system.

Introduction
Prodigiosins are a class of natural red pigments isolated

from Streptomyces Genus that are endowed with potent
antibacterial and cytotoxic properties.1 More recently,
immunosuppressive properties have been discovered for
some members of this class,2,3 and ascribed to a mechanism
of action well distinguished from that exerted by cy-
closporin A or other related drugs.4 In a medicinal
chemistry program devoted to the preparation of synthetic
analogues of the natural prodigiosins,5 PNU-156804 (Fig-
ure 1) emerged as a lead with very favorable pharmacologi-
cal properties. These favorable properties prompted a
detailed investigation of the solution properties of this
analogue and the development of a specific analytical high-
performance liquid chromatography (HPLC) method.
Anomalous behavior (peak splitting, tailing, etc.) was
immediately detected by reversed-phase HPLC under
various conditions and attributed to geometrical isomer-
ization in the time scale of chromatography. On the basis
of this result, the equilibrium and kinetics of this geo-
metrical transformation in solution were investigated with
the aim of both optimizing conditions for chromatography
and better understanding the molecular properties of this
new class of compounds in water-containing solutions.

PNU-156804 contains the 2,2′-bipyrrolyl-pyrromethene
chromophore whose structure is compatible with several

geometrical isomers arising from different equilibrium
positions around the bonds connecting the three pyrrole
rings. The extensive conjugation of this chromophoric
system is apparent from the different mesomeric structures
that can be written. As a consequence, rotation barriers
lower than expected for ordinary double bonds may arise,
and interconversion among geometrical isomers may be-
come detectable at ordinary temperatures. In the present
investigation we report data on both the equilibrium
composition and the rate of interconversion for the two
geometrical isomers that are chromatographically resolved
at room temperature under acidic conditions. The com-
pound is not soluble enough in pure water, but a study as
a function of pHapp in solutions of water/acetonitrile (1/1)
proved feasible. The study was carried out for solutions
of various pHapp (glass electrode readings) as it was
immediately clear that protonation of the molecule greatly
affected the conformational equilibrium and the rate of
interconversion. Finally, a structural model of the two
conformers is proposed on the basis of two-dimensional
nuclear magnetic resonance nuclear Overhauser enhance-
ment spectroscopy (2D-NMR NOESY) data.

Materials and Methods
MaterialssPNU-156804 (either as HCl or as CH3SO3H salt)

and PNU-156737 were prepared as previously described.5 The
structure of both compounds has been verified with NMR and mass
spectroscopy (MS) techniques. HPLC grade acetonitrile and
methanol were Carlo Erba products. Methylene chloride RPE,
trifluoroacetic acid RPE, and all chemicals for buffer preparation
were purchased from Carlo Erba. Water was purified with a
Milli-Q apparatus (Waters). Deuterated solvents were purchased
from Merck.

Spectrophotometric Titrations and Kinetic Measure-
mentssData were collected on a Perkin-Elmer Lambda 4 instru-* To whom future correspondence should be addressed.

Figure 1sChemical structure of PNU-156804 and PNU-156737. The numera-
tion system used in the presentation af results is shown for PNU-156804
together with the torsion angle that is involved in rotamer interconversion.
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ment connected to a Perkin-Elmer 7700 computer. The cuvette
holder was thermostated at 25 °C with fluid circulation from a
water bath (LTD-6, Grant). A fresh solution was prepared for each
determination by adding 0.200 mL of a stock solution in acetoni-
trile (concentration (C) ≈ 0.04 mg/mL) to 2 mL of a titration solvent
with pH near the desired value (the final concentration of PNU-
156804 was around 0.004 mg/mL). The actual pHapp value (range
2-11) was determined in the cuvette immediately after the
spectroscopic measurement (absorbance at 525 nm). The titration
solvent was made out of a mixture containing 275 mL of aqueous
phosphate 0.02 M, NaCl 0.1 M, and 225 mL of acetonitrile, whose
pHapp was adjusted with small additions of 2 N HCl or NaOH to
the desired value. The final solvent composition in the cuvette
was 1/1 acetonitrile/aqueous phase by volume. Solutions for
kinetic measurements were similarly prepared with both titration
solvent and stock solution pre-thermostated at 25 °C, and the
instrument was set in the time drive mode.

Kinetic Measurements: Stopped FlowsA High Tech SF51
instrument in the light absorption mode was used for fast kinetic
measurements. The conformational change was induced by a
change of pH and monitored by measuring light absorption at 500
nm at pH values between 3 and 7, and at 430 nm at pH values
>7. In detail, the two syringes were filled with either a solution
of PNU-156804 in acetonitrile/buffer at about pH 11 (1/1) when
jumping from alkaline to neutral/acid region and at about pH 3
when jumping from the acid to the neutral/alkaline region or
acetonitrile/buffer at the desired pH (0.02 M phosphate, NaCl 0.1
M). The pHapp of the final solution was determined after mixing
equal volumes of the two solutions just mentioned in a test tube,
and the final concentration of PNU-156804 in the observation
chamber of the stopped flow was similar to that used for the
spectrophotometric experiments (C = 0.004 mg/mL).

HPLC MeasurementssChromatograms were collected with
a Perkin-Elmer instrument with a LC-410 quaternary pumping
system, a 235C diode-array detector, and a Turbochrom data
station. Ordinary chromatograms were obtained with a Hipak C8
AB (250 × 4.6 mm, 5 µm) with a mobile phase (flow ) 1 mL/min)
of methanol/tetrahydrophuran/water (55/25/20 by volume) upon
buffering the aqueous phase to the desired pH. Fast resolution
was obtained with a C18 cartridge (3 × 3 CR, Perkin-Elmer) with
a mixture of water/methanol/methylene chloride/acetonitrile/tri-
fluoroacetic acid (300/400/150/150/1 by volume) as mobile phase
at the flow rate of 2 mL/min. This procedure provided sufficient
separation of the two isomeric forms in a short analysis time (8
min), which was needed to limit interconversion of the two
conformers. Generally, 20 µL of an approximately 0.05 mg/mL
solution were injected, and detection was obtained at 500 nm.

NMR MeasurementssThe 1H NMR data were collected at 28
°C with a Varian Unity 600 instrument operating at 600 MHz.
The standard Varian pulse sequences and processing software
were used. Mixing times of 2.0 and 0.080 s were used in the 2D
experiments NOESY and total correlation spectroscopy (TOCSY),
respectively.

Equilibrium and Kinetic ModelsData interpretation was
obtained with the following cyclic reaction model (Scheme 1),
where R and â indicate the two conformers in neutral form and
RH+ and âH+ indicate the corresponding protonated forms. No
kinetic parameters are indicated for the two protonation steps,
which are expected to be much faster than the other two confor-
mational reorientations.

The four equilibrium parameters (two microscopic acidity
constants, KR and Kâ, and two equilibrium constants, K1 ) k1 /
k-1, K2 ) k2 /k-2) are not independent but are related through the
cyclic equilibrium condition as follows:

The macroscopic equilibrium acidity constant, Ka, is consequently
given by

With the assumption that both protonation reactions rapidly
equilibrate and that only the two conformational isomerization
steps contribute to the observable time dependence of the optical
signal, only one reciprocal relaxation time, k ) 1/τ, is expected for
the kinetic model just described. The derivation of the dependence
of k on [H+] is shortly outlined here according to standard
procedures.6

The rate equation for conformer R is

Upon introducing the mass balance condition:

and the equilibrium condition for the two protonation steps

equation 3 transforms into

which rearranges into a standard first-order rate equation:

with const ) Co (k-1 + k-2 [H+]/Kâ)/(1 + [H+]/KR) and the first-
order rate

At low pH values k ≈ k2 + k-2, and the interconversion rate
coincides with that of the protonated form; at high pH k ≈ k1 +
k-1, and the interconversion rate of the neutral form sets the pace.

Data AnalysissBest fit of experimental data to equations was
obtained with the nonlinear regression procedure of the MATH
menu within program SIGMAPLOT (Jandel). Analysis of first-
order kinetics used the equation

Spectrophotometric titration curves and pH dependence of HPLC
peak areas and of the interconversion rate were analyzed with
the following equation:

where A is the limiting value of the observed property at low pH
and B is that at high pH.

Analysis of pH dependence of kinetic data was accomplished
with 8 (method 1) or with a combination of eqs 8 and 1 to reduce
the number of free parameters (method 2) by means of a nonlinear

Scheme 1

Kâ ) KR

K1

K2
(1)

Ka ) KR

1 + K1

1 + K2
(2)

d(R + RH+)
dt

) -k1 R - k2RH+ + k-1â + k-2âH+ (3)

Co ) R + RH+ + â + âH+ (4)

RH+ ) R[H+]/KR âH+ ) â[H+]/Kâ (5)

(1 + [H+]/KR) dR
dt

) -R (k1 + k2 [H+]/KR) - R(k-1 +

k-2[H
+]/Kâ)(1 + [H+]/KR)/(1 + [H+]/Kâ) + Co (k-1 +

k-2 [H+]/Kâ) (6)

dR/dt ) -kR + const (7)

k )
k1 + k2 [H+]/KR

1 + [H+]/KR

+
k-1 + k-2 [H+]/Kâ

1 + [H+]/Kâ

(8)

y ) A (1 - e-kt) + offset (9)

y ) A + B 10(pH-pKa)

1 + 10(pH-pKa)
(10)
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weighted least squares procedure (weights ) 1/k) written whithin
the program SCIENTIST (Micro-Math).

Results
Spectrophotometric TitrationsIn the ultraviolet

(UV)-visible spectrum of PNU-156804 dissolved in (1/1)
water/acetonitrile, the long wavelength absorption band is
observed at about 525 nm in acidic solution and, with
reduced intensity, at about 460 nm in alkali conditions.
This spectroscopic change is the basis for a spectrophoto-
metric titration that leads to pKa ) 7.20 ( 0.04 (average
of two determinations: 7.16 and 7.25). This result is
attributed to nitrogen protonation in the system of three
conjugated pyrrole rings. Data were obtained with solu-
tions equilibrated for at least 30 min at pHapp < 5 and
for 10 min above this value, therefore, the pKa value refers
to the equilibrium mixture of two geometric isomers as
discussed later.

Equilibrium and Rate of Conformational Changes
The HPLC chromatograms of PNU-156804 are greatly
affected by the pH of the mobile phase: above neutrality,
a sharp peak is obtained that broadens at around pH 5
and splits into two peaks with an acid mobile phase (see
Figure 2). Under these latter conditions, the interconver-
sion rate is long in comparison with the chromatographic
separation time (the retention times of the two peaks differ
by about 1 min) and the relative peak areas approximately
correspond to the population of the two conformers in the
injected solution, which is a function of the pH and of the
composition of this solution. Thus, conformational equi-
librium composition of PNU-156804 in solution may be
investigated by HPLC.

A pure acetonitrile solution produces a chromatogram
similar to that obtained for water containing solutions at
high pH (predominance of â-conformer). Preequilibrated
solutions at low pH correspond to chromatograms with
predominance of R-conformer. The pH dependence of
relative peak area (Figure 3) nicely fits a titration curve
corresponding to a pKa of 7.16, which is in very good

agreement with the value obtained from spectrophotomet-
ric titration. The limiting value of R-conformer population
goes from about 75% at low pH down to 10% at high pH.
Actually, high pH data are affected by partial reequilibra-
tion during chromatography in the acid mobile phase; thus,
the effective limiting population of R-conformer can be
much lower than 10%. Perturbation of the equilibrium
during chromatographic separation is also likely at low pH,
where conformer half-life is about 5 min and thus compa-
rable with the separation time, and may depend on the
composition of the mobile phase, which is not the 1/1 water/
acetonitrile mixture used in all other experiments. Ac-
cordingly, the estimates of equilibrium constants (K2 = 0.3
and K1 g 10) as obtained with these data should be
considered as approximate values.

The UV-visible absorption spectra of the two geometric
isomers, as measured with diode array detection in HPLC,
are similar but not identical, and the largest difference
(about 10% of total absorbance) is observed at around 500
nm. The same spectroscopic change is seen when an
acetonitrile solution of PNU-156804 is diluted to acetoni-
trile/acid buffer (1/1) and the spectrum measured soon after
solution preparation is compared with that taken after 30
min. This difference is the basis for kinetic measurements
that were made in an ordinary spectrophotometer at pHapp
between 2 and 5, and with a stopped-flow apparatus at
higher pHapp values by the pH-jump technique. At above
pH 7, where the spectrum of the neutral form predomi-
nates, the best signal is obtained with detection at 430 nm.
For acid solutions, where determination of rates was
spectrophotometrically accessible, the two methods gave
identical results. Data are analyzed with a first-order
kinetic model (eq 4) that leads to determination of the
reaction rate k. The dependence of this parameter on
pHapp is shown in Figure 4 together with the results of
model fitting obtained with eq 8 (method 1, 6 free param-
eters) and a combination of eq 8 and eq 1 (method 2, 5 free
parameters). Values of the two acidity constants (see Table
1) are reasonably well determined and agree in both fitting
methods. No error estimate is possible for the rate
constants in method 1 because of strong parameter cor-
relation; method 2 provides error estimates for all k values
and also suggest a major indetermination for rate constants
k2 and k-2, which are strongly method dependent. Not
surprisingly, the estimated values of the equilibrium
constants (K2 ) 0.06 and K1 ) 30, method 2) only
qualitatively agree with results of the chromatographic
investigation. Most likely as a consequence of the poor
evaluation of the kinetic parameters, the estimate pKa )

Figure 2sHPLC separation of PNU-156804 rotamers as a function of pH.
Three chromatograms obtained with mobile phases buffered at different pH
values are superimposed. Two peaks are obtained only with the most acidic
mobile phase: the minor peak corresponds to â-rotamer in this case.

Figure 3sEquilibrium R-rotamer population as determined by HPLC using
an acidic mobile phase. The pH dependence is well interpreted with a titration
curve corresponding to pKa ) 7.16, which is in good agreement with
spectroscopic titration data.
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6.7 according to eq 2 is significantly lower than the
experimental value (7.2).

NMR StudiessThe 1H NMR spectra of PNU-156804,
HCl salt, dissolved in CDCl3 or in CD3CN reveal the
presence of only one conformer, which is â according to the
notation just presented. Signals of the two conformers are
well resolved in solvent mixtures containing H2O or D2O
at low pH, such as CD3CN/D2O (1/1, pH 1.1), where
conformer R and â coexist at about 2/1 ratio. This result
is at variance with HPLC data (R/â ratio ) 3/1). The higher
concentration (∼ 0.15 mg/mL) used in NMR work is not
the cause of the observed discrepancy because no change
of the conformer ratio was detected upon dilution of the
NMR sample up to 8-fold. Most likely, the NMR data gave
a correct measurement of the unperturbed conformer
equilibrium in the 1/1 water/acetonitrile mixture, which
is not the case of the HPLC data.

Rapid exchange of NH protons with water protons
completely excludes (in D2O) or greatly reduces (in H2O)
the detection of the corresponding signals and NOESY
cross-peaks, which are of great structural significance.
Fortunately, the CH3SO3

- salt of PNU-156804 in CDCl3
solution is found as a mixture of conformers (R/â ) 1/2) in
the presence of about 30% molar excess CH3SO3 H (see 1H
NMR spectrum in Figure 5), where a detailed structural
identification of the two conformers is possible. Cor-
respondence of conformers in different solvents is based
on chemical shifts: CH2-1′ protons resonate at 2.0-2.1 ppm
in the R-conformer and at 2.6-3.0 ppm in the â-conformer
and are highly diagnostic to this purpose. Other protons
of the molecule display a definite chemical shift pattern:
H-1′′, OCH2, H-4b, and the phenyl group (more deshielded
in the R-conformer) or H-3c and NH-1c (more deshielded
in the â-conformer). The NOESY data point out that the
two conformers mainly differ for the C-2b-C-1′′ torsion
angle value and are thus rotamers; this angle is close to
0° for the â-rotamer and close to 180° for the R-rotamer
(see Figure 6). Conformer R coincides with the reported
crystal structure of a prodigiosin analogue7 containing a
sulfur atom in place of nitrogen at ring A (Figure 1). In
this case, a hydrogen bond between the protonated nitrogen
of the pyrromethene group and the exocyclic oxygen is
apparently stabilizing the 180° rotamer. This result agrees

Figure 4sThe pH dependence of the conformational interconversion rate
constant k; the logarithmic scale is used to highlight the two-step behavior.
Filled circles are results of spectrophotometric experiments, and squares are
stopped-flow data. Fitting by method 1 (all parameters in eq 8 are allowed to
vary) produced the solid line, a very similar result (dotted line) is obtained by
method 2, where explicit use is made of the cyclic equilibrium condition, thus
reducing the number of free parameters. Parameter values are reported in
Table 1. The interconversion rate increases about 1000-fold for the unproto-
nated with respect to the protonated form of PNU-156804.

Table 1sEstimates of Kinetic Parameters from pH Dependence of
Interconversion Rate

methoda
k1

[s-1]
k-1
[s-1]

k2
[10-4 s-1]

k-2
[10-3 s-1] pKR pKâ

1 3.3 0.1 5 1.5 8.23 ± 0.03 5.4 ± 0.2
2 3.26 ± 0.08 0.11 ± 0.02 1.3 ± 1.1 2.1 ± 1.6 8.23 ± 0.03 (5.5)

a Method 1 is nonlinear regression with eq 8 and 6 free parameters; method
2 makes explicit use of the cyclic equilibrium condition to reduce the free
parameters to 5. In this latter case, pKâ is derived from the other 5 parameters
according to eq 1.

Figure 5sThe 600 MHz 1H NMR spectrum of PNU-156804 (CH3SO3H salt) in CDCl3. Assignment of signals is based on the homonuclear correlation experiments
TOCSY and NOESY. For proton numbering, see at Figure 1. Resonances of each pyrrole ring are recognized in the TOCSY spectrum from the different number
of protons in each spin system (4, 2, and 3, respectively) and signal assignment is based on NOE effects with adjacent protons as detected in the NOESY
spectrum (e.g., NH-1a/H-5a or CH2-1′/H-3c).
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with the predominance of R-conformer at low pH values,
as already observed.

Hindered rotation around (C-2a-C-5b) or (C-1′′-C-5c)
bonds can be excluded as a source of conformational
diversity: the same nuclear Overhauser effects (NOEs) are
detected for the two conformers in that part of the molecule
(cross-peaks corresponding to â3 and â4 are not detected
in the R-conformer because these NOEs are very weak and
R is the minor isomer) and suggest a torsion angle close to
0° for both (C-2a-C-5b) and (C-1′′-C-5c) bonds. This
suggestion is consistent with the X-ray structure of the
aforementioned prodigiosin analogue.7 The most indicative
NOEs that distiguish and characterize the two conformers
are those labeled R6 (also present in â but very weak), R3
and R5 for the R-conformer, and â5, â9, and â10 for the
â-conformer. The presence of NOEs between the methyl
group of the methansulfonate and protons of the molecule
(R4, â11, and â12) is probably due to ion-pairing with
formation of hydrogen bonds between the counterion oxy-
gens and NH protons. Chemical shift variation of CH2-1′
in the two conformers (R, 1.98 ppm; â, 2.96 ppm) are simply
rationalized in terms of a different C-2b-C-1” torsion angle
value: when these protons are oriented toward the phenyl
group (conformer R), its shielding cone causes an upfield
shift. This interpretation is confimed by the 1H NMR
spectrum of PNU-156737 (the natural undecyl-prodigiosin
that bears a methoxy group in place of the benzyloxy of
PNU-156804, see at Figure 1), which shows no such
chemical shift difference between the two conformers (R,
2.77 ppm; â, 2.86 ppm) as obtained in CDCl3 solution in
the presence of an excess CF3COOH. Chemical shift
changes of NH-1c (R, 10.15 ppm; â, 11.89 ppm) and H-1′′
(R, 7.59 ppm; â, 7.06 ppm) must have a different origin
because these are equally well observed for PNU-156737.

Conclusions

The conformational model of Figure 6 satisfactorily
explains the results of the present investigation: the two
geometrical isomers differ for the polar head structure (the
conjugated system is expanded in R and compact in â) and
for the solvent exposed hydrophobic surface (reduced in the
R-conformer by the contact between phenyl and alkyl
chain). This result explains the chromatographic separa-
tion on a reversed-phase HPLC column. In turn, this result
is experimentally feasible only at low pH, where the
interconversion rate of the two conformers is comparable
or slower than analysis time. In 1/1 water/acetonitrile as
solvent, the measured interconversion half-life is about 5
min for the protonated form, but this rate is probably
slower in the HPLC mobile phase, which contains less
water. Thus, the reasonably good quantitation of the two
conformers by HPLC is understandable.

Both the rate of interconversion and the equilibrium
distribution of the two conformers are greatly affected by
nitrogen protonation. This influence can be attributed to
hydrogen bonding between the protonated nitrogen and the
exocyclic oxygen, as found in the crystal of a prodigiosin
analogue,7 but a general redistribution of the electron
density in the system of three conjugated pyrrole rings after
protonation may also play a role. In particular, our data
indicate an increase of the rotational energy barrier around
C-2b-C-1′′ bond in the protonated form and the consequent
freezing of the conformational equilibrium. On the basis
of a rate-on comparison (k1 and k2), if we assume identical
preexponential factor, a difference of 25 kJ/mol is esti-
mated, which may be attributed to a strong hydrogen bond.

The different pKa values of the two conformers, which
drive the shift of the equilibrium position from preferred
R-form at low pH to almost pure â-form at high pH (see eq
1), indicate that the R-conformer is much more easily
protonated than the â-conformer. This observation is in
keeping with the aforementioned extra hydrogen bond in
the protonated R-rotamer. However, a clear intepretation
of the observed experimental properties must clearly await
a detailed theoretical study of the electronic properties of
the 2,2′-bipyrrolyl-pyrromethene moiety, which appears
well motivated by the important pharmacological effect of
this group. In fact, the very limited conformational energy
difference in play (few kilocalories, as inferred by the
equilibrium constant values) suggests the possibility that
equilibrium freezing may occur at the (yet unknown)
biological receptor in either the pure R- or the pure â-form.
In this regard, most intriguing is the analogy with the case
of immunophilins, which are enzymes capable of catalyzing
cis-trans amide bond isomerization in peptidyl-proline
sequences8 and are the primary target of the well-known
immunosuppressant drugs cyclosporin A (cyclophilin) and
FK506 (FK binding protein).

References and Notes
1. Williams, R. P.; Hearn, W. R. Prodigiosin. Antibiotics 1967,

2, 410-432.
2. Nakamura, A.; Nagai, K.; Ando, K.; Tamura G. Selective

Suppression by Prodigiosin of the Mitogenic Response of
Murine Splenocytes. J. Antibiot. 1985, 39, 1155-1159.

3. Tsuji, R. F.; Yamamoto, M.; Nakamura, A.; Kataoka, T.;
Magae, J.; Nagai, K.; Jamasaky, M. Selective Immunosup-
pression of Prodigiosin 25-C and FK506 in the Murine
Immune System. Antibiotics 1990, 13, 1293-1301.

4. Liu, J. FK506 and Cyclosporin, Molecular Probes for Study-
ing Intracellular Signal Transduction. Immunol. Today 1993,
14, 290-295.

5. D’Alessio, R.; Rossi A. Short Synthesis of Undecylprodigiosin.
A new Route to 2, 2′-Bipyrrolyl-pyrromethylene Systems.
Synlett 1996, 513-514.

Figure 6sStructure of the R- and â-conformers as deduced from NOESY
data on PNU-156804 in CDCl3. The significant NOESY cross-peaks are
indicated here with double arrows according to the following intensity-related
code: heavy lines, strong, thin lines, moderate; and dashed lines, weak. Cross-
peak â2 is not detected in this spectrum because of NH1a and NH1b signal
overlapping. This NOE is detected in the NOESY spectrum of PNU-156804
(HCl salt) dissolved in CDCl3, where only the â-conformer is present.

Journal of Pharmaceutical Sciences / 77
Vol. 88, No. 1, January 1999



6. Bernasconi, C. F. Relaxation Kinetics; Academic: New York,
1976; Chapter 4.

7. Blake, A. J.; Hunter, G. A.; McNab, H. A Short Synthesis of
Prodigiosin Analogues. J. Chem. Soc., Chem. Commun. 1990,
734-736.

8. Stamnes, M. A.; Rutherford, S. L.; Zucker, C. S. Cyclophil-
ins: A New Family of Proteins Involved in Intracellular
Folding. Trends Cell. Biol. 1992, 2, 272-276.

JS980225W

78 / Journal of Pharmaceutical Sciences
Vol. 88, No. 1, January 1999



Acute and Long-Term Stability Studies of Deoxy Hemoglobin and
Characterization of Ascorbate-Induced Modifications

BRUCE A. KERWIN,*,† MICHAEL J. AKERS,‡ IZYDOR APOSTOL,§ CAMILLE MOORE-EINSEL,§ JEFFREY E. ETTER,|
EDWARD HESS,§ JULIE LIPPINCOTT,§ JOSEPH LEVINE,§ ANTONY J. MATHEWS,§ PATRICIA REVILLA-SHARP,§
ROSS SCHUBERT,§ AND DOUGLAS L. LOOKER§

Contribution from Amgen, One Amgen Center Drive, Mail Drop 8-1-C, Thousand Oaks, California 91320-1799, Eli Lilly and
Company, Lilly Corporate Center, Indianapolis, Indiana 46285, Baxter Hemoglobin Therapeutics Inc., 2545 Central Avenue,
Boulder, Colorado 80301, and RxKinetix, Inc., 1172 Century Drive, Suite 260, Louisville, Colorado 80027.

Received May 26, 1998. Accepted for publication September 1, 1998.

Abstract 0 The reaction of ascorbate with recombinant hemoglobin
(rHb1.1) in the presence of differing partial pressures of oxygen was
studied. In the presence of 15 000 ppm (1.5%) residual oxygen,
ascorbate/oxygen-mediated reactions resulted in an increased rate
of autoxidation, modification of the â-globin, increased oxygen affinity
and decreased maximum Hill coefficient. One of the observed
modifications to the â-globin was a 72 Da addition to its N-terminus.
Detailed characterization indicates the modification was an imidazo-
lidinone type structure. Thorough deoxygenation of the hemoglobin
solution to <150 ppm of oxygen prior to addition of ascorbate was
required to prevent these modifications. Addition of ascorbate to the
deoxy hemoglobin (deoxyHb) at pH 8 induced aggregation, eventually
leading to precipitation. No such precipitation was observed at pH 7.
Long-term storage of the hemoglobin was carried out by addition of
ascorbate to deoxyHb at pH 7. The level of methemoglobin remained
at <2% for up to 1 year at 4 °C, with no detectable precipitation of
the protein. Modifications similar to those observed by the acute
studies were observed over the 1-year period and correlated with
disappearance of the added ascorbate.

Introduction

Recombinant human hemoglobin (rHb1.1) is a pseudo-
tetramer composed of two â-globins and genetically fused
R-globins (di-R-globin). Each of the four subunits contains
a heme prosthetic group. The Presbyterian mutation in
the â-globin (Asn-108âfLys) was introduced to decrease
the oxygen affinity. Genetic fusion of the two R-globins
prevents dissociation of the hemoglobin into Râ-dimers,1
such that rHb1.1 can be used as an oxygen-carrying
therapeutic. The ability to package and store this type of
product as a ready-to-use large volume parenteral (LVP)
liquid has many potential advantages during situations
such as trauma and surgery when use of frozen formula-
tions would not be as practical.

One of the major obstacles to long-term storage of
hemoglobin is its propensity to autooxidize. Upon binding
oxygen, the reduced form of the heme iron (ferrous, Fe2+)
can react with the oxygen to form ferric (Fe3+) iron and
superoxide:2-4

When the iron in heme is oxidized to the ferric form, oxygen
can no longer bind to the heme iron and the hemoglobin is
nonfunctional. Oxidation of the heme also leads to an
approximately 1000-fold increase in the rate of heme loss,5
which can result in denaturation and precipitation of the
globin.6 The activated oxygen species produced during the
autoxidation reaction can damage the hemoglobin causing
polymerization,7,8 oxidation of the amino acid side chains,9
and hemichrome formation.10,11 These modifications can
lead to changes in the tertiary and quaternary structure,
resulting in decreased oxygen equilibrium binding param-
eters and eventually precipitation of the protein. In
contrast, ferrous deoxy hemoglobin (deoxyHb) does not
undergo autoxidation and is known to be intrinsically more
stable than oxy hemoglobin (oxyHb) against thermal and
chemical denaturation and precipitation of the protein.12-14

The nonenzymatic reduction of methemoglobin (metHb)
has been achieved using reducing agents such as dithionite
and ascorbate. In solution under deoxy conditions, dithion-
ite (S204

2-) dissociates into 2SO2
•-,15 which can quickly

react with MetHb, reducing it back to the ferrous form.16,17

The byproduct of the reaction, bisulfite (HSO3
-), can

generate severe or fatal adverse reactions in humans,18

making it unsuitable as a component of a LVP formulation.
Ascorbate has been known since the 1940s to reduce
deoxygenated metHb to the ferrous form19,20 and can safely
be given intravenously.18 The literature indicates that
ascorbate reduces metHb by first ionizing to the anionic
form, ascorbate2-, which reacts with the ferric iron to form
ferrous hemoglobin and the anionic ascorbate radical,
which eventually rearranges to form dehydroascorbate.21

To overcome the problems associated with storage of
oxyHb solutions, we examined methods to store deoxygen-
ated hemoglobin solutions at 4 °C. Ascorbate was added
to reduce residual methemoglobin to the more stable
ferrous form. Here we present studies that determined the
effects of pH, oxygen tension, and ascorbate levels on
rHb1.1 stability.

Materials and Methods

MaterialssRecombinant hemoglobin (rHb1.1) was produced at
Somatogen as previously described.1 Ascorbic acid (sodium salt),
sodium phosphate (monosodium and disodium salts), sodium
chloride, ethylenediaminetetraacetic acid (EDTA, disodium salt),
(N-[2-hydroxyethyl]piperazine-N′-[2-ethanesulfonic acid]) (HEPES),
potassium cyanide, and tris(hydroxymethyl)aminomethane (Tris
hydrochloride and sodium salt) were all purchased from Sigma
Chemical Company (St. Louis, MO). Polysorbate 80 was pur-
chased from either Calbiochem Corporation (San Diego, CA) or
ICN Chemicals (Los Angeles, CA). Glass vials and gray butyl
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rubber stoppers were purchased from Wheaton Corporation
(Charlotte, NC). Stedim-5 bags were purchased from Stedim
Corporation (Pleasant Hill, CA), aluminum foil overwraps were
purchased from Kegan Corporation (Auburn, IN), and ZPT 100
“Ageless” oxygen scavengers were purchased from Mitubiabi Gas
and Chemical Company (Japan).

MethodssDynamic Light Scattering- Dynamic light scattering
(DLS) was performed using a Nicomp 370 Submicron Particle Sizer
equipped with a 40mW HeNe laser. Data were collected and
averaged over 10 min and analyzed using the C370 v.12 software
program provided by PSS (Particle Sizing Systems, Santa Barbara,
CA).

Equilibrium Oxygen BindingsThe parameters P50 and nmax
were determined using a hemox analyzer as previously described22

at 37 °C and pH 7.40 in 50 mM HEPES (free acid) and 150 mM
NaCl.

Methemoglobin ConcentrationsPercent metHb was measured
by determining the fractions of reduced and oxidized hemes using
difference spectroscopy as described by Kerwin et al.43

Ascorbic Acid AnalysissAscorbic acid analyses were performed
by diluting samples 1:1 into 10 mM homocysteine (sparged with
helium) to stabilize the ascorbate. The diluted samples were
centrifuged in Centricon-30 microconcentrators (Amicon Inc.,
Beverly, MA), and the filtrate was analyzed by size exclusion
chromatography (SEC) on a TosoHaas G2500WXL (7.6 × 300 mm)
column using an isocratic elution with 5 mM KH2PO4, pH 3, as
the mobile phase. Flow rate was 1 mL/min. Analyte peaks were
detected at 255 nm, and their concentration was determined by
comparison with standards of known concentration.

Reversed-Phase HPLC (RP-HPLC)sSamples were prepared by
precipitation with ice-cold acid/acetone23 and solubilization of the
pellet in 0.1% trifluoroacetic acid (TFA)/20% acetonitrile. The RP-
HPLC analyses were performed using a Zorbax C3 analytical
column (0.46 × 25 cm) mounted on an HP1090 HPLC system
(Hewlett-Packard, Wilmington, DE). The oven temperature was
maintained at 40 °C. Solvent A was 0.1% TFA in water and
solvent B was 0.1% TFA in acetonitrile. The flow rate was 1 mL/
min. The column was equilibrated in 65% solvent A/35% solvent
B. Following sample injection, the column was maintained at the
starting conditions for 5 min then ramped to 51% solvent A/49%
solvent B over a period of 45 min.

Size Exclusion ChromatographysThe molecular weight distri-
bution of the hemoglobin was monitored by high-performance SEC
(HPSEC) as described by Kerwin et al.43

Liquid Chromatography-Mass Spectrometry (LC-MS)sMass
spectrometry was performed using a Finnigan Mat LCQ as the
end detector with an HP1090 HPLC on the front end to run
reversed-phase separation. Analysis by MS/MS was performed
as previously described by Lippincott et al.24

Tryptic MappingsTryptic mapping was performed as previously
described by Lippincott et al.24

Sodium Dodecyl Sulfate Polyacrylamide Gel Electrophoresis
(SDS-PAGE)sSDS-PAGE was performed based on the method of
Laemmli.25 Aliquots (5 µg) were diluted with 2 volumes of SDS
sample buffer (Novex Corp., San Diego, CA) containing 0.1 M
dithiothreitol (DTT) and heated at 65 °C for 5 min. Samples were
electrophoresed on an 8-16% polyacrylamide gradient Tris-glycine
gel for 2.5 h at 120 V. The gel was stained with Coomassie blue
and then destained with a solution of 40% methanol, 10% glacial
acetic acid, and 50% water. Destained gels were digitized using
an IS-1000 digital imaging system (Alpha Innotech Corp., San
Leandro, CA).

Pepsin Mapping of Multimeric rHb1.1sThe multimeric fraction
of rHb1.1 was isolated using SEC as previously described. The
globins were precipitated with 20 volumes of cold 0.6% HCl in
acetone, solubilized in 0.1% TFA, and separated by C3 RP-HPLC
as previously described. Fractions containing â-globin and di-â-
globin were collected, lyophilized, then resuspended in 8 M urea.
Following resuspension, the samples were heated for 10 min at
60 °C, then diluted with 0.1% TFA to a final urea concentration
of 2 M. The final globin concentration was 1 mg/mL. Pepsin
(Pierce, Rockford, IL) was added to the sample at an enzyme:
substrate ratio of 1:50 (w/w). After 2 h, the peptides were
separated by RP-HPLC using a C18 column (Zorbax SB-300, 0.46
× 25 cm) on an HP1090 HPLC. Solvent A was 0.1% TFA(v/v) in
water and solvent B was 0.1% TFA (v/v) in acetonitrile. The
column was equilibrated in 5% solvent B at 1 mL/min. Following
injection, the starting conditions were maintained for 5 min. The

gradient was then developed by increasing to 70% solvent B over
a period of 70 min. The absorbance was monitored at 215 nm.

Preparation of rHb1.1 Solutions Equilibrated with Headspace
Oxygen Concentrations of 15 000 or 150 ppmsFor oxygen and
ascorbate modification experiments, solutions of rHb1.1 (50 mg/
mL in 150 mM sodium chloride, 5 mM sodium phosphate, pH 7.2)
were equilibrated with either a gas mixture of 15 000 ppm oxygen
in nitrogen or purified nitrogen containing <10 ppm of oxygen.
Equilibration was achieved by passing the gas mixture through
water for humidification then over the hemoglobin solution, which
was mixed using a Rotovap (Brinkman Instruments). The equili-
bration procedure was typically performed for 4-6 h, and the
hemoglobin solution was maintained at ∼10 °C in an ice-water
bath. Following equilibration, the flask containing the hemoglobin
solution was capped and transferred into a glovebag (Aldrich
Chemical Company, Milwaukee, WI) along with all necessary
equipment and solutions. The bag was sealed and equilibrated
with either the gas mixture containing 15 000 ppm of oxygen or
the mixture containing <10 ppm of oxygen. The oxygen content
in the bag equilibrated with the <10 ppm oxygen mixture
measured at 150 ppm of oxygen when monitored with a Mocon
HS-750 analyzer (Modern Controls Inc.). Ascorbate (0.5 M in
deoxygenated water) was added to aliquots of the hemoglobin
solution to give final concentrations of 0.5, 1, 2, and 5 mM.
Solutions were filtered through 0.2-µm syringe filters. Aliquots
(0.5 mL) were transferred into 2-mL Wheaton glass vials, capped
with gray butyl rubber stoppers, and sealed with crimp rings. All
solutions were incubated at 4 °C. For pH-induced aggregation
studies, hemoglobin solutions were diafiltered into buffer (150 mM
sodium chloride, 5 mM sodium phosphate) at pH 7 or pH 8 at 4
°C. Solutions were equilibrated with nitrogen containing <10 ppm
oxygen, reduced with 2 mM ascorbate, filtered through a 0.2-µm
filter, and aliquoted into 2-mL glass vials as already described.
The oxygen tension in the glovebag was maintained at ,200 ppm
oxygen.

Shaking-Induced Aggregation StudiessAll manipulations of
material were done in a nitrogen flushed glovebag (Aldrich) kept
at <300 ppm of oxygen. Tween 80 was added to aliquots of deoxy-
rHb1.1 (80 mg/mL in 150 mM sodium chloride, 5 mM sodium
phosphate, pH 7.2, and <5 µM EDTA) to approximate final
concentrations of 0, 0.025, 0.05, 0.075, and 0.1% (w/v). The
solutions were then realiquoted (1.5 mL) into 3.5-mL Wheaton
vials and sealed with gray butyl rubber stoppers, and the Tween
80 concentrations were measured as described below. The final
Tween 80 concentrations were 0, 0.019, 0.045, 0.071, and 0.095%.
All prepared samples were used within 1week of preparation. The
deoxyHb aliquots (1.5 mL) were placed on their sides on a Hoeffer
rotary shaker and shaken at either 100, 170, or 225 rpm for 1 h
at room temperature. The samples were then assayed for protein
aggregation by light obscuration.

Measurements of Protein Aggregates by Light Obscurations
Aggregates g2 µm were measured using a HIAC/Royco light
particle counter equipped with a HIAC HRLD400HC sensor and
a model 3000A sampler. Data were corrected for background
counts and reported as the average from separate samples.

MeasurementofTween80ConcentrationinHemoglobinSolutionss
Samples were analyzed for Tween 80 in the following fashion: To
a 1-mL aliquot of sample in a 15-mL polypropylene Falcon tube
was added 1 mL of 6 M guanidine hydrochloride and 4 mL of
dichloromethane. The mixture was then vortexed for 1 min to
form a thick emulsion. The emulsion was separated by centrifu-
gation at 4000 rpm for 20 min. The lower organic layer was
isolated and placed into a clean 15-mL polypropylene Falcon tube.
To that organic layer was added 1 mL of a cobalt ammonium
thiocyanate test solution (250 g of ammonium thiocyanate, 110 g
of cobalt nitrate, and 200 g of sodium chloride in 1 L of purified
water). The mixture was then vortexed for 30 s and allowed to
separate. The organic layer was then analyzed spectrophotometri-
cally at 320 nm. The concentration of Tween 80 in the original
sample, which is proportional to the absorption at 320 nm, was
then calculated from a standard curve of know Tween 80 concen-
trations.

Preparation of deoxyrHb1.1 Solutions for Long-Term Stability
Studies in VialssRecombinant hemoglobin from our manufactur-
ing plant (∼50 mg/mL), in 150 mM sodium chloride, 5 mM sodium
phosphate (pH 6.8-7.2), ∼0.03% polysorbate 80, and <5 µM
EDTA, was deoxygenated by stripping the oxyHb solution with
nitrogen gas. Following deoxygenation, the hemoglobin was
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concentrated to 80 mg/mL and ascorbate was added to a final
concentration of 2 mM. The solution was then packaged into the
glass vials as already described and incubated at 4 °C for up to 1
year.

Preparation of DeoxyrHb1.1 Solutions for Long-Term Stability
Studies in BagssRecombinant hemoglobin from our manufactur-
ing plant (<50 mg/mL), in 150 mM sodium chloride, 5 mM sodium
phosphate (pH 6.9-7.1), ∼0.03% polysorbate 80, and <5 µM
EDTA, was deoxygenated by stripping the oxyHb solution with
nitrogen gas. Following deoxygenation, the hemoglobin was
concentrated to 80 mg/mL and ascorbate was added to a final
concentration of 2 mM. The solution was transferred to a nitrogen-
purged glovebox and packaged as 30-mL aliquots in 60-mL flexible
Stedim-5 containers then overwrapped with aluminum foil pouches.
ZPT 100 “Ageless” oxygen scavengers were placed between the
foil overwrap and the flexible containers prior to heat sealing the
overwrap containers. The foil pouches were heat sealed and
incubated at 4 °C for up to 1 year.

Results

Acute StudiessEffects of Ascorbate and Oxygen Con-
centrations on Methemoglobin FormationsThe ability of
ascorbate to reduce recombinant methemoglobin (met-rHb)
in the presence of differing partial pressures of oxygen in
the vial headspace was studied. Equilibration of the rHb
solution with a gas mixture containing 15 000 ppm oxygen
caused an increase in the rate of met-rHb formation above
that observed for recombinant oxyhemoglobin (oxy-rHb) of
1% per day versus 0.7% per day, respectively (see Figure
1, oxy-rHb data not shown). Addition of ascorbate to 0.5
and 1 mM produced a two-stage autoxidation profile with
an initial autoxidation rate of 2.4% per day through 8 days
of storage, followed by a slower rate of 0.7% per day.
Increasing the ascorbate concentration to 2 mM decreased
the autoxidation rate to ∼1.1% per day for the first 5 days,
followed by a reduction in the met-rHb content at a rate of
1% per day for the remainder of the study period (15 days).
In contrast, the hemoglobin solution containing 5 mM
ascorbate demonstrated no overall increase in the level of
met-rHb and showed a complete reduction by approxi-
mately 2 days following addition of the ascorbate. Hemo-
globin equilibrated with 150 ppm of oxygen in the head-
space oxidized at the rate of approximately 0.2% per day
(see Figure 2). Addition of ascorbate (0.5-5 mM) decreased
the concentration of met-rHb. The rate of reduction was
dependent upon the concentration of ascorbate.

Effects of Ascorbate and Oxygen Concentrations on P50
and nmaxsRecombinant hemoglobin typically has a P50 of

32 mmHg and an nmax coefficient of 2.3. By 21 days, the
hemoglobin sample equilibrated with 15 000 ppm of oxygen
and containing 5 mM ascorbate demonstrated a P50 of 37.3
mmHg and an nmax coefficient of 1.5. The hemoglobin
equilibrated with 150 ppm of oxygen and 5 mM ascorbate
demonstrated a P50 of 33.8 mmHg and an nmax coefficient
of 2.11 at 21 days.

Characterization of Ascorbate-Mediated Modification of
HemoglobinsReversed-phase HPLC was used to evaluate
potential ascorbate-mediated modifications of the globins.
The sample equilibrated with 15 000 ppm oxygen and
containing 5 mM ascorbate showed a decrease in the height
of the â-globin peak compared with the control along with
the appearance of an increased area on the trailing
shoulder of the â-globin peak (Figure 3). In contrast, the
chromatographic profile of the sample equilibrated with
150 ppm oxygen and containing 5 mM ascorbate was not
significantly different from a control sample with no added
ascorbate. The sample equilibrated with 15 000 ppm
oxygen and 5 mM ascorbate was further analyzed by LC-
MS. The analyses of the shoulders on the â-globin peak
revealed the presence of three significant â-globin adducts
with mass additions of 16, 42, and 72 Da. With the
exception of the 42 Da mass gain on the â-globin, these
mass additions were not observed in the hemoglobin
solution prior to addition of the ascorbate. Tryptic mapping
of the starting hemoglobin revealed a small peak assigned
to acetylation of the N-terminus of the â chain with a
characteristic 42 Da mass gain. Additionally, using single
ion chromatograms, we searched for modifications on

Figure 1sMetHb formation of rHb1.1-containing ascorbate in solution and
equilibrated with 15 000 ppm of oxygen in the headspace. Recombinant
hemoglobin (rHb1.1) was equilibrated with 15 000 ppm of oxygen and reacted
with increasing concentrations of ascorbate. Symbols represent the following
ascorbate concentrations in each sample: (circles) 0 mM ascorbate; (octagons)
0.5 mM ascorbate; (diamonds) 1 mM ascorbate; (squares) 2 mM ascorbate;
(triangles) 5 mM ascorbate. Data from samples containing 0, 0.5, 1, and 2
mM ascorbate were fit using linear regression to generate rates of metHb
formation.

Figure 2sMetHb formation of rHb1.1-containing ascorbate in solution and
equilibrated with 150 ppm of oxygen in the headspace. Recombinant
hemoglobin (rHb1.1) was equilibrated with 150 ppm of oxygen and reacted
with increasing concentrations of ascorbate. Symbols are the same as in Figure
1. The data for the sample containing 0 mM ascorbate were fit by linear
regression to generate the rate of metHb formation.

Figure 3sReversed phase HPLC analysis of hemoglobin after incubation
with 5 mM ascorbate at differing partial pressures of oxygen. Samples were
the same as in Figure 1 and were analyzed following 15−16 days of storage
at 4 °C. The control hemoglobin represents a sample of rHb incubated with
15 000 ppm of oxygen and 0 mM ascorbate. The arrow indicates the difference
peak of the â-globin shoulder containing the M+72 addition.
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tryptic peptides. Only one significant difference peak was
found at 45 min; exhibiting a mass of 1055.4 amu and
eluting as a trailing shoulder on the R4 peptide (see Figure
4). The peak was previously identified as the M+72
modification of the N-terminus of the â-globin affected by
ascorbate and oxygen.26 In agreement with the tryptic
mapping, V8 mapping of this hemoglobin confirmed the
existence of the M+72 at the N-terminus of the â-globin
and did not show additional difference peaks.

The fraction containing the M+72 peptide from the
tryptic map was isolated and infused into the LCQ mass
spectrometer. The double-charged ion (528.8) was frag-
mented to elucidate the position and structure of the
modification. MS/MS fragmenation spectra (see Figure 5)
showed an unusual pattern of a neutral loss of 44 Da
followed by an additional loss of 18 Da. These mass losses
corresponded to mass gains of 28 and 10 Da on the
unmodified peptide. The neutral loss of 44 and 18 Da is
usually associated with decarboxylation and loss of water,
respectively. The observed B ions, starting from B2,
showed gains of 10, 28, or 72 Da, confirming the presence
of the modification within the first two residues. The series
of Y ions was consistent with unmodified peptide, except
the Y7 and Y8 ions. The Y7+10 mapped a mass gain of 10
Da to His2 and the Y8 ion mapped a mass gain of both 10
and 28 Da to the Met1 position. A mass gain corresponding
to Y7+28 was not found. The N-terminus was shown to
be blocked to Edman sequencing.26 Reduction with cy-
anoborohydride did not change either the elution position
or the mass of the M+72 peptide. The data are consistent
with an imidazolidinone structure for the modification.

Effects of pH on the StabilitysThe propensity of the
deoxy-rHb in the presence of 2 mM ascorbate to aggregate
and precipitate during 4 °C storage was studied at pH 7
and pH 8 by DLS. Comparison of the day 0 samples at
pH 7 and pH 8 indicated that their size profiles are similar
with no apparent aggregation (see Figure 6). Aggregates
of ∼100 and 500 nm were observed in the pH 8 sample
after 2 weeks of incubation at 4 °C. Following an additional
2 weeks of storage, the size of the aggregates appeared to
increase, and by 6 weeks a precipitate was visible in the
bottoms of the vials. The pH 7 samples did not display
any indications of aggregation or precipitation for up to 8
weeks of storage.

Effects of Tween 80 on AggregationsThe ability of Tween
80 to prevent protein aggregation of deoxy-rHb1.1 at a

liquid surface interface was examined by shaking-induced
aggregation. Samples not containing Tween 80 demon-
strated an increase in the number of aggregates per
milliliter at g2 µm with increasing shaking speed, resulting
in an ∼500-fold increase between 0 and 225 rpm (Figure
7A). Even greater increases were observed for aggregates
g10 µm (Figure 7B) and g25 µm (Figure 7C), resulting in
∼2000- and ∼4000-fold increases, respectively. Addition
of Tween 80 significantly decreased aggregation of the
deoxyHb when shaken at speeds up to 170 rpm. At this
speed, a slight increase in aggregates was observed com-
pared with the 0 rpm sample, but no difference was seen
between any of the Tween 80-containing solutions. In-
creasing the speed to 225 rpm produced a level of aggrega-
tion in the hemoglobin sample containing 0.019% Tween
80 similar to that observed without surfactant. In contrast,
at 225 rpm, the samples containing 0.045-0.095% Tween
80 did not demonstrate an increase in aggregate levels
above that observed for 170 rpm. Furthermore, these
samples produced only an ∼10-fold increase in counts for
aggregates g2 µm (Figure 7A) and g10 µm (Figure 7B) and
an ∼5-fold increase for aggregates g25 µm (Figure 7C)
compared with those observed prior to shaking.

Long-Term Storage in VialssOverall Stability of the
Hemoglobin during Long-Term Incubation at 4 °C in
VialssBased on the observations made during the acute
stability studies, four sets of samples of rHb1.1 were
prepared under deoxy conditions, defined as 150 ppm
oxygen, followed by addition of 2.0 mM ascorbate. Polysor-
bate 80, 0.03%, was added to preclude aggregation of the
protein during storage. The levels of ascorbate dropped
steadily during the 12-month storage period from ap-
proximately 1.75 to 0.25 mM (see Figure 8, panel A). In
accordance with the presence of ascorbate, the concentra-
tion of metHb remained at <2% (limit of quantitation) of
the total protein during the course of the study (data not
shown). Starting samples had a P50 value of approximately
32 mmHg and did not change for the first 6 months of
storage (see Figure 8, panels B and C). Between 6 and 12
months, the P50 dropped slightly to 30 mmHg. The Hill
Coefficient measured at nmax demonstrated a slight de-
crease between 0 and 6 months from an initial value of
2.2 to 2.0. A further change was observed at 12 months,
with the nmax further decreasing to 1.8.

The propensity of the protein to aggregate during the
incubation was measured by both SEC and DLS. We did
not observe a change in the multimeric hemoglobin level
(see Figure 8, panel D) or changes in the overall chromato-
graphic HPSEC profile of the hemoglobin during the first
6 months of storage (data not shown). Between 6 and 9
months an increase in the level of multimer was observed
which increased further between 9 and 12 months. Higher
order aggregates (>2 µm) were not seen in the samples
until 12 months incubation (see Figure 8, panel E). An
initial apparent diameter of 6.2 nm was measured by DLS
at the beginning of the study, with an apparent increase
to 6.8 nm and the appearance of species with apparent
diameters of 212, 240, and 306 nm at the end of 12 months.
Precipitation was not observed on the vial walls during the
study period (data not shown).

Characterization of the Multimeric SpeciessThe multi-
mer observed by SEC analysis was further characterized.
Hemoglobin samples following 15 days and 1 year incuba-
tion at 4 °C were treated with 0.1 M DTT for 15 min and
analyzed by SEC (Table 1). The DTT treatment of the 15-
day sample resulted in reduction of 50% of the multimer,
whereas only 25% of the multimer was reduced by DTT
following a 1-year incubation. Prior to deoxygenation and
addition of ascorbate, multimer present in the hemoglobin
was completely reducible by DTT treatment (data not

Figure 4sTryptic map of ascorbate modified rHb1.1. Tryptic peptides of rHb1.1
incubated with 2 mM ascorbate were separated by C18 RP-HPLC and analyzed
by mass spectrometry: panel A, UV trace at 280 nm; panel B, total ion
chromatogram; panel C, specific ion chromatogram of the double-charged
â1+72 ion.
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shown). Following treatment with DTT, the remaining
multimer was isolated from the SEC column and analyzed
by SDS-PAGE. As shown in Figure 9 (panel A), the
isolated monomer peak only contained the â- and di-R-
globin bands. A number of bands were present in the
isolated non-DTT-reducible multimer peak with molecular
weights ranging between 45 and 68 kDa. The origin of the
cross-linked hemoglobins observed by SDS-PAGE was
further investigated. Addition of ascorbate directly to
oxyHb followed by overnight incubation at room temper-
ature produced a cross-linking pattern similar to that
observed for the 1-year samples (see Figure 9, panel B, lane
3). Saturation of the hemoglobin with carbon monoxide
(lane 5) or deoxygenation (lane 8) prior to ascorbate

addition prevented additional formation of the higher
molecular weight bands. Addition of hydrogen peroxide to
the CO-Hb sample (lane 6) produced a banding pattern
similar to that observed with ascorbate and oxyHb. Deoxy-
Hb incubated with ascorbate demonstrated a small in-
crease in the intensity of the banding pattern over that
seen in deoxyHb alone.

The DTT-reducible multimer was characterized by pep-
sin mapping. The SEC purified multimer from freshly
prepared rHb1.1 was separated by C3 RP-HPLC and the

Figure 5sMS/MS fragmentation spectra of the M+72 difference peptide. The double-charged ion m/z 528.8 was chosen and fragmented. Due to the limits of the
LCQ, the B1 ion or its adducts were to small to detect. The B and Y ions were annotated according to the legend in the upper right of the figure.

Figure 6sDynamic light scattering analysis on the effect of pH during 4 °C
storage: (solid line) starting material after equilibration at the indicated pH;
(dashed line) after 4 °C incubation for 2 weeks; (dotted line) after 4 °C
incubation for 4 weeks.

Figure 7sEffect of Tween 80 on protein aggregation of deoxy Optro during
shaking in vials. Samples were prepared as described in Materials and Methods
and shaken at the indicated speeds for 1 h at room temperature. Protein
aggregation was measured using the Hiac/Royco particle counter. Triplicate
vials were prepared for each Tween 80 concentration and analyzed separately.
Values are reported as the average of values from the three vials ± standard
deviation.
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â globin and di-â-globin were isolated and cleaved with
pepsin. The pepsin-generated peptides were separated by
C18 RP-HPLC, and a single difference peak in the di-â-
globin map was found (see Figure 10, panel B). The same
pepsin digest was incubated at pH 8.0 with 0.1 M DTT and

rechromatographed. Two new difference peptides were
generated, the first eluting at 28.7 min (1a, Panel C) and
the second eluting at 32.6 min (1b, Panel C). Sequencing
of the isolated peptides by Edman degradation identified
the first peptide as â89-102 and the second as â86-102.
Both of these peptides contain cysteine at position 93,
suggesting the hemoglobin was cross-linked through Cys93
of the â-globins from separate monomeric hemoglobins.

Characterization of Globin Modification During One Year
Incubation at 4 °C in vialssModification of the hemoglobin
primary structure was further examined by RP-HPLC
analysis and in-line mass spectrometry (RP/LC-MS) to
detect potential storage induced modification of the protein
primary structure. Comparison of the control hemoglobin

Figure 8sChange in ascorbate, P50, nmax, percent multimer, and apparent
diameter of samples of rHb during long-term storage in vials. All values are
the average from four samples analyzed at the indicated time points. The
value for ascorbate at 12 months is from a single sample. Data were analyzed
for statistically relevant differences during the storage period using a one-
way analysis of variance (ANOVA) and a Newman-Keuls post-hoc analysis.
Panel A is the ascorbate concentration (p < 0.05 for 0 versus 3, 6, and 9
months; p < 0.05 for 3 versus 6 and 9 months; 6 and 9 months were not
differerent). Panel B is the parameter P50 (p < 0.05 for 0, 3, and 6 versus 12
months; all others were not different). Panel C is the Hill coefficient, nmax (p
< 0.05 for all samples versus each other). Panel D is the percent multimeric
hemoglobin (p < 0.05 for 0, 3, 6, and 9 months versus 12 months). Panel E
is the apparent diameter of the hemoglobin during incubation at 4 °C (samples
were not statistically different from each other).

Table 1sSize Exclusion Chromatographic Analysis of Multimeric rHb
Before and After Treatment with Dithiothreitola

treatment
% multimer

(−DTT)
% multimer

(+DTT) % change

15 days incubation at 4 °C 1.47 0.75 −50%
1 year incubation at 4 °C 2.84 2.05 −25%

a Analysis were performed on single samples.

Figure 9sSDS−PAGE analysis of isolated monomer and multimer and
reactions of rHb1.1 with ascorbate. Panel A: Hemoglobin (rHb1.1), incubated
with 2 mM ascorbate for 1 year at 4 °C under reduced oxygen tension was
reduced with DTT, and the nonreducible multimer was separated from the
monomer by SEC and isolated: lane 1, isolated monomer; lane 2, isolated
multimer. Panel B: Hemoglobin (rHb1.1) at 75 mg/mL, prepared as oxy,
carbonmonoxy, or deoxy, was incubated overnight at room temperature with
2 mM ascorbate and then precipitated with acid acetone and resuspended in
reducing buffer and analyzed: lane 1, rHb1.1 control; lane 2, oxy-rHb1.1 at
room temperature overnight; lane 3, oxy-rHb1.1 + ascorbate; lane 4, CO-
rHb1.1 at room temperature overnight; lane 5, CO-rHb1.1 + ascorbate; lane
6, CO-rHb1.1 + 4 mM hydrogen peroxide; lane 7, deoxy-rHb1.1 at room
temperature; lane 8, deoxy-rHb1.1 + ascorbate.

Figure 10sPepsin maps of DTT-reducible cross-linked â-globin. Multimeric
rHb1.1 was isolated by SEC and further separated by C3 RP-HPLC: panel
A, pepsin-treated â globin isolated from RP-HPLC; panel B, pepsin-treated
cross-linked â-globin from RP-HPLC (arrow denotes the difference peptide);
panel C, isolated difference peptide from B after reduction with DTT.
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with the samples stored in ascorbate for 1 year shows
modification to both shoulders of the â-globin peak and the
leading shoulder of the di-R-globin peak (see Figure 11).
The main â globin peak showed a characteristic mass of
15 913 Da. The adduct eluting at 28.8 min in front of the
main â peak had a mass increase of 16 Da, likely due to
oxidation. The quantity of this adduct varied during the
study period. Two â-globin adducts were observed in the
peak eluting at 30.6 min and included mass additions of
42 and 72 Da. The peak eluting at that position increased
from 2.2 to 4% during the study period. Cross-linked â
globins were observed with masses of 31 825 and 31 908
Da. Only one modification was observed on the di-R-globin
peak occurring on the leading shoulder with a mass
increase of 19 Da compared to 30 328 Da observed for the
main di-R peak. The main di-R peak is composed of the
methylated (30 338 Da) and the unmethylated (30 324 Da)
forms of the di-R-globin.27

Long-Term Storage in BagssStudies of deoxy-rHb1.1
were also carried out with deoxyHb stored in oxygen-
impermeable containers to prevent ascorbate degradation.
Aggregation was not definitively observed with the long-
term studies in vials, so polysorbate 80, 0.03%, was again
included in the formulations to preclude aggregation of the
protein during storage. The initial ascorbate levels present
in each of the three lots were not significantly different
from those present following 12 months incubation at 4 °C
(Table 2). In accordance with the presence of ascorbate,
the concentration of met-rHb remained at <2% (limit of
quantitation) of the total protein during the course of the
study. Changes were also not observed in the P50 and nmax
measurements, with average values of 32 mmHg for the
P50 and 2.17 for the nmax during the incubation period
(Table 2). Additionally, we did not observe an increase in
the multimer content (Table 2) or changes in the overall
chromatographic HPSEC profile of the hemoglobin (data
not shown).

Dynamic light scattering was used to ascertain the
presence of higher order aggregates not detected by HPSEC.
As seen in Figure 12, an initial diameter of 5.9-6.2 nm
was measured by DLS at the beginning of the study, with

no discernible change through 9 months of storage. At 12
months, the mean diameter of the rHb in each of the lots
increased to an average diameter of 7.2 nm, indicating the
presence of aggregates. Distinct peaks were not differenti-
ated by the instrument, rather the aggregation was de-
tected as an overall increase in the size of the protein.
Aggregates of 10 µm (Figure 13A) and 25 µm (Figure 13B)
demonstrated a similar pattern with minimal changes
through 9 months and a sharp increase between 9 and 12
months. Increases in the levels of aggregates were not
associated with measurable precipitation of the protein
because the soluble protein concentration did not decrease
significantly during the course of the study (data not
shown).

Figure 11sReversed-phase HPLC analysis of rHb1.1 during 1 year of storage
at 4 °C in vials. Samples were prepared and stored as already described. At
the indicated period of time, samples were removed and aliquots were stored
at −80 °C until analysis. Samples were prepared for analysis by acid/acetone
precipitation immediately upon thawing and analyzed by RP-HPLC and RP/
LC-MS as described in Materials and Methods.

Table 2sAscorbate, P50, nmax, and Multimer Data for Deoxy-rHb1.1
Stored in Oxygen-Impermeable Bagsa

lot
months
at 4 °C

ascorbate
(mM)

P50

(mmHg) nmax

multimer
(% of total Hb)

1 0 1.65 ± 0.03 32.5 ± 0.5 2.21 ± 0.03 2.7 ± 0.5
12 1.67 ± 0.01 32.9 ± 0.2 2.21 ± 0.03 1.7 ± 0.1

2 0 1.42 ± 0.02 33.5 2.44 2.1 ± 0.3
12 1.39 ± 0.01 33.4 ± 0.4 2.15 ± 0.04 2.1 ± 0.5

3 0 1.70 ± 0.02 32.0 2.01 1.3 ± 0.2
12 1.64 ± 0.01 32.8 ± 0.1 2.22 ± 0.01 1.8 ± 0.4

a Three bags were analyzed at each time point, and the average ± standard
deviation are reported. Samples without standard deviation are from analysis
of a single analysis only.

Figure 12sDynamic light scattering analysis of rHb1.1 during 1 year of storage
at 4 °C in bags. At the indicated periods of time, samples were removed and
immediately analyzed for aggregates <0.2 µm by DLS as described in Materials
and Methods. Three bags of each lot were analyzed at each time point, and
the average ± standard deviation are reported.

Figure 13sLight obscuration analysis of rHb1.1 during 1 year of storage at
4 °C in bags. At the indicated period of time, samples were removed and
immediately analyzed for aggregates g10 and g25 µm by light obscuration
as described in Materials and Methods. Three bags of each lot were analyzed
at each time point and the average ± standard deviation are reported.
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Modification of the hemoglobin primary structure was
again examined by RP/LC-MS to detect potential storage-
induced degradation of the protein primary structure.
Comparison of the control hemoglobin with the hemoglobin
formulated in ascorbate (Figure 14, compare panels A and
B) shows modification to both the leading and lagging
shoulders of the â-globin peak, with a corresponding
decrease in the ratio of â- to di-R-globin peak heights from
1.14 to 1.07, respectively. Once the hemoglobin was
formulated and put in storage conditions, RP-HPLC pro-
files did not reveal the presence of new peaks nor decreases
in the height ratio of the â-globin-to-di-R-globin peaks.
Ascorbate/oxygen-mediated modifications that were previ-
ously described were observed in the samples but did not
appear to change qualitatively during the study period. We
were unable to quantitate these adducts (in the hemoglo-
bin) by RP/LC-MS due to a lack of mass resolution. The
RP/LC-MS analysis of the â- and di-R-globin peaks dem-
onstrated a consistent molecular weight for each of the
globin chains during storage of 15 913 Da for the â globin
and 30 330 for the di-R-globin.

Discussion
The purpose of this study was to investigate the effects

of ascorbate, oxygen, and pH on the long-term stability of
deoxyHb. Storage of deoxyHb has been investigated by
other researchers.28,29 Kramlova et al.29 attempted to store
stroma-free hemoglobin following bubbling of nitrogen
through the solution. After 1 year at 4 °C, the metHb
content increased from 5 to 41%. De Venuto28 stored
hemoglobin at 25 °C in sealed glass ampules following three
cycles of gas evacuation and flushing with nitrogen. In
those studies, the metHb content increased from 6.1 to
52.8% during the 8-week storage period. It is likely that
the hemoglobin in those investigations oxidized due to
incomplete deoxygenation of the solutions. Keilin30 dem-
onstrated that the rate of autoxidation increases dramati-
cally if the hemoglobin is only partially deoxygenated.
Investigations by Brantley et al.2 using myoglobin con-
firmed these observations and demonstrated that under
saturating oxygen conditions autoxidation occurs through
a unimolecular dissociation of the neutral superoxide

radical (HOO•) from the heme. At low oxygen concentra-
tions, autoxidation may occur through the unimolecular
reaction as well as a bimolecular reaction. The bimolecular
reaction is facilitated by the structure of partially deoxy-
genated Mb, which allows a water molecule to coordinate
with His64 and the ferrous iron of the deoxy heme. The
water molecule is capable of stabilizing the ferric state of
the oxidized heme, thereby facilitating the extraction of an
electron from the ferrous iron by an approaching oxygen.
When rHb1.1 was equilibrated with 15 000 ppm of oxygen
in the headspace and stored at 4 °C, the autoxidation rate
increased by approximately 50% over that normally ob-
served for oxy-rHb1.1. Equilibrating the hemoglobin with
150 ppm of oxygen in the headspace of our containers did
not completely prevent autoxidation, although it did de-
crease the rate by approximately 5-fold from that observed
with 15 000 ppm of oxygen in the headspace (see Figures
1 and 2). Further reduction of autoxidation was ac-
complished by inclusion of the reducing agent, ascorbate.
The ascorbate likely reacted with excess oxygen present
in the solution and reduced any ferric hemoglobin back to
the ferrous state.

Reaction of reducing agents such as ascorbate with
oxygen can produce superoxide.31 During our studies,
inclusion of 0.5 and 1 mM ascorbate in formulations
containing 15 000 ppm of oxygen in the headspace in-
creased the autoxidation rate compared with the rate in
solution without ascorbate (see Figure 1). The increased
oxidation rate observed for the first 8 days was likely due
to production of superoxide by ascorbate and oxygen until
all the ascorbate in the solution was consumed. Superoxide
quickly disproportionates to hydrogen peroxide, which can
react with and oxidize ferrous Hb. In the sample of
hemoglobin incubated with 2 mM ascorbate, it is likely that
ascorbate consumed the oxygen and reduced the metHb.
Both reactions conceivably occurred in competition, result-
ing in the slower rate of metHb reduction than that seen
with 5 mM ascorbate.

The protein modifications observed during the long-term
studies in vials (Figures 8-11) were similar to those
observed during the acute studies and are likely related
to the reaction of ascorbate with oxygen which produces
superoxide.31 Oxygen may have entered the reaction vials
during the study period through the permeable butyl
rubber stoppers. The protein cross-linking observed by
SDS-PAGE (Figure 9) was likely related to formation of
hydrogen peroxide from the superoxide anion because the
cross-linking pattern in the presence of H2O2 was similar
to that when the oxyHb was incubated with ascorbate.
Additionally, a similar type of cross-linking pattern was
observed when HbAo was incubated with hydrogen perox-
ide (data not shown), suggesting that the cross-linking was
not due to a difference in susceptibility of the two hemo-
globins to H2O2. The cross-linking of the protein would
explain the decrease in the P50 and nmax observed during
our long-term studies. A decrease in the oxygen binding
parameters of recombinant hemoglobin has been observed
after heterogeneous intramolecular cross-linking of the
globins.32

Chemical modifications of the hemoglobin observed
during the acute studies (see Figures 3 and 4) were also
present in the material used for long-term stability follow-
ing addition of ascorbate (see Figures 10 and 14), and
increased during storage of the rHb1.1 in vials (see Figure
10). The modifications did not appear to increase when
the hemoglobin was stored in an oxygen-impermeable
storage system (Figure 14, compare panels B-D). Reduc-
tion of metHb by ascorbate produces dehydroascorbate,
which could subsequently react with low levels of residual
oxygen and produce other potentially highly reactive

Figure 14sReversed phase HPLC analysis of rHb1.1 during 1 year of storage
at 4 °C in bags. At the indicated period of time, samples were removed and
aliquots were stored at −80 °C until analysis. Samples were prepared for
analysis by acid/acetone precipitation immediately upon thawing and analyzed
by RP-HPLC and RP/LC-MS as described in Materials and Methods.
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byproducts that could modify the protein.33-36 A number
of new modifications of hemoglobin were detected by C3
RP/LC-MS analysis. The most significant mass gains were
16 and 72 Da. Mass gains of 58 Da (carboxymethylation)
and 130 Da (dehydroascorbate addition) could not be
definitively assigned by LC-MS (data not shown). Only one
difference peak was observed during peptide mapping and
was assigned as a 72 Da addition to the N-terminus of the
â chain. This result may indicate that other modifications
are labile or heterogeneously distributed across â and di-
R-globins. Heterogeneous modifications not detectable by
tryptic mapping have also been observed.32 The mass
increase of 16 Da is likely due to oxidation of side chains
of labile amino acids.37,38 Amino acid analysis indicated
the presence of a low level of labile oxo-histidine in the
sample equilibrated with 15 000 ppm of oxygen and
incubated with 5 mM ascorbate (data not shown).

Efforts were made to identify the M+72 modification at
the N-terminus of the â-globin. The results from the MS/
MS fragmentation together with the protein chemistry
(blocked to Edman degradation and not reducible by
borohydride) suggest that the modification is distributed
between the Met1 and His2 residues, which is consistent
with an imidazolidinone structure. Imidazolidinone struc-
tures have been postulated to form at the N-terminus of
the â globin in reactions of human hemoglobin A0 with
aldehydes.39-42 Our results also indicate that the modifica-
tion is likely to contain labile carboxy and hydroxy groups,
which is consistent with the observed neutral loss of 44Da-
and 18 Da-derived fragments. The proposed structure for
the modification is presented in Figure 15. The structure
indicates a similarity to an oxalate-derived modification.
However, incubation of hemoglobin with oxalate did not
produce any trace of the M+72 modification (data not
shown). Examination of the known ascorbate degradation
pathway34-36 did not indicate the presence of degradation
byproducts that could directly derivatize the hemoglobin
and result in a mass increase of 72 Da. A number of
ascorbate degradation products containing carbonyl groups
could initially form a Schiff’s base with the N-terminus
followed by rearrangement to the imidazolidinone structure
and further degradation (i.e., oxidation) to produce the
observed mass gain.

Surfactants may stabilize protein structure by binding
to hydrophobic surfaces on proteins 44-46 or by competing
with proteins for adsorption at liquid-surface interfaces.47-49

Studies by Kerwin et al.43 demonstrated that Tween 80
does not bind to the rHb1.1, suggesting that the decreased
aggregation observed during the shaking studies (Figure
7) was due to competition of the surfactant with the liquid-
surface interfaces. Therefore, because the hemoglobin
would be stored for long periods of time while in contact
with the ethyl vinyl acetate surface of the bag, Tween 80
was added to the hemoglobin solutions to circumvent
possible aggregation during the study period. In contrast

to the long-term study in vials in which little aggregation
was observed by DLS, a variable degree of aggregation was
observed by both DLS and light obscuration when the
hemoglobin was stored in the bags. This difference may
be due to differential affinities of the surfactant and the
hemoglobin for either the glass or ethyl vinyl acetate
surfaces. Work by Hlady and co-workers49,50 has demon-
strated that the interaction of proteins with surfaces is
dependent on the surface chemistry. It is not likely that
the aggregation was due to the initial modification of the
hemoglobin following ascorbate addition (Figure 14) be-
cause similar observations were made during the long-term
studies of deoxy-rHb in vials (Figure 11), which contained
a much higher degree of protein modification at the end of
the study period. The concentration of Tween 80 used in
our formulation may have been too low to successfully
prevent interaction of the hemoglobin with the ethylvinyl
acetate bag surface, eventually leading to aggregation. It
is also possible that the N-terminal methionine and the
“glycine linker” between the R subunits, which are not
present in HbAo, add to the instability of the protein,
making it more prone to aggregation. However, we do not
feel that this is the case because comparison of the
R-carbons of the X-ray crystallographic structures of deoxy-
rHb1.1 and HbAo have a root-mean-square (RMS) devia-
tion of 0.187 with the met1-CR and an RMS deviation of
0.170 without the met1-CR (E. Brucker, personal com-
munication).

The data presented here demonstrate a significant
advance in our ability to successfully store hemoglobin-
based oxygen-carrying therapeutics. To our knowledge this
is the first evidence that a deoxygenated hemoglobin can
be stored for an extended period of time in the presence of
reducing agents without metHb formation or precipitation.
Stability against met-rHb formation was increased >50-
fold by deoxygenation and reduction of the protein with
ascorbate. Storage of the deoxy-rHb in vials resulted in
modification to the protein primary structure (Figure 11),
decreased P50 and nmax values (Figure 8), and formation of
cross-linked protein (Figure 9). These modifications were
all likely related to the influx of oxygen through the vial
stopper and were not observed following storage of the
hemoglobin in the foil overwrapped containers.
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Abstract 0 The pH−metric technique was used to determine the
ionization constants and distribution coefficients of 10 phenothiazines
and five ionizable calcium channel antagonists. Because the studied
compounds were poorly water soluble and quite lipophilic with partition
coefficients in the range of 3.5 to 5.5, organic cosolvents had to be
added for the determination of the ionization constants to avoid
precipitation of the free bases. The effect of the cosolvents dioxane
and methanol on the extrapolation to pure water was compared. For
both cosolvents a very good agreement with accessible published
ionization constants was obtained, however the slope of the regression
line was much smaller for dioxane, yielding more reliable estimates
according to the standard deviation of the extrapolated values. Thus,
dioxane might be preferable to methanol as a cosolvent for the
determination of ionization constants of sparingly water soluble bases.
Also the n-octanol/water partition coefficients were determined and
compared with published data and values calculated with the ClogP,
ACD, and HINT programs. Although the obtained values were
approximate in conformity with the published data, the calculated
partition coefficients differed from the experimental ones considerably
for the majority of the investigated compounds. Furthermore, the ion
pair partitioning and the distribution coefficients at physiological pH
7.4 were determined. The pH-dependent distribution profiles showed
the strong influence of the ionization constants and of the distribution
of the ion pairs on the overall distribution. This result strongly suggests
that greater use should be made of measured distribution coefficients
in quantitative structure−activity relationship studies. The potentiometric
method is a convenient way to determine the distribution properties
of drug molecules at pH values relevant for the biological system
under investigation.

Introduction

The knowledge of drug membrane interactions is impor-
tant in the understanding of the biological action of many
drugs.1 Often the pharmacological behavior of drugs is
related to their distribution or nonspecific binding in or to
membranes.2,3 n-Octanol/water is often used to model the
distribution of a drug by measuring the partition coefficient
in this system.4 The partition coefficient, P, is most
commonly defined for the uncharged form of an ionizable
substance; in addition it can be also defined for the charged
form of the substance. Often the neutral and charged forms
of lipophilic molecules are able to partition into the organic
phase in solvent/water mixtures.5 The pH-dependent dis-
tribution profile enables the identification of the number

of species present and is a powerful tool for comparing the
properties of clusters of similar compounds.6 Precisely and
accurately determined values of the ionization constants,
pKa, and the partition coefficients of the neutral and
charged species are necessary to obtain distribution coef-
ficients. The conventional methods for measuring pKa and/
or log P values are UV spectroscopy, the shake-flask
method,7 HPLC,8 and centrifugal partition chromatogra-
phy,9 respectively. A major drawback of these methods is
that they are very time-consuming. An additional problem
for these kinds of determination is often the very low
solubility of pharmaceutical compounds. The acid-base
titration in aqueous solution is an alternative for ionizable
compounds.10-15 To increase the solubility, a water-miscible
cosolvent (methanol, dioxane, dimethyl sulfoxide) is added
for the pKa determination of sparingly water soluble
compounds.

For phenothiazines used as neuroleptics, a good correla-
tion between the determined log P values and a selected
biological action has been reported.16-20 Also, for calcium
channel antagonists, the lipophilicity and interaction with
membrane phospholipids seem to play a major role in their
pharmacological activity.2 In our efforts to characterize and
better understand drug-membrane interactions and the
distribution of membrane-active compounds, we first report
in this paper the application of the pH-metric method to
the determination of pKa, log P, and log Pion values for 10
structurely related phenothiazines and five calcium chan-
nel antagonists in n-octanol/water.

The aims of this work were severalfold: to validate the
pH-metric method and to advance the exact analysis of
pKa values and the distribution in n-octanol/water of
neutral and positively charged drugs; to study the influence
of the cosolvents dioxane and methanol necessary in cases
of poorly soluble compounds on the determined pKa value;
to compare experimental with calculated log P values to
estimate the reliability of the latter ones; to establish the
pH-dependent distribution profile of every sample; and to
compare the application of either the log P values or
apparent distribution coefficient (log D) values at physi-
ological pH in quantitative structure-activity relationships
(QSAR) studies (i.e., in attempting to predict the pharma-
ceutical potency or the in vivo absorption).

Experimental Section
ReagentssThe pharmaceutical substances used are as fol-

lows: promethazine hydrochloride, chlorpromazine hydrochloride,
triflupromazine hydrochloride, prochlorperazine dimaleate, tri-
fluoperazine dihydrochloride, perphenazine, fendiline hydrochlo-
ride, and 1-octanol (HPLC grade) from Sigma Chemical Company,
Germany; verapamil hydrochloride from Aldrich, Germany; metha-
nol (HPLC grade) from Carl Roth GmbH, Karlsruhe, Germany;
hydrochloric acid standardized ampules and potassium hydroxide
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standardized ampules from Riedel-de-Haen AG, Seelze, Germany;
and potassium chloride (pro analysis) and dioxane from VEB
Laborchemie, Apolda, GDR. The dioxane was distilled twice before
use. The following drugs were generous gifts: levomepromazine
hydrochloride from Bayer AG, Leverkusen, Germany; thioridazine
hydrochloride and thiethylperazine dimaleate from Sandoz AG,
Nürnberg, Germany; gallopamil hydrochloride from Knoll Deut-
schland GmbH, Ludwigshafen, Germany; amlodipine besylate
from Pfizer GmbH, Karlsruhe, Germany; and nicardipine hydro-
chloride from Ciba-Geigy GmbH, Wehr, Germany. The water used
was purified with an Elgastat Maxima, Elga Ltd., Bucks, UK.

Practical Part of pH-Metric MethodsThe pKa and the log
P values were determined by potentiometric titration using a PCA
101 instrument from Sirius Analytical Instruments Ltd., Forrest
Row, UK, at 25.0 ( 0.2 °C at an adjusted ionic strength of the
aqueous phase of 0.15 M potassium chloride. Details of the method
have been previously published elsewhere.10-15 The pKa and log
P measurements were done in separate experiments, and the
concentration of the drug titrated was between 0.08 and 0.15 mM.
The lower pKa values of the diprotic phenothiazines were deter-
mined in triplicate in pure aqueous 0.15 M KCl. To avoid
precipitation of the neutral bases, certain amounts of cosolvents
were added in case of the higher pKa values. The concentration of
the dioxane cosolvent varied between 15 and 40 wt % and, for the
phenothiazines, 20-50 wt % methanol cosolvent was used ad-
ditionally. The apparent pKa values (psKa) were measured in at
least five different cosolvent/water mixtures. The log P determina-
tions were replicated at least three times with different volume
ratios of n-octanol/water. Because of the high partitioning of all
samples into the organic phase, a reasonable volume ratio of 0.005
to 0.05 was applied (0.1 to 1.0 mL octanol in 20 mL total volume).
For the dimaleate counterion present in the prochlorperazine and
thiethylperazine salts, a pKa of 5.78 and a log P of -0.47 were
determined in the pH range between pH 2.5 and 10.5, which is in
close agreement with the literature (pKa ) 5.80; log P ) -0.4).21

Theoretical Part of pH-Metric MethodsAn iterative least
squares refinement procedure was used to calculate the final
values. Typically, the values of the goodness of fit (GOF) weighting
scheme used for all refinements were in the range from 0.6 to 1.4
for pKa measurements without cosolvent, log P titrations, and
multi-set refinements. A GOF value of 1 means that on average
the observed and calculated curve differ not more than one internal
standard deviation of the device. The Yasuda-Shedlovsky proce-
dure extrapolates the real aqueous pKa from the obtained psKa
values by plotting the psKa value and the logarithm of the water
concentration against the reciprocal of the dielectric constant, ε,
for the mixtures according to eq 1:13

A negative slope of the regression line is characteristic for basic
substances. To investigate the reliability of the electrode calibra-
tion factors supplied, comparative titrations in dioxane and
methanol cosolvent mixtures were performed.

The partition coefficient, log P, of the neutral bases was
calculated according to eq 2:

If only the partitioning of the neutral species into n-octanol was
assumed, the calculated partition coefficients decreased with
increasing amounts of n-octanol, indicating a significant contribu-
tion of the monoprotonated form to partitioning. Therefore, the
partitioning of the monoprotonated form was taken into account
in the fitting process. For the monoprotic bases, the partition
coefficient of the ion, log Pion, was calculated iteratively, correcting
the apparent log P value obtained in different n-octanol/water
ratios to a constant value. According to this procedure, only the
partitioning of the monoprotonated form accounted for the distri-
bution for the investigated diprotic phenothiazine derivatives. To
investigate the influence of the uncertainty in the pKa determi-
nation on the log P measurement, the log P values were calculated
again at ( one standard deviation of the determined pKa value.
Only in this manner, by taking into account the errors of
measurements and extrapolations, can a realistic estimate of the
reliability of the log P results be obtained. Finally, the pH-
dependent apparent distribution coefficients, log D, were calcu-
lated as pH - log P - log Pion profile by the analysis software.

Calculation of log P ValuessFor comparative purposes, the
partition coefficients in the n-octanol/water system were calculated
with the programs ClogP,22 ACD,23 and HINT.24 ClogP is based
on the two-dimensional fragment method developed by Leo and
Hansch25 using fragment constants derived from differences in
partition coefficient of substituted and unsubstituted compounds
together with several correction terms that account for neighbor-
group effects. The ACD program uses a similar algorithm, where
the log P contribution values of atoms, fragments, and intra-
molecular interactions were derived from 3600 experimental log
P values.23 The calculated results are given with auxiliary
certainty limits. HINT was developed as computational method
for three-dimensional structures using hydrophobic atom con-
stants. The lipophilicity contributions of hydrogens are constant
and the lipophilicity values of the central atom(s) of a fragment
are adjusted in a way that the sum of the atomic constants is equal
to the fragment-constant value.26 This program offers two methods
for taking into account neighboring effects, either via bonds (e.g.,
according to the connectivity pattern) or through space, thus
considering additionally the conformation of a molecule. The three-
dimensional modeling was done with SYBYL.27 The starting
structures were extracted from the Cambridge Structural Data-
base,28 where entries for all compounds except gallopamil and
nicardipine were found. The structures for these two compounds
were built by modification of the X-ray structures of verapamil
and amlodipine, respectively. The geometry optimization and the
atom charge calculation of the neutral forms was performed with
MOPAC 6 as implemented in SYBYL using the AM1 Hamiltonian
and the keywords ‘precise’ and ‘gnorm-0.2’. Both HINT log P
values, with proximity effects via bonds, HINT-2D, and through
space, HINT-3D, were calculated for the optimized structures.

Results and Discussion
The pKa values measured in this study together with

available published data are shown in Table 1. A very good
agreement between potentiometrically measured and for-
merly reported pKa values can be seen. The differences are
mostly in the range of 0.1 to 0.2 units. This agreement can
be regarded as very satisfactory because the published
values have been determined in several laboratories and
usually not all details about the conditions of the pKa
determination were given, so ionic strength and tempera-
ture might differ from our experimental conditions. The
structures of all samples are shown in Figures 1 and 2.

Considering the statistics of the pKa determinations, it
can be concluded that the errors of pKa values determined

Table 1sComparison of Measured pKa Values with Published Data

measured pKa

drug in dioxanea in methanolb in waterc published pKa

promethazine 8.86 ± 0.01d 9.07 ± 0.08 9.11,29 9.1030

promazine 9.00 ± 0.05d 8.92 ± 0.09 9.28,29 9.4016

chlorpromazine 9.15 ± 0.09d 9.22 ± 0.13 9.30,29 9.3016

triflupromazine 8.95 ± 0.03d 9.07 ± 0.19 9.20,30 9.2016

levomepromazine 9.03 ± 0.09d 9.07 ± 0.16 9.1929

thioridazine 9.19 ± 0.06d 9.25 ± 0.07 9.5030

prochlorperazine 3.77 ± 0.16 3.73 ± 0.04 3.79 ± 0.01d 3.73,31 3.7830

8.21 ± 0.13d 7.96 ± 0.09 8.1031

trifluoperazine 3.70 ± 0.11 3.95 ± 0.35 3.91 ± 0.01d 3.60,32 3.905

8.11 ± 0.06d 8.38 ± 0.13 8.10,32 8.105

thiethylperazine 3.65 ± 0.02 3.81 ± 0.27 3.80 ± 0.01d

8.00 ± 0.09d 8.06 ± 0.06 8.1229

perphenazine 3.97 ± 0.09 3.98 ± 0.05 3.59 ± 0.01d 3.7031

7.90 ± 0.09d 7.82 ± 0.06 7.8031

verapamil 8.68 ± 0.09d 8.60,33 8.9230

gallopamil 8.57 ± 0.06d 8.42 ± 0.01
fendiline 9.04 ± 0.03d

amlodipine 9.31 ± 0.10d 9.0234

nicardipine 7.28 ± 0.10d 7.20,35 7.3336

a With cosolvent dioxane and Yasuda−Shedlovsky extrapolation. b With
cosolvent methanol and Yasuda−Shedlovsky extrapolation. c In only aqueous
solution. d pKa value used for log P determination.

psKa + log [H2O] ) a + b/ε (1)

log P ) log(10(pKa - poKa) - 1) - log(r) (2)
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in purely aqueous 0.15 M KCl seem to be negligible
(standard deviations of about (0.01). The quality of the
Yasuda-Shedlovsky extrapolation depended on the num-
ber of titrations introduced, the amount and kind of
cosolvent, and the quality of the electrode parameter
validation at certain cosolvent concentrations. The com-
parison of the pKa values obtained from either dioxane or
methanol cosolvent mixtures showed generally good agree-
ment, with differences in the range of <0.1 to 0.2 units.
For all compounds, except promethazine, gallopamil, and
the highest pKa values of prochlorpromazine and trifluo-
perazine, the confidence intervals of the pKa values overlap;
therefore, they are statistically identical. The results
obtained with dioxane seemed more reliable because lower
concentrations were needed to keep the free bases in

solution and the slope of this extrapolation line was less
steep (Figure 3). In other words, the influence of the
dielectric constant to the sum pKa + log[H2O] was less
pronounced.

This result is also reflected in the lower standard
deviations of pKa values determined in dioxane/water
compared with methanol/water mixtures. A comparison by
linear regression yielded eq 3:

Intercept and slope of the regression line do not deviate
significantly from their ideal values. Thus, the values
obtained in both systems are comparable, confirming that
the quality of the electrode parameter validation made by
Sirius Analytical Instruments Ltd. is sufficient if the pKa
lies in the investigated pH range (3 to 10).

The log P results are shown in Table 2 together with
estimated errors for the log P values. The given error
estimations are based on the uncertainty in the pKa
determination and not on the much lower ones that result
from the fitting procedure that assumes a perfect deter-
mination of pKa. The range of the log P uncertainty
reflected directly the limits of the pKa determination.

For the investigated compounds, a good agreement with
available experimental log P values from the literature was

Figure 1sStructures of the phenothiazine derivatives investigated.

Figure 2sStructures of the calcium channel antagonists investigated.

Figure 3sYasuda−Shedlovsky extrapolation: cosolvent dioxane (0); pKa of
promethazine; extrapolation equation: psKa + log [H2O] ) 11,745 − 89,6/ε;
pKa ) 8.86 ± 0.01 cosolvent methanol (O); pKa of promethazine; extrapolation
equation: psKa + log [H2O] ) 14,528 − 291,9/ε; pKa ) 9.07 ± 0.08.

Table 2sComparison of Measured log P Values with Published Data

drug
measured

log P − limita + limita GOF published log Pb

promethazine 4.51 4.47 4.55 1.15 4.30,37 4.75,29 4.8130

promazine 4.57 4.53 4.62 1.66 4.40,37 4.55,30 4.6429

chlorpromazine 5.10 5.02 5.21 1.03 5.00,38 5.16,37 5.3530

triflupromazine 5.17 5.14 5.25 1.02 5.03,30 5.19,29 5.3037

levomepromazine 4.89 4.84 5.02 0.71 4.40,37 4.8629

thioridazine 5.32 5.28 5.37 0.85 5.80,37 5.9031

prochlorperazine 4.79 4.66 4.91 0.78 3.00,18 4.6030

trifluoperazine 5.10 4.98 5.19 1.07 4.90,37 5.03,30 5.0729

thiethylperazine 4.82 4.70 4.90 0.75 4.60,37 5.18,29 5.4130

perphenazine 4.25 4.00 4.29 1.38 3.70,18 4.19,37 4.2030

verapamil 3.74 3.67 3.83 0.85 3.79,30 4.8039

gallopamil 3.71 3.65 3.77 0.68
fendiline 4.89 4.84 4.91 0.93
amlodipine 3.17 3.06 3.27 1.10 3.15,40 3.3030

nicardipine 4.65 4.53 4.74 0.60 3.82,41 4.9630

a The ± limits of log P based on ± one standard deviation of the
corresponding pKa values. b All published values were obtained by shake-
flask method.

pKa (methanol) ) 0.14((0.14) +
0.99((0.02) pKa (dioxane) (3)

n ) 15 SD ) 0.15 r ) 0.99 F ) 3104.0
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found. Two major exceptions are evident: in this study a
log P value of 5.32 was determined for thioridazine in
comparison with published values of 5.8 and 5.9. The
source for this difference is not clear but it should be kept
in mind that the determination of such high log P values
by the shake-flask method is very difficult. This difficulty
is also substantiated by the large variation of log P values
reported in the literature for promethazine, levomepro-
mazine, thiethylperazine, perphenazine, verapamil, and
nicardipine (Table 2). For prochlorperazine, the log P value
determined in this study was considerably higher than that
published in ref 18. A comparison of this log P with values
from other sources show that the values published in this
article are much lower than expected and probably in error.
This conclusion is also supported by comparison with log
P values of other closely related phenothiazines, such as
trifluoperazine.

As at least one of the reference values is in approximate
agreement with the log P values determined by potentio-
metric titration, the applied two-step method for the
determination of log P values of poorly water soluble
compounds can be regarded as reliable.

The measured log P values were also compared with the
values calculated by the ClogP, ACD, and HINT software
(Table 3) to estimate the ability of the programs to predict
log P values without experimental work.

Mannhold and Dross regarded a calculated partition
coefficient as acceptable if the difference between experi-
ment and calculation was lower than (0.5 log P units.42

In general, this wide range can be accepted in QSAR
studies only if a large variance in log P among the
compounds investigated exists. We used more stringent
reliability measurements; first, the estimated error interval
of the experimental values, and second, the range of (0.3
units of the calculated values because this is the generally
accepted error in log P values determined by the shake-
flask method.

Visual comparison of experimental and calculated log P
values showed that according to either of these criteria,
none of the programs was able to calculate log P values
accurately (Figure 4). The ‘best’ results were obtained with
the ACD software where the standard errors given by the
software overlapped with the experimental values in 10
cases. Comparing the calculated with experimental log P
values, including their estimated error intervals, overlap
was observed in only two cases for the ACD, three for the
ClogP, one for HINT-2D, and in no case for the HINT-3D
software. If the less stringent criterion of (0.3 log P

deviation of the calculated values was applied, the success
rate of the software did not increase much: seven coinci-
dences in the case of ACD followed by five for ClogP, four
for HINT-2D, and only one for HINT-3D.

For structurally related derivatives, the picture seemed
to be less disappointing because all programs except HINT-
3D predicted the log P values of promazine-type pheno-
thiazines quite well. However, ClogP and HINT-2D highly
overestimated the lipophilicity of the piperazine substituent
(Table 3). The presence of a piperazine ring did not increase
the partition coefficient very much compared with the
corresponding promazine derivatives. Instead, the second
polar nitrogen appeared to reduce the tendency of drug
enrichment in n-octanol.5

A quantitative comparison of the quality of log P predic-
tions was carried out by linear regression. Because we were
interested in the calculation ability of the programs, the
experimentally determined log P value was the dependent
variable. This situation corresponds to the condition fre-
quently encountered in a QSAR analysis; that is some log
P values are known and one wants to calculate the missing
ones. It also ensures that the standard deviations of
estimation can be compared directly.

For all phenothiazines (n ) 10) covering a log P range
of about one log unit, the following results were obtained:

As can be seen, only the equations using ACD or HINT-
3D as the calculation method are significant at all. In all
cases, the slopes are considerably lower than one and the
intercepts are much higher than zero. According to these
criteria and the statistical parameters, only the ACD
program yielded reliable estimates. Inspection of the
residuals showed, that in no case was an ‘outlier’ based on
statistical reasoning present, meaning that the low cor-
relations were due to the scatter in the calculated data.
The exclusion of thioridazine from the regression, because
our log P value differed by 0.5 from published data, even
worsened the results (data not shown). Only for ACD were
the statistics virtually unchanged; however, the intercept
dropped to 1.17 and the slope increased slightly to 0.73.

Table 3sComparison of Measured log P Values and Calculated
Values with the ClogP, ACD, and HINT Software

no. drug PCA 101a ClogP ACD HINT-2Db HINT-3Dc

1 promethazine 4.51 ± 0.04 4.73 4.69 ± 0.26 4.63 3.89
2 promazine 4.57 ± 0.05 4.55 4.63 ± 0.25 4.39 4.00
3 chlorpromazine 5.10 ± 0.11 5.29 5.36 ± 0.27 4.98 4.60
4 triflupromazine 5.17 ± 0.08 5.63 5.70 ± 0.37 4.79 4.40
5 levomepromazine 4.89 ± 0.13 4.81 5.05 ± 0.27 4.76 4.27
6 thioridazine 5.32 ± 0.05 6.95 6.13 ± 0.38 5.90 5.78
7 prochlorperazine 4.79 ± 0.13 6.16 4.76 ± 0.39 5.83 4.21
8 trifluoperazine 5.10 ± 0.12 6.49 5.11 ± 0.41 5.64 4.04
9 thiethylperazine 4.82 ± 0.12 6.31 5.05 ± 0.41 6.41 4.76

10 perphenazine 4.15 ± 0.15 5.58 4.49 ± 0.42 5.14 3.04
11 verapamil 3.74 ± 0.09 3.79 5.03 ± 0.39 5.29 4.88
12 gallopamil 3.71 ± 0.06 3.22 4.73 ± 0.40 5.59 4.93
13 fendiline 4.88 ± 0.04 6.10 6.55 ± 0.34 5.43 5.43
14 amlodipine 3.17 ± 0.10 2.78 3.72 ± 0.62 1.85 −1.14
15 nicardipine 4.65 ± 0.12 4.30 5.22 ± 0.62 3.53 0.86

a Values with the estimated error range. b Polar proximity ‘via bond’ and
hydrogen treatment ‘all’. c Polar proximity ‘through space’ and hydrogen
treatment ‘all’.

Figure 4sPrediction of measured log P values for the tested drugs; reference
PCA (straight line), ClogP (0), ACD (O); (with error bars, values printed in
Table 3), HINT-2D (3), HINT-3D (]).

log PPCA ) 3.62 + 0.21 log PClogP

SD ) 0.30 r ) 0.53 F ) 3.5

log PPCA ) 1.84 + 0.59 log PACD

SD ) 0.15 r ) 0.91 F ) 29.1

log PPCA ) 4.02 + 0.16 log PHINT.2D

SD ) 0.31 r ) 0.34 F ) 1.0

log PPCA ) 3.19 + 0.39 log PHINT.3D

SD ) 0.21 r ) 0.81 F ) 14.8
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To study the influence of the overestimation of the lipo-
philicity of the piperazine-containing compounds, the re-
gressions for the two subsets of phenothiazines with alkyl
amino or piperazine side chains were derived.

Phenothiazines with alkyl amino side chain (n ) 5):

Phenothiazines with piperazine ring (n ) 4):

It should be mentioned that the variance of log P in the
subsets is only slightly lower than for all phenothiazines
and that therefore the statistical parameters are compa-
rable. The fit of the alkyl amino compounds was improved
in all cases. The best results were obtained with the ACD
program and especially with HINT-3D. A comparison of
the slopes and intercepts of the equations shows that they
differ considerably between the subsets. This difference
clearly marks that even such small structural changes such
as the replacement of an alkyl amino by a piperazine group
are not well handled by the log P calculation programs.
For the perazine-type phenothiazines, the best fit was
obtained with ClogP.

The data for the investigated calcium channel antago-
nists (n ) 5) comprised structurally diverse compounds and
covered a slightly larger log P range of 1.7 units. For this
subset, the following equations were obtained:

As expected for a more diverse data set, the correlation
decreased and the standard deviation increased. But again,
no outliers were present so the regressions were not unduly
influenced. As with the phenothiazines, high intercepts and
low slopes were observed, pointing to a general overestima-
tion of lipophilicity by the programs. Combining all inves-

tigated drugs (n ) 15) yielded the following equations:

Although the whole data set had a larger variance in log P
(about 2.2 log units), the relationship between experimental
and calculated log P values did not improve. It can be
concluded that none of the programs used can calculate
log P values for the investigated compounds with satisfying
accuracy at all.

The ACD program performed best for phenothiazines,
but did not yield satisfactory results for the other drugs
investigated, and was followed next by the ClogP program.
Phenothiazines with a piperazine or a piperidine ring in
the side chain deviated the most; their lipophilicity was
greatly overestimated by the programs. The HINT meth-
odology, especially when taking into account the three-
dimensional structure gave the least correlation between
measured and calculated log P values for the studied
derivatives. This result is mainly due to large errors for
two calcium channel antagonists of the dihydropyridine
type whose lipophilicity was greatly underestimated. HINT
was also the only program that incorrectly assigned a
chloro-substituent, which is a larger lipophilicity contribu-
tion in comparison with a trifluoromethyl group, at the
same position in case of the phenothiazines (nos. 2 & 6
versus 3 & 7) and also overestimated the contribution of a
3,4,5-trimethoxyphenyl group compared with its 3,4-
dimethoxyphenyl counterpart for the pair gallopamil and
verapamil. These results emphasize the need for a further
improvement in the accuracy of prediction of log P by
calculation.

Additionally we focused our attention on the partition
coefficients of the ions, log Pion, and on the distribution
coefficients at pH 7.4, log D, a quantity relevant for the
distribution behavior of drugs under physiological condi-
tions. Depending on the quality and quantity of the
hydrophobic parts of a compound, a charged drug molecule
can enter the organic phase. For example the ionized form
of phenothiazines participated in hydrophobic interaction
when its charge was suitably neutralized by appropriate
anions.5 Most of drugs analyzed were monoprotic bases that
could be present as the neutral and ionic species in the
organic phase. For phenothiazines with two basic nitrogens
that were doubly protonated at low pH, only the neutral
and the monoprotonated components were observed in the
organic phase. Table 4 summarizes the partition and
distribution coefficients together with published data.

A big advantage of the pH-metric method is that the
distribution profile over the entire pH range can be
obtained from the titration curves.44 The calculated log D
at pH 7.4 for promethazine, chlorpromazine, thioridazine,
trifluoperazine, thiethylperazine, and perphenazine based
on the measured log P and log Pion corresponded excellently
to values obtained earlier by the shake-flask method. On
average, the distribution coefficients, log D, of bases
containing two basic nitrogens were higher than those with
only one basic nitrogen. This result was the opposite order
in relation to the log P values. One reason for this
discrepancy could be identified clearly; that is, because one

log PPCA ) 1.79 + 0.61 log PClogP

SD ) 0.15 r ) 0.91 F ) 13.8

log PPCA ) 1.58 + 0.64 log PACD

SD ) 0.09 r ) 0.97 F ) 45.1

log PPCA ) -0.39 + 1.11 log PHINT.2D

SD ) 0.20 r ) 0.81 F ) 5.7

log PPCA ) 0.71 + 0.98 log PHINT.3D

SD ) 0.11 r ) 0.94 F ) 24.6

log PPCA ) -0.73 + 0.89 log PClogP

SD ) 0.07 r ) 0.99 F ) 87.5

log PPCA ) -0.83 + 1.15 log PACD

SD ) 0.17 r ) 0.92 F ) 11.6

log PPCA ) 2.54 + 0.38 log PHINT.2D

SD ) 0.36 r ) 0.57 F ) 0.9

log PPCA ) 3.29 + 0.36 log PHINT.3D

SD ) 0.30 r ) 0.73 F ) 2.2

log PPCA ) 1.99 + 0.51 log PClogP

SD ) 0.35 r ) 0.91 F ) 14.2

log PPCA ) 0.81 + 0.64 log PACD

SD ) 0.35 r ) 0.91 F ) 14.0

log PPCA ) 3.25 + 0.18 log PHINT.2D

SD ) 0.75 r ) 0.41 F ) 0.6

log PPCA ) 3.76 + 0.09 log PHINT.3D

SD ) 0.77 r ) 0.37 F ) 0.5

log P PCA ) 2.40 + 0.43 log PClogP

SD ) 0.33 r ) 0.85 F ) 34.7

log P PCA ) 1.33 + 0.64 log PACD

SD ) 0.45 r ) 0.71 F ) 13.2

log P PCA ) 3.14 + 0.29 log PHINT.2D

SD ) 0.54 r ) 0.52 F ) 5.1

log P PCA ) 3.85 + 0.19 log PHINT.3D

SD ) 0.53 r ) 0.55 F ) 5.5
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pKa value of the amino group of the piperazine ring is close
to the physiological pH, the degree of protonation is
relatively low compared with the monobasic drugs. The
changes in lipophilicity of several drugs inspected that
occurred during small changes in pH around 7.4 (Figures
5 and 6) were remarkable.

The pH-dependent distribution profiles of trifluoperazine
and perphenazine shifted significantly to the curves of
triflupromazine and promethazine (Figure 5). The order
of the drugs (high to low values of log P) changed from
triflupromazine ) trifluoperazine > promethazine ) per-
phenazine to trifluoperazine > perphenazine ) triflupro-
mazine > promethazine (high to low values of log D at pH
7.4). The phenothiazines containing a piperazine ring were

more lipophilic at pH 7.4 than those with a dimethyl amino
group. This result is in agreement with the pharmacological
potency of the phenothiazine drugs because a replacement
of the dimethyl amino group by a piperazine ring led to an
increase of the neuroleptic power.

In Figure 6 the quite different pH-dependent distribution
profiles of the structurally heterogeneous calcium channel
antagonists verapamil, fendiline, amlodipine, and nicar-
dipine are shown as a further example. The order of log D
values at pH 7.4 (high to low values) was nicardipine >
fendiline > verapamil > amlodipine. Fendiline and nica-
rdipine had nearly the same log P values, but differed in
their pKa values. Therefore, the partitioning of nicardipine
shifted to higher log D values over the whole pH range. As
a consequence, the partitioning behavior became even more
different at pH 7.4. This result illustrates that the choice
of either of the partition or distribution coefficient can have
a significant influence on the results of QSAR studies. The
distribution coefficient should become more valuable than
log P for many applications.

Conclusion
The pH-metric method is advantageous for the deter-

mination of pKa values of ionizable compounds. The quality
of the Yasuda-Shedlovsky extrapolation depends on the
number of titrations performed and the concentrations and
kind of cosolvent used. The pKa values calculated from
either dioxane or methanol cosolvent mixtures were in very
good agreement in general, but the extrapolated pKa was
much less influenced by the cosolvent concentration in the
case of dioxane. The log P measurements provided reliable
and accurate partition coefficients of the neutral species
and also of the corresponding ion. The pH-dependent
partition profile can be obtained over the whole pH range
investigated and should provide a better descriptor than
log P for relationships between structure and distribution
at physiological pH because it includes the contribution of
the charged species to overall distribution. Although the
studied data set is small, it can be concluded that the
accuracy of log P calculation methods is not satisfactory
for general use in QSAR analysis, because satisfying
correlations were obtained only for selected subsets. None
of the investigated programs showed a general superior
performance. Therefore, calculation methods for log P
without any experimental verification should be used with
care.

A drawback of the popular n-octanol/water model system
for the determination of the lipophilicity of drugs is, that
it does not take into account specific ionic and hydrophobic
interactions that can occur at an ordered interface like a
membrane. Therefore, further studies to characterize and
compare the distribution behavior in water/phospholipid
systems are currently under way.
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Abstract 0 Liposomes have been used widely to improve the
therapeutic activity of pharmaceutical agents. The traditional approach
for such applications has been to formulate the pharmaceutical agent
in liposomes prior to administration in vivo. In this report we
demonstrate that liposomes exhibiting a transmembrane pH gradient
injected intravenously (iv) can actively encapsulate doxorubicin in the
circulation after iv administration of free drug. Small (110 nm) liposomes
composed of phosphatidylcholine (PC)/cholesterol (Chol, 55:45 mol:
mol) exhibiting a pH gradient (inside acidic) were administered iv 1 h
prior to free doxorubicin, and plasma drug levels as well as toxicity
and efficacy were evaluated. Predosing with egg PC/Chol pH gradient
liposomes increased the plasma concentration of doxorubicin as much
as 200-fold compared to free drug alone as well as to predosing with
dipalmitoyl PC/Chol pH gradient liposomes or EPC/Chol liposomes
without a pH gradient. The ability of the liposomes to alter the
pharmacokinetics of doxorubicin was dependent on the presence of
a transmembrane pH gradient and correlated with the extent of
doxorubicin uptake into the liposomes at 37 °C in pH 7.5 buffer,
indicating that doxorubicin was being actively accumulated in the
circulating liposomes. This in vivo drug loading was achieved over a
range of doxorubicin doses (5 mg/kg−40 mg/kg) and was dependent
on the dose of EPC/Chol liposomes administered prior to free
doxorubicin injection. The altered pharmacokinetic properties of
doxorubicin associated with in vivo doxorubicin encapsulation were
accompanied by a decrease in drug toxicity and maintained antitumor
potency. These results suggest that pretreatment with empty liposomes
exhibiting a pH gradient may provide a versatile and straightforward
method for enhancing the pharmacological properties of many drugs
that can accumulate into such vesicle systems at physiological
temperatures.

Introduction
The developmental process for conventional liposomal

anticancer drug formulations most typically includes stud-
ies where variations in the physical properties of the lipid
carriers (size, lipid composition, and drug-to-lipid ratio) are
evaluated in order to select the characteristics that provide
optimized therapeutic and toxicity behavior. In addition,
pharmaceutical criteria such as trapping efficiency, drug
retention, and stability must be satisfied in order for these
drug delivery systems to be considered clinically viable. The
evolution of liposomal systems that could actively ac-
cumulate many lipophilic amine drugs in response to
transmembrane ion gradients provided an avenue whereby

these demands could be met (see refs 1-3 for review). The
use of K+, H+, and (NH4)2SO4 gradients resulted in lipo-
somal anticancer drug formulations that could be loaded
with trapping efficiencies approaching 100% at high drug-
to-lipid ratios and for a wide variety of lipid compositions.1-5

The most extensively studied drugs in this regard are the
anthracycline anticancer agents doxorubicin and dauno-
rubicin, both of which have obtained market approval in
liposomal formulations.

Although transmembrane ion gradient liposomes have
addressed many of the problems facing delivery vehicle-
based drug formulations, maintaining the necessary physi-
cal and chemical stability properties for pharmaceutically
relevant time periods (12-24 months) has still presented
significant challenges. Retention of chemically intact drug
inside the liposomes after the encapsulation procedure has
remained the most problematic characteristic for liposomal
formulations of doxorubicin and daunorubicin. This has
resulted in formulations that either have a relatively
limited shelf life,6 utilize the transmembrane pH gradient
to load the drug just prior to use at the hospital pharmacy7

or have required extensive development of formulations
with physical-chemical properties that will maintain the
drug inside the liposomes for time periods beyond 1 year.8
Clearly, any subsequent liposomal formulations of other
drugs that use this encapsulation strategy will require
significant characterization and development in this area
prior to widespread clinical use.

Given that liposomes display low inherent toxicity and
can remain intact in the blood stream over days post iv
administration,9-11 it may be postulated that vesicles with
appropriate transmembrane ion gradients could accumu-
late drugs (those known to respond to these gradients in
vitro) while circulating in the plasma compartment. If this
could be accomplished, then one may predict that the in
vivo loaded liposomes would engender pharmacological
properties similar to those observed for drug encapsulated
into liposomes prior to injection. This approach could
significantly improve the versatility of liposome encapsula-
tion applications, since a single formulation of empty ion
gradient liposomes could be readily implemented in a
variety of therapeutic applications once their inherent
toxicity properties were established in initial Phase I
clinical trials. In addition, information on the ability of
empty ion gradient liposome to accumulate of drugs in vivo
may be very useful in identifying potential interactions
between systemic liposomal drug formulations and coad-
ministered pharmaceutical agents.

For in vivo drug encapsulation to be pharmacologically
effective, the liposomes would need to (1) retain their
transmembrane ion gradient for extended times, (2) be
constructed of lipid compositions that will allow membrane
permeation and uptake of the drug at physiological tem-
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peratures, (3) be present in the plasma at sufficient
concentrations to completely sequester the subsequently
administered drug without depleting the transmembrane
ion gradient, and (4) rapidly accumulate drug in the plasma
before distribution into tissues occurs upon iv drug injec-
tion. Data from previous studies suggest that small (ap-
proximately 100 nm diameter) egg phosphatidylcholine
(EPC1)/cholesterol (Chol) liposomes exhibiting a pH gradi-
ent (inside acidic, see references) may be well suited for
such applications. Investigations have demonstrated that
these liposomes can efficiently accumulate doxorubicin at
physiological temperatures in vitro and, at appropriate
doses, are retained for extended periods of time in the
circulation.2,9,12

In the studies described here, we have evaluated the
ability of EPC/Chol liposomes circulating in the plasma
compartment to encapsulate doxorubicin administered iv
in free form. The selection of doxorubicin for this investiga-
tion was based on its well characterized response to
liposomes exhibiting a pH gradient as well as the extensive
data available on the pharmacological properties of an
EPC/Chol liposomal doxorubicin formulation in which the
drug is encapsulated prior to in vivo administration.2,9,12-14

These investigations demonstrate that empty pH gradient
liposomes circulating in the central blood compartment can
efficiently encapsulate subsequently injected free doxoru-
bicin in a manner that provides improved in vivo activity
comparable to that obtained for formulations where the
drug is entrapped inside the liposomes prior to administra-
tion. The implications of this phenomenon with respect to
its utility in favorably altering the pharmacology of drugs
as well as potential drug-drug interactions that could arise
from a wide range of therapeutic agents is discussed.

Materials and Methods
MaterialssEgg PC and DPPC were purchased from Avanti

Polar Lipids (Alabaster, AL) while cholesterol and all salts were
obtained from Sigma Chemicals (St. Louis, MO). Adriamycin RDF
was was obtained from Adria Laboratories (Mississauga, Ontario).
Female DBA/2J mice were purchased from Jackson Laboratories
(Bar Harbor, MA). Tritiated cholesteryl hexadecyl ether, a non-
exchangeable, nonmetabolizable lipid used as a tracer for the
liposomes, and 14C-methylamine were purchased from NEN-
Dupont (Mississauga, Ontario).

Production of LiposomessEgg PC/Chol and DPPC/Chol
liposomes were produced by lipid thin film hydration/extrusion
methods described in detail previously.15 Briefly, lipid mixtures
consisting of EPC and cholesterol (55:45, mol %) were dissolved
in CHCl3 and subsequently concentrated to a homogeneous lipid
film under a stream of nitrogen gas. The lipid film was placed
under high vacuum for at least 4 h prior to hydration at room
temperature (EPC/Chol) or 45 °C (DPPC/Chol) with 300 mM
citrate buffer pH 4.0 to achieve a final lipid concentration of 100
mg/mL. The sample was frozen and thawed five times16 before
extruding 10 times through two stacked 100 nm pore size poly-
carbonate filters (Poretics) employing an extrusion device (Lipex
Biomembranes, Inc., Vancouver, Canada). The resulting liposomes
were sized by QELS using a Nicomp 270 submicron particle sizer
operating at 632.8 nm. The liposomes exhibited a mean size dis-
tribution of approximately 110 nm. Transmembrane pH gradients
were generated in the liposomal preparations prior to administra-
tion to mice by dialyzing the liposomes against 1000 volumes of
20 mM Hepes, 150 mM NaCl buffer overnight.

Plasma Clearance StudiessFemale DBA/2J mice (18-22 g)
were given a single bolus lateral tail vein injection of the indicated
doses of liposomes. One hour later, free doxorubicin was injected
via the tail vein at the indicated doses. At various times after free
doxorubicin administration, mice (4 per group) were terminated
by CO2 asphyxiation. Blood was immediately removed by cardiac
puncture and collected into an EDTA-coated microtainer tube. The
sample was centrifuged at 500g in a clinical benchtop centrifuge
for 10 min. Plasma was removed and placed into an eppendorf
tube prior to analysis of lipid and/or doxorubicin.

Quantitation of Liposomal Lipid and Doxorubicins
Liposomal lipid was quantified by employing the nonexchangeable
and nonmetabolizable lipid marker, 3H-cholesteryl hexadecyl
ether.9 Upon animal termination plasma was assayed for lipid
content. The samples (200 µL) were added directly to Pico-fluor
40, and radioactivity was determined by liquid scintillation
counting.

Doxorubicin was quantified by a modified Bligh and Dyer based
extraction assay as previously outlined.9 Fifty µL of plasma was
diluted to 0.8 mL with distilled H2O. One hundred µL of 10%
sodium dodecyl sulfate (SDS) and 100 µL H2SO4 (10 mM) were
then added. Subsequently, doxorubicin was extracted into an
organic phase following addition of 2 mL of chloroform/isopropyl
alcohol (1:1, v/v). The mixture was vortexed vigorously and frozen
at -20 °C overnight. After thawing and further vortexing, the
samples were centrifuged at 1500g for 10 min at room tempera-
ture, and the organic phase was collected. The fluorescence of this
phase was determined employing a Perkin-Elmer LS 50 B Lumi-
nescence Spectrometer with an excitation wavelength of 500 nm
and emission wavelength of 550 nm. A standard doxorubicin curve
was prepared in blank plasma employing an identical extraction
procedure. Drug levels were estimated on the basis of doxorubicin
fluorescent equivalents.

Sepharose CL4B gel filtration column separations were per-
formed in order to confirm that doxorubicin, present in plasma
containing pH gradient liposomes, was encapsulated inside these
vesicles. This allowed for differentiation between free doxorubicin,
doxorubicin associated with liposomes and doxorubicin associated
with plasma proteins. A 1.5 cm × 18.5 cm Sepharose CL4B column
was packed using 20 mM Hepes, 150 mM NaCl buffer, pH 7.5.
The elution pattern of protein (plasma from untreated mice), free
doxorubicin in plasma, doxorubicin encapsulated in EPC/Chol (55:
45, mol/mol) liposomes, and liposomes containing doxorubicin was
characterized by loading 200 µL of sample onto the column and
collecting 0.6 mL fractions using a Gilson Micro Fractionator
fraction collector. Protein content was determined using the Sigma
Bicinchonic Acid Protein Assay. A protein standard curve was
prepared from a stock bovine serum albumin solution. Two mL of
protein determination reagent (4% copper(II) sulfate pentahydrate
solution: bicinchoninic acid solution; 1:50, v/v) was added to both
the standard curve samples and column fraction samples. Samples
were incubated at 37 °C for 30 min, and absorbance was measured
at 562 nm using a Beckman DU-64 spectrophotometer. Protein
levels were determined by regression analysis of the standard
curve. Lipid and doxorubicin were quantitated as described above.
The gel filtration column was standardized for elution profiles of
plasma (protein determination) and 100 nm liposomes as well as
doxorubicin in buffer and plasma.

Once these elution patterns had been characterized, CD-1 mice
(3/group) were given a 500 mg/kg bolus lateral tail vein injection
of EPC/Chol (55:45, mol/mol) liposomes with or without a pH gra-
dient. One hour later, free doxorubicin was injected via the tail
vein at 20 mg/kg. One hour after free doxorubicin administration,
the mice were terminated by CO2 asphyxiation. Blood was removed
and processed as previously above. Plasma samples from each
group were pooled and run down the CL4B column. Fractions were
collected and analyzed for lipid and doxorubicin as described above.

Determination of Transmembrane pH Gradient in Lip-
osomes Recovered from Mouse PlasmasAt various times after
iv injection of pH gradient-bearing liposomes to DBA/2J mice, 14C-
methylamine was added to the collected plasma to achieve 0.1 µCi/
mL. After 10 min incubations at room temperature, 150 µL
samples were applied to 1 mL Sephadex G-50 spin columns2

followed by 50 µL of Hepes/NaCl pH 7.5 buffer. The liposome-
containing eluant fraction was collected, and aliquots from this
fraction as well as the precolumn plasma samples were quantified
for radioactivity by liquid scintillation counting. The transmem-
brane pH gradient was then determined by correlating the
intravesicular and extravesicular methylamine concentration to
transmembrane proton concentration gradients as described previ-
ously.17

Toxicity and Efficacy StudiessThe toxicity of doxorubicin
administered to mice injected 1 h previously with empty liposomes
was assessed in dose range-finding studies using female DBA/2J
mice. Mice were administered increasing doses of doxorubicin until
either the weight loss nadir was greater than 20% or any mice
died. Mice were monitored twice daily over 14 days for survival
and signs of stress (ruffed coat, lethargy, impaired gait, etc.). The
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maximum tolerated dose of doxorubicin was defined as that where
no deaths were observed and the body weight loss nadir was e15%.
The L1210 ascites lymphocytic leukemia was utilized to determine
the antitumor activity for the various treatment groups. In this
model, 1 × 105 L1210 cells (maintained by serial passage in DBA/
2J mice) were injected intraperitoneally in female DBA/2J mice
(10/group) and iv doxorubicin treatment was initiated 24 h later
(1 h after empty liposome iv injection, where indicated). Mice were
then monitored twice daily for survival and weight loss/gain. The
extent of antitumor activity was revealed as an increase in the
survival time of treated mice relative to untreated mice (saline
injections only). Comparisons were based on the percent increase
in life span (%ILS) which was calculated as [(median survival time
of treated mice ÷ median survival time of control mice) - 1] ×
100. Statistical significance of differences between different groups
was determined employing a two-tailed Wilcoxon ranking test.

Results

Initial experiments were designed to evaluate the ability
of EPC/Chol liposomes to retain their transmembrane pH
gradient in the blood compartment after iv injection and
subsequently accumulate doxorubicin. These features are
minimum criteria that must be met for the liposomes to
be capable of altering the pharmacology of doxorubicin
through in vivo drug encapsulation. Liposomes exhibiting
a 3.5 unit pH gradient (pH 4.0 inside/7.5 outside) were
injected iv at a dose of 100 mg total lipid/kg. At various
times blood was harvested and the pH gradient of lipo-
somes in the plasma was determined using 14C-methyl-
amine as described in Materials and Methods. As shown
in Figure 1A, the EPC/Chol liposomes exhibited a pH
gradient between 2.75 and 3.0 units over 4 h post admin-
istration. This pH gradient decreased to 2.0 units by 20 h.

As a control, EPC/Chol liposomes exhibiting no pH gradient
(pH 7.5 inside and outside) administered at 100 mg/kg
yielded pH gradient measurements of approximately 0.5
units (data not shown). The basis of this small, nonspecific
pH gradient appeared to reflect methylamine binding to
either protein or lipoprotein components that coeluted with
the liposomes during the gel filtration plasma processing
step. Quantification of the liposomal lipid remaining in the
plasma for pH gradient bearing liposomes at the dose of
100 mg/kg indicated that greater than 72%and 13% of the
administered dose of liposomes remained in the circulation
at 4 h and 20 h, respectively. Comparable lipid levels were
observed for EPC/Chol liposomes in the absence of a pH
gradient (data not shown).

Free doxorubicin was added to an aliquot of the liposome-
containing plasma samples, and doxorubicin uptake into
the vesicles was determined using the same gel filtration
procedure as described for methylamine analysis. Lipo-
somes obtained over the first hour after iv injection were
able to encapsulate the doxorubicin with trapping efficien-
cies approaching 100% (Figure 1B). At the 2 h, 4 h, and 20
h timepoints, the efficiency of doxorubicin entrapment fell
to 88%, 82%, and 14%, respectively. In contrast, EPC/Chol
liposomes without a pH gradient provided doxorubicin
entrapment levels that were approximately 10-fold lower
than obtained for pH gradient bearing liposomal systems.

The data presented above suggest that optimal in vivo
encapsulation of doxorubicin into EPC/Chol vesicles will
be obtained when the doxorubicin is injected within 1 h of
pH gradient-bearing liposome administration. Using this
dosing schedule, the influence of liposome and doxorubicin
dose was investigated in order to establish conditions that
lead to optimized in vivo drug encapsulation and pharma-
cokinetic properties. In the first set of experiments, the dose
of small (110 nm) EPC/Chol liposomes bearing a 3.5 unit
pH gradient was varied from 50 mg/kg to 900 mg/kg. At 1

Figure 1s100 nm EPC/CHOL liposomes were administered IV to mice at a
dose of 100 mg lipid/kg, and at the indicated times the liposomes recovered
in the plasma were tested for residual pH gradient (panel A) and DOX trapping
efficiency (panel B). Liposomes were administered exhibiting an internal pH
of 3.0 (closed squares) or 7.5 (no pH gradient, open squares).

Figure 2sDOX (panel A) and lipid (panel B) concentrations in the plasma at
1 h (9) and 4 h (b) after administration of DOX at 20 mg/kg to mice pretreated
with EPC/Chol pH gradient liposomes.
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h after iv liposome administration, doxorubicin was injected
iv at a dose of 20 mg/kg. At a liposome dose of 50 mg/kg,
the concentration of doxorubicin in the plasma was 17.6-
and 14.5-fold higher than that observed for free doxorubicin
injected in the absence of liposomes at 1 h and 4 h after
drug administration, respectively (Figure 2A). Increases in
the liposome dose led to increases in the concentration of
circulating liposomes as well as the concentration of
doxorubicin in plasma. Whereas the concentration of lip-
osomes in the circulation increased proportional to the
liposome dose between 50 and 1000 mg/kg for both 1 h and
4 h time points (Figure 2B), the concentration of doxoru-
bicin in the plasma reached plateau levels at a liposome of
500 mg/kg (Figure 2A). At this dose of EPC/Chol pH
gradient bearing liposomes, the circulating drug-to-lipid
ratios (wt/wt) at 1 h and 4 h after 20 mg/kg doxorubicin
injection were 0.02 and 0.01, respectively. Increasing the
liposome dose further from 500 mg/kg to 1000 mg/kg
resulted in a small increase in circulating doxorubicin
concentrations from 170.9 +13.5 µg/mL to 184.8 ( 13.2 µg/
mL.

A more detailed pharmacokinetic study was undertaken
in order to characterize the effect of in vivo liposome
encapsulation on the plasma elimination properties of
doxorubicin. Mice were administered pH gradient-bearing
EPC/Chol liposomes at a dose of 500 mg/kg 1 h prior to iv
injection of 20 mg/kg doxorubicin. Mice were then sacrificed
at various times postdrug injection, and their plasma was
analyzed for doxorubicin and liposomal lipid as described
in Materials and Methods. A comparison was made with
doxorubicin injected iv at 20 mg/kg in the absence of any
liposome pretreatment. As shown in Figure 3A, doxorubicin
in the absence of liposomes is eliminated very rapidly from
the circulation after iv injection, with a minimum of two
distinct elimination phases. Within 2 min postinjection,
>94% of the drug administered has been removed from the
plasma and the level of drug eliminated increases to
>99.7% within 30 min. In contrast, doxorubicin adminis-
tered to mice pretreated with 500 mg/kg EPC/Chol pH
gradient bearing liposomes is eliminated much more
slowly, where <36% and <42% of the drug is removed from
the plasma at 2 and 30 min after drug injection, respec-
tively. The increases in doxorubicin concentration observed
for mice pretreated with pH gradient liposomes compared
to no pretreatment were 9.9-, 157.6-, 115.2-, and 35.0-fold
at 2 min, 30 min, 4 h, and 24 h after doxorubicin
administration, respectively. The corresponding 0-24 h
trapezoidal area under the curve (AUC) values calculated
using all time points were 5.5 µgh/mL for doxorubicin alone
and 408.8 µgh/mL for doxorubicin in mice pretreated with
500 mg/kg EPC/Chol liposomes which reflected a 74.3-fold
increase in total doxorubicin exposure in the plasma.

Pretreatment with empty EPC/Chol liposomes prepared
without a pH gradient (pH 7.5 inside and outside) at 500
mg/mL resulted in circulating doxorubicin levels that were
comparable to those observed with free doxorubicin alone
(Figure 3A). In addition, pretreatment with pH gradient-
bearing liposomes composed of DPPC/Chol (55:45 mol %)
provided circulating doxorubicin concentrations that were
<10% of those obtained with EPC/Chol liposomes at 1 h
and 4 h after drug administration (data not shown).

Although the plasma doxorubicin concentration in mice
pretreated with EPC/Chol liposomes decreased from 237.4
( 12.3 µg/mL at 2 min postinjection to 3.4 ( 1.5 µg/mL at
24 h (70-fold reduction), the circulating liposomal lipid
levels over this time period decreased by only 2-fold from
10.4 ( 0.7 mg/mL to 5.3 ( 1.0 mg/mL (Figure 3B). As a
result, the circulating drug-to-lipid ratio for this treatment
group decreased from an initial (2 min) value of 0.023:1
(wt/wt) to a value of 0.0006:1 at 24 h (Figure 3C). This drug
release (as defined by changes in the drug-to-lipid ratio)
followed first-order kinetics and led to a reduction of the
circulating drug-to-lipid ratio by 63% within 4 h and 97.4%
within 24 h. These results suggest that the circulating
liposomes initially accumulate the doxorubicin after it is
injected iv and then slowly release the drug subsequently
while remaining in the central blood compartment.

The fact that increased doxorubicin concentrations in
plasma were obtained only when EPC/Chol liposomes
exhibiting a pH gradient (inside acidic) were utilized as a
pretreatment before free doxorubicin administration strongly
suggested that doxorubicin was being actively sequestered
inside the liposomes in response to the pH gradient. This
was confirmed by chromatographing plasma from mice
treated with EPC/Chol liposomes either with or without a
pH gradient (500 mg/kg) and 20 mg/kg free doxorubicin
on a Sepharose CL4B column (Figure 4). This resulted in
the separation of liposomes (and entrapped doxorubicin)
from plasma proteins and free drug. The column was first
calibrated for elution profiles of empty liposomes, plasma
protein content, and doxorubicin incubated in plasma.
Liposomes were readily separated from plasma proteins
and free doxorubicin, and it was observed that >90% of
doxorubicin in plasma was recovered in the included
volume of the column (Figure 4). When plasma obtained 1
h after doxorubicin injection to EPC/Chol liposome (with
pH gradient) pretreated mice was applied to this column,
>95% of the liposomal lipid and doxorubicin detected was
recovered in the liposome fraction. Due to the very low
doxorubicin concentrations in plasma after pretreatment
with empty EPC/Chol liposomes without a pH gradient,
doxorubicin could not be detected in any of the elution
fractions (data not shown). It should be noted, however,
that lipid concentrations for this treatment group were

Figure 3sDOX (panel A) and liposomal lipid (panel B) plasma concentrations and circulating drug-to-lipid ratio (panel C) after administration of DOX in free form
to mice in the absence (9) and presence (b) of a 500 mg/kg pretreatment dose of 100 nm EPC/CHOL liposomes.

Journal of Pharmaceutical Sciences / 99
Vol. 88, No. 1, January 1999



identical to those for pH gradient bearing liposomes and
all of the liposomal lipid was recovered in the liposome
elution volume.

In addition to altering the dose of pH gradient-bearing
liposomes, the dose of doxorubicin administered after the
liposome pretreatment was manipulated in order to deter-
mine the drug-dose dependence of the liposome induced
pharmacokinetic changes. As shown in Figure 5, increasing
the doxorubicin dose from 5 mg/kg to 30 mg/kg increased
the plasma concentration of drug 4 h post iv injection from
27.1 ( 4.6 µg/mL to 178.8 ( 6.6 µg/mL. This increase was
proportional to the doxorubicin dose where the percent
administered doxorubicin recovered in the plasma at 4 h
remained relatively constant (range of 29% to 35%) over a
6-fold range of drug dose. These results indicate that the
doxorubicin pharmacokinetic alterations induced by pH
gradient-bearing EPC/Chol liposomes are dose independent
with respect to doxorubicin over the range studied here.

The biological activity evaluation of the in vivo drug
encapsulation strategy described above was performed in
order to correlate the changes in doxorubicin pharmaco-
kinetics induced by pH gradient liposome pretreatment
with toxicity and efficacy properties. These characteristics
were also compared to treatment with free drug alone as
well as doxorubicin administered in traditional liposomal
formulations where the drug is encapsulated prior to use.

The results shown in Table 1 demonstrate that free
doxorubicin administered iv to mice in the absence of a
liposomes pretreatment exhibits signs of drug toxicity at
doses of 20 mg/kg and higher. The occurrence of weight
loss nadirs in excess of 20% as well as toxicity-related
mortality at 25 mg/kg and above indicated a maximum
tolerated dose of 20 mg/kg for this treatment group. In
comparison, administration of free doxorubicin to mice
pretreated with 500 mg/kg EPC/Chol pH gradient lipo-
somes provided minimal weight loss at 20 mg drug/kg and
a weight loss nadir of 16% with no mortality over 14 days
was observed at 30 mg/kg (Table 1). However, increasing
the doxorubicin dose to 40 mg/kg in pretreated mice
resulted in 100% mortality. The dose response for doxoru-
bicin toxicity (manifested by weight loss and mortality)
observed in the group pretreated with empty pH gradient-
bearing liposomes was very comparable to that obtained
for doxorubicin entrapped inside 100 nm EPC/Chol lipo-
somes using the pH gradient entrapment procedure just
prior to in vivo administration (Table 1).

The antitumor activity of doxorubicin in mice pretreated
with pH gradient-bearing EPC/Chol liposomes was evalu-
ated in the murine L1210 ascites tumor model and com-
pared with free doxorubicin alone as well as conventional
liposomal doxorubicin encapsulated in pH gradient lipo-
somes prior to injection. The results shown in Table 2
demonstrate that empty liposomes administered iv at a
dose of 500 mg lipid/kg did not provide any antitumor
activity compared to the saline treated control group. Free
doxorubicin administered iv at 10 mg/kg and 20 mg/kg in

Figure 4sSepharose CL4B elution profiles for liposomes and doxorubicin
incubated in plasma (solid lines) or plasma from mice administered 500 mg/
kg pH gradient-bearing EPC/Chol liposomes followed 1 h later by 20 mg/kg
free doxorubicin (dashed lines). Elution fractions were analyzed for protein
(2), doxorubicin ([), liposomal lipid for pre-encapsulated EPC/Chol doxorubicin
(b), and doxorubicin pre-encapsulated in EPC/Chol pH gradient liposomes
(9) to calibrate the elution positions of the various components. Doxorubicin
(O) and liposomal lipid (0) were analyzed from mouse plasma following iv
administration of 100 nm EPC/CHOL liposomes containing a pH gradient and
free doxorubicin.

Figure 5sPretreatment with 100 nm empty pH gradient EPC/CHOL liposomes
was administered iv at 500 mg lipid/kg, and plasma DOX concentrations were
determined at 4 h after free DOX administration iv at the indicated doses.

Table 1sEffect of In Vivo Liposomal Capture on Doxorubicin
Toxicitya

group
DOX dose

(mg/kg)
weight loss
nadir (%)

toxicity-related
mortality

free DOX 20 16 0/6
25 26 2/6
30 NA 6/6

preloaded 20 2 0/6
liposomal DOX 30 15 0/6

40 NA 6/6
in vivo capture 20 5 0/6
liposomal DOX 30 16 0/6

40 NA 6/6

a Preloaded liposomal DOX was prepared by entrapping DOX into 100 nm
EPC/Chol liposomes exhibiting a 3.5 unit transmembrane pH gradient (inside
acidic). In vivo capture DOX was performed by pretreating DBA-2J mice iv
with empty pH gradient bearing EPC/Chol liposomes 1 h before iv injection
of free DOX. NA: not applicable since animals died and nadirs cannot be
accurately determined.

Table 2sTherapeutic Efficacy of Doxorubicin in Free Form, Preloaded
Liposome Encapsulated Form and in Vivo Liposomal Capture Form
against L1210 Murine Ascitic Leukemia Modela

dose (mg/kg)

group lipid DOX
median survival

time (days)
60-day
survival %ILS

saline control − − 11.0 0/6 −
liposomes alone 500 0 10.5 0/6 −5
free DOX 0 10 18.5 1/12 68

0 20 29.0 1/12 164
preloaded 50 10 19.5 0/6 77

liposomal DOX 100 20 31.0 1/6 182
in vivo capture 500 10 19.0 0/6 73

liposomal DOX 500 20 28.5 1/6 159

a Preloaded liposomal DOX was prepared by entrapping DOX into 100 nm
EPC/Chol liposomes exhibiting a 3.5 unit transmembrane pH gradient (inside
acidic). In vivo capture DOX was performed by pretreating tumor-bearing mice
iv with empty pH gradient bearing EPC/Chol liposomes 1 h before iv injection
of free DOX.
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the absence of liposome pretreatment increased the median
survival time to 18.5 days and 29.0 days, respectively.
These survival times reflected increase in life span (ILS)
values of 68% and 164% respectively, and one long-term
survivor was observed in each treatment group. Adminis-
tration of doxorubicin as either the EPC/Chol liposomal
formulation (prepared prior to use) or as free drug in mice
pretreated with EPC/Chol pH gradient-bearing liposomes
provided equivalent antitumor activity as free doxorubicin
alone. Median survival times for the conventional EPC/
Chol liposomal doxorubicin formulation reflected ILS val-
ues of 77% and 182% at drug doses of 10 mg/kg and 20
mg/kg while the group receiving pretreatment with empty
EPC/Chol pH gradient-bearing liposomes exhibited ILS
values of 73% and 159% at 10 mg/kg and 20 mg/kg,
respectively (Table 2). One long-term survivor was observed
at the 20 mg/kg drug dose for both groups using liposomes.
In all treatment groups, the 20 mg/kg drug dose levels were
statistically more therapeutically active than 10 mg/kg (p
< 0.05); however, no statistical significance could be
established between groups treated with different formula-
tions for a given doxorubicin dose.

Discussion
The use of liposomal carriers to improve the therapeutic

activity of a variety of pharmacological agents in clinical
settings has well established this technology as a viable
and important approach in the design of pharmaceutical
formulations. Early examples of the benefits of liposome
encapsulation came primarily from their ability to decrease
drug exposure to healthy, susceptible tissues which led to
reductions in target organ toxicities.2,12,18-21 Subsequently,
it became apparent that liposomes also exhibit preferential
accumulation into disease sites such as tumors and areas
of infection/inflammation, thus providing increased selec-
tivity for disease tissue and improved therapeutic index.22-24

Various combinations of these properties have been utilized
in clinically approved liposomal formulations for drugs such
as doxorubicin, daunorubicin, and amphotericin B. For all
of these liposomal formulations, a key feature that was
important in obtaining regulatory approval was the re-
duced toxicity compared to their free (nonencapsulated)
drug counterparts. This buffering of toxicity allows in-
creased doses to be employed without compromising anti-
tumor potency, thus improving the drug’s therapeutic
index. For the drugs cited above, many of the toxicities to
healthy tissues have been associated with early stage drug
distribution phases. Consequently, it is believed that the
dramatic reduction of free drug exposed to susceptible
tissues after administration of the liposomal formulations
is largely responsible for the toxicity buffering effects.

The results presented here not only demonstrate that
pH gradient bearing EPC/cholesterol liposomes are capable
of encapsulating doxorubicin while circulating in the
central blood compartment, but that this entrapment
process is very efficient in sequestering free doxorubicin
before the drug distributes into tissue compartments
throughout the body. This is revealed by the fact that at a
liposome pretreatment dose of 500 mg/kg, the amount of
doxorubicin in the plasma reflects approximately 50% of
the administered drug dose. This is comparable to the
results observed previously for EPC/cholesterol liposome
formulations with pre-encapsulated doxorubicin where
approximately 50% of the entrapped drug is released from
the liposomes over the first hour after iv injection.2 It
should be noted, however, that the lipid dose required to
achieve this effect is 50-fold higher when pretreatment with
empty pH gradient EPC/cholesterol liposomes is employed.
Nonetheless, it is striking that the accumulation of doxo-

rubicin into liposomes exhibiting a pH gradient can pre-
empt the early phase distribution of free doxorubicin since
>98% of free drug is eliminated from the plasma within 5
min of iv administration in the absence of any liposome
pretreatment.

In vivo liposome entrapment of doxorubicin was shown
here to be dependent on the presence of a transmembrane
pH gradient (inside acidic) as well as low phase transition
temperature phospholipid compositions. This indicates that
the increased plasma doxorubicin concentrations observed
in the presence of liposome pretreatment reflect drug that
has been actively sequestered inside the liposomes in
response to a pH gradient rather than simple passive
partitioning of doxorubicin into the bilayer. Such conclu-
sions are based on the fact that high doses of empty EPC/
cholesterol liposomes exhibiting no pH gradient (pH 7.5
inside and outside) did not result in elevated plasma
doxorubicin concentrations. In addition, the fact that
minimal pharmacokinetic alterations were obtained with
DPPC/cholesterol liposomes bearing a pH gradient suggests
that doxorubicin uptake into such vesicles is relatively slow
at 37 °C,4 and free doxorubicin may be expected to
distribute into tissue compartments prior to accumulation
into the liposomes under these conditions. It should be
pointed out that although the in vivo drug uptake phe-
nomenon described here was accomplished using a pH
gradient, alternate transmembrane ion gradients resulting
in membrane potentials sufficient to drive drug accumula-
tion could also provide similar effects.1,4,5 Indeed, the
presence of a transmembrane pH gradient in itself gener-
ates a membrane potential that would be expected to
facilitate doxorubicin uptake.

Pretreatment with empty EPC/cholesterol liposomes that
exhibit a pH gradient provides similar buffering of toxicity
effects as EPC/cholesterol liposomes in which doxorubicin
has been encapsulated prior to administration. This ob-
servation suggests that in vivo entrapment may represent
a viable alternative to delivering doxorubicin in pre-
encapsulated form. This approach would have clear ad-
vantages regarding problems related to chemical stability
and liposome retention integrity that are experienced with
traditional liposome entrapped formulations. Further,
given that several other cancer chemotherapeutic agents
such as other anthracyclines and vinca alkaloids6,7,25-26 as
well as drugs from a wide range of therapeutic classes can
be efficiently loaded into liposomes displaying a pH gradi-
ent,27 pretreatment with empty liposomes to improve
therapeutic activity could be readily applied and evaluated
in a variety of pharmaceutical applications. The pH gradi-
ent bearing liposomes may also be capable of favorably
altering the pharmacokinetic and toxicity properties of
combinations of drugs that can be sequestered into lipo-
somes in response to a pH gradient. This is an important
feature for many anticancer treatment regimens where
combinations including anthracyclines and vinca alkaloids
are often utilized. As such, these studies reveal the
therapeutic potential of a novel application of pH gradient
bearing liposomes.

A more direct and current application of the results
obtained here concerns the potential for preloaded lipo-
somes that exhibit transmembrane ion gradients (such as
those employed for clinically used formulations of liposomal
doxorubicin, daunorubicin, and vincristine) to sequester
additional coadministered drugs in the circulation. This
could have significant implications, either adverse or
beneficial, on the pharmacology of the sequestered agents.
Further, in vivo accumulation of additional agents into
preloaded liposomes could affect the retention of the
primary encapsulated drug (e.g. doxorubicin, daunorubicin,
or vincristine) if the transmembrane ion gradient is altered.
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This suggests that increased attention should be given to
the pharmacology of relevant coadministered drugs when
these types of liposome formulations are administered
systemically.
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Abstract 0 The thermodynamic terms enantiotropy and monotropy
are demonstrated by means of solid-state analytical results of
polymorphous flurbiprofen (FBP). Vibrational spectra, differential
scanning calorimetry (DSC), and thermomicroscopy investigations as
well as X-ray powder patterns for three modifications of FBP are
described. The melting points are mod. I 113−114 °C (enthalpy of
fusion 27.9 ± 0.2 kJ mol-1) for modification I (mod. I), 92 °C for
mod. II, and 87 °C for mod. III. The true densities of mod. I (1.279 ±
0.001 g cm-3) and mod. II (1.231 ± 0.002 g cm-3) were measured
at 25 °C. Modification I (commercial product) is the thermodynamically
stable crystal form from absolute zero to its melting point. Modification
II was crystallized on a gram scale from a warm saturated solution of
FBP in n-heptane and rapid cooling of the solution to −18 °C.
Modification I is monotropically related to mod. II and mod. III, due to
application of the density rule and the entropy-of-fusion rule. The
thermodynamic relationships between the three modifications are
demonstrated by a semischematic energy/temperature diagram.
Theoretical vapor pressure/temperature diagrams and energy/tem-
perature diagrams are compared and briefly discussed.

Introduction

Compared with mineralogy and metallography, phar-
macy was relatively slow to deal with the terms enantiot-
ropy and monotropy, which are very important in crystal
polymorphism research. Even today, some authors working
in this area seem to have great trouble with these terms,
as has been shown by recent publications in respected
journals on chloramphenicol palmitate1 and flurbiprofen.2
Two pharmaceutically relevant modifications, mod. I (A)
and mod. II (B), are of particular interest in the case of
chloramphenicol palmitate. The lower melting form II is
pharmacologically active and is used in suspensions,
whereas form I is inactive as an antibiotic.3 The reason
for the loss of activity of suspensions of the drug substance
is that mod. II is thermodynamically unstable under
ambient conditions and, due to its better solubility, this
crystal form slowly recrystallizes into mod. I in suspen-
sions.

From the many papers about the polymorphism of
chloramphenicol palmitate only the one published by
Burger4 will be mentioned here because it also contains a
critical review of earlier contributions. Due to the differ-
ences in solubility (thermodynamically unstable modifica-
tions exhibit better solubility than the thermodynamically
stable one at a given temperature) and the differences in
the enthalpy of fusion (unstable modifications show a lower
enthalpy of fusion than the stable one in a monotropically

related system) it is obvious, that mod. II is thermody-
namically unstable in relation to mod. I from absolute zero
up to its melting point (mp); that is, mod. I and mod. II
are monotropically related. This fact was denied by the
cited authors1 and they postulated enantiotropy in this case
because they succeeded in obtaining mod. II by quenching
and recrystallizing the melt of mod. I. This mistake
obviously happened because these authors1 are unaware
of the fact that the terms enantiotropy and monotropy are
related to the direct transition between two crystalline
phases; that is, that solid-solid transitions occur and
intervening melting processes are excluded. The term
“enantiotropy” was chosen by Lehmann5 because it refers
to a reversible process in the solid state, whereas the
converse “monotropy” implies that the transition can occur
in one direction only. Furthermore, it seems that the
authors1 are not familiar with the fact that for more than
100 years, one of the most common methods to obtain
polymorphic modifications is crystallization of supercooled
melts. Of course, nature has used this method thousands
of years ago to create polymorphic modifications of minerals
and chemical elements. It is a matter of fact that the
method of crystallizing mod. II out of the melt of mod. I
using differential scanning calorimetry (DSC) has been
successfully tested on numerous drugs.6 Because the
authors of the second paper2 just mentioned were not quite
sure whether the two modifications of flurbiprofen de-
scribed by them are enantiotropic or monotropic (“probable
enantiotropic transition of form II into form I”), we decided
to check the polymorphism and found a third modification
as well. With this new result it is possible to explain most
of the apparent discrepancies.

It is a general question in pharmacy whether polymor-
phic modifications can transform reversibly (enantiotropy)
or irreversibly (monotropy) at atmospheric pressure, be-
cause polymorphic crystal forms of a specific chemical
compound have different physical properties caused by
different arrangements of the molecules in the crystal
lattice. These different characteristics often lead to con-
siderable differences in grinding and compression behavior
as well as in hygroscopicity, solubility, and bioavailability,
etc. All these properties are of great importance for the
production of pharmaceutical formulations. Using a ther-
modynamically unstable modification in the production of
tablets, creams, suspensions, solutions, etc. is sometimes
the reason why unwanted changes take place in such
formulations after a time of storage, caused by transition
into the room temperature, thermodynamically stable
modification. In the worst case, as shown by the case of
chloramphenicol palmitate, this transition may lead to a
complete loss of activity of the drug substance. On the other
hand it is possible, to apply thermodynamically unstable
modifications intentionally, to take advantage of very
special properties. There are thermodynamically unstable
modifications known, which turned out to have a consider-
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able kinetic stability and show a very low transition
tendency, if kept dry. Such modifications are called meta-
stable and they may be enantiotropic or monotropic. One
example is piracetam, where mod. II and mod. III appeared
to show equivalent thermodynamic stability. Only after
stirring a suspension of both forms in dioxane did the
enantiotropic transition of the metastable and thermody-
namically unstable mod. II into mod. III take place.7

Because of the increasing spread of generics, more drugs
are appearing that exhibit different crystal forms. Often,
their stability relationships need to be explained. One
example should be mentioned here: 17 different samples
of piroxicam supplied by eight pharmaceutical companies
were investigated for polymorphism at the Instituto Na-
tional de Medicamentos (Buenos Aires, Argentina). It was
shown that some of the samples contained the pure â form
(mod. I), some the 2 °C lower melting pure R form (mod.
II), and some contained mainly the R or â form contami-
nated with the other polymorph.8 The two forms are
monotropically related.

The difference between enantiotropy and monotropy was
defined by Ostwald9 more than 100 years ago using a vapor
pressure/temperature diagram, which was brought close
to students for decades in standard textbooks of physical
chemistry. The difference between enantiotropy and monot-
ropy is defined by the position of the vapor pressure curves.
In the case of enantiotropy, the vapor pressure curves
intersect below the melting points, whereas in the case of
monotropy, the intersection is above the melting points.
The intersection point of two vapor pressure curves is the
thermodynamic transition point (tp). Therefore the differ-
ence between enantiotropically and monotropically related
modifications is based on the relative position of the

melting points and tp. In an enantiotropic system, the two
modifications of interest are in equilibrium at tp and the
transition can take place in either direction depending on
the temperature (Figure 1a). On the other hand, the tp is
virtually in a monotropic system; therefore, the transition
can only occur in one direction from the unstable to the
stable form. (Figure 1b). The crystal form that shows the
lowest vapor pressure at any temperature is the most
thermodynamically stable one. The condition for validity
of this rule is constant pressure (atmospheric pressure).

The semischematic energy/temperature diagram10,11 (E/T
diagram), which is based on the Gibbs function, offers more
information than the vapor pressure/temperature diagram.
For a detailed discussion on the construction and inter-
pretation of E/T diagrams in general, refer to the litera-
ture.10,11 To draw the E/T diagram, the isobars of the Gibbs
free energy G and of the enthalpy H of (at least) two
modifications, I and II, as well as of the melt liq are related
to each other. At a given temperature, the thermodynami-
cally stable modification has the lowest Gibbs free energy.
Figure 2a represents a given enantiotropically related
system of two modifications. Modification II shows the
lowest Gibbs free energy until the tp is reached and is
therefore thermodynamically stable from absolute zero up
to tp. Beyond tp, the Gibbs free energy of mod. II is larger
than for mod. I; therefore, this mod. II is thermodynami-
cally unstable from tp up to its mp. At tp, mod. I and mod.
II have equal Gibbs free energy and equal thermodynamic
stability. The two modifications are enantiotropically re-
lated. ∆Ht represents the enthalpy of transition for the
transformation II/I and ∆Hf the enthalpy of fusion for mod.
II and mod. I, respectively.

Figure 2b describes the relations in a monotropic system.
Modification II shows a larger Gibbs free energy than mod.
I and is therefore thermodynamically unstable compared
with mod. I from absolute zero up to its mp. There is no tp
in this temperature region, but a transition in the solid
state of mod. II into mod. I is possible; however, never the
reverse transition.

Figure 1s(a) Vapor pressure/temperature diagram: enantiotropy (Mp, melting
point; Tp, thermodynamic transition point). (b) Vapor pressure/temperature
diagram: monotropy (Mp, melting point; Tp (virtual), thermodynamic transition
point).

Figure 2s(a) Energy/temperature diagram: enantiotropy (G, free energy; H,
enthalpy; ∆Hf, enthalpy of fusion; liq, melt; Mp, melting point; Tp, thermody-
namic transition point; ∆Ht, enthalpy of transition). (b) Energy/temperature
diagram: monotropy (G, free energy; H, enthalpy; ∆Hf, enthalpy of fusion;
liq, melt; Mp, melting point).
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The heat physicists and mineralogists of the turn of this
century were well aware of the fact that enantiotropic
transition of the modification that is thermodynamically
stable below tp into the higher temperature stable one is
an endothermic process. On the other hand, the crystal
form that is thermodynamically stable above tp shows an
exothermic transition if cooled well below tp. Also it was
very well-known that a monotropic transition is an exo-
thermic process.12 This knowledge, in connection with
results using the DSC method, was laid down in modern
literature as the heat-of-transition rule.10

Experimental Section

Materials and SolventssThe studies of flurbiprofen (FBP)
INN [2-(2-fluorobiphenyl-4-yl) propionic acid; C15H13FO2, Mr,
244.3] were carried out using the commercial product (mod. I)
provided by Profarmaco Nobel (Italy). Modification II was obtained
by rapid cooling of a warm saturated solution of FBP in n-heptane
(analytical grade) to -18 °C. Modification III was obtained by
quenching a melt film of flurbiprofen to 20 °C on a metal block.
Afterward, heating the liquid amorphous material to 30 °C leads
to crystallization of mod. III.

Thermoanalytical MethodssPolarized thermomicroscopy13,14

was performed using a Kofler hot stage microscope (Thermovar,
Reichert, Vienna, Austria). To prepare a crystal film, ca. 2 mg of
FBP were heated between a microscope slide and a cover glass
using a Kofler hot bench (Reichert, Vienna, Austria). The molten
film was quenched to 20 °C using a metal block. To determine the
melting points of mod. II and mod. III the hot stage was preheated
to 85 °C. A crystal film preparation containing the two modifica-
tions was watched immediately after being placed onto the hot
stage. The heating rate was 2 or 5 K min-1. The solubility test for
stability relationships15 is made by carefully loosing the cover slip
over a crystal film containing the three modifications and touching
a drop of solvent to its edge so that the solvent flows in under the
cover slip. The solvent must not be so good that the entire film is
dissolved away. In the case of FBP, ethanol (70%) was used.

Differential scanning calorimetry (DSC) was carried out with a
DSC-7 and Pyris software for Windows NT (Perkin-Elmer, Nor-
walk, CT) using perforated aluminum sample-pans (25 µL).
Sample masses for quantitative analysis were 1-3 ((0.0005) mg
(Ultramicroscales UM3, Mettler, CH-Greifensee, Switzerland).
Nitrogen 99.990% (20 mL min-1) was used as the purge gas.
Calibration of the temperature axis was carried out with ben-
zophenone (mp, 48.0 °C) and caffeine (mp, 236.2 °C). Enthalpy
calibration of the DSC signal was performed with indium 99.999%
(Perkin-Elmer, Norwalk, CT). The normal heating rate was 2 or
5 K min-1.

Spectroscopic MethodssFourier transform infrared (FTIR)
spectra were recorded with a Bruker IFS 25 FTIR spectrometer
(Bruker Analytische Meâtechnik GmbH, Karlsruhe, Germany)
connected to a Bruker FTIR microscope (15 × Cassegrain-objective
and visible polarization). Samples were scanned as potassium
bromide pellets at an instrument resolution of 2 cm-1 (50 inter-
ferograms, internal mode). For recording microscope spectra,16

small samples were rolled on a round zinc selenide window (13
mm diameter x 1 mm thickness) or a crystal film was made
between two zinc selenide windows. The spectral resolution is 4
cm-1 (focus diameter 50 µm, 100 interferograms).

FT-Raman spectra were recorded with a Bruker RFS 100 FT-
Raman spectrometer (Bruker Analytische Meâtechnik GmbH,
Karlsruhe, Germany) equipped with a diode pumped 100 Nd:YAG
Laser (1064 nm) as excitation source and a liquid nitrogen-cooled
high-sensitivity detector (64 scans at 4 cm-1 instrument resolu-
tion).

X-ray powder diffraction patterns were obtained on a Siemens
D-5000 X-ray diffractometer equipped with Θ/Θ-Goniometer (Si-
emens AG, Karlsruhe, Germany) using monochromatic Cu KR
radiation (tube voltage 40 kV, tube current 40 mA) from 2 to 40°
2Θ at a rate of 0.005° 2Θ s-1. The diffractometer was fitted with
a Göbel mirror and a scintillation counter. The single-crystal data
for mod. I (data from Flippen and Gilardi17) were used to calculate
the idealized X-ray powder pattern for a Cu KR radiation with
the program PowderCell for Windows (Kraus, W.; Nolze, G.
PowderCell for Windows (V 1.0), Program for manipulation of
crystal structures and calculation of X-ray powder patterns; Federal
Institute for Materials Research and Testing: Berlin, Germany,
1997).

Density MeasurementssThe determination of the powder
volumes were carried out with an air comparison pycnometer
(Ultrapycnometer 1000, Quantachrome Corp., Syosset, NY) pro-
vided with a small sample cell at 25 °C. The samples (2-3 ( 0.0005
g) were purged with helium for 15 min. Calibration was carried
out with a steel sphere.

Results
ThermomicroscopysA melt film of FBP quenched on

a metal cooling block (20 °C) and afterward heated (heating
rate: 5 K min-1) on the polarizing hot stage microscope
leads to gray quadrangles and hexagons of mod. III (ca. 30
°C) and varicolored columnar aggregates and spherulites
of mod. II (ca. 45 °C) and mod. I (ca. 45 °C). According to
its morphology, mod. III differs considerably compared with
the other crystal forms, whereas mod. I and mod. II are
very similar. Continued heating leads to the transition of
mod. III into mod. II and to the transition of mod. III into
mod. I at about 50 to 60 °C at first, followed by the
transition of mod. II into mod. I at about 75 °C. Transfer
of a crystal film preparation that contains the three
modifications to a preheated hot stage microscope allows
the detection of the melting points (Table 1). After cooling
the crystal film, the spherulites of mod. I show concentric
shrinkage cracks, which are absent in mod. II. Modification
II from n-heptane, consisting of fine needles, melts incon-
gruently with separation of coarse prisms of mod. I.

The result of the solubility test for stability relationships15

showed that the thermodynamically most unstable form
(mod. III) dissolves immediately followed by mod. II after
a few seconds. Because of the differences in solubility,
crystals of the modification thermodynamically stable at
room temperature (mod. I) grow in this solution.

Differential Scanning CalorimetrysMelting the com-
mercial product in an aluminum pan using a hot bench
and afterward quenching on a cooling block leads to a liquid
amorphous phase, analogous to the melt film used for
thermomicroscopy. Heating such a cooled melt in the DSC
at a start temperature of 25 °C (heating rate: 2 K min-1)

Table 1sFlurbiprofen: Important Physicochemical Parameters of the Modifications

parameter mod. I mod. II mod. III

preparation crystallization from given solvent at 20 °C crystallization from n-heptane, rapid cooling to −18 °C crystal film
Mp [°C] DSC−onset 114.5 91a se

thermomicroscopy 113−114 92 87
enthalpy of fusion [kJ mol-1] 27.9 ± 0.2c se 25b

enthalpy of transition [kJ mol-1] to mod. I se −2.9 ± 0.4
entropy of fusion [J mol-1 K-1] 72.0d se 69.4d

measured density [g cm-3] 1.279 ± 0.001c 1.231 ± 0.002c se

a Incongruent melting. b Calculated by heat-of-fusion rule:10 ∆Hf,III ) ∆Hf,I + ∆Ht,IIIfI. c ±95% CI. d Calculated by entropy-of-fusion rule:11 ∆Sf ) ∆Hf/Tm. e Not
determined.
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leads to crystallization of mod. III between 35 and 40 °C
(P1). The second exothermic peak (P2) with a maximum at
60 °C represents the transition of mod. III to mod. I. In
very few cases, small amounts of mod. II may also
sometimes appear; these melt incongruently as indicated
by P3 and P4. P5 represents crystallization of remaining
melt and P6 marks the melting of mod. I (Figure 3). Cooling
the melt to -40 °C leads to a solid amorphous phase. The
DSC trace (Figure 4) of such a glass shows an endothermic
peak (Pg), representing the glass transition at -8.5 °C,
followed by an exothermic crystallization peak (P1) and the
transition peak (P2). The DSC trace of pure mod. II (Figure
5) shows the incongruent melting (P3), followed by the
solidification of the melt to form mod. I (P4) and the melting
of mod. I (P6).

DSC experiments where heating rates of up to 80 K
min-1 were applied also show the incongruent melting of
mod. II. Therefore it was not possible to measure the
enthalpy of fusion for this crystal form. Also, attempts to
determine the enthalpy of transition for the exothermic

transition of mod. II into I using a heating rate of 1 K min-1

were not successful. Thus, these two values are not given
in Table 1. But the negative enthalpy of transition for mod.
III into mod. I could be measured using preparations that
contained this crystal form purely. The thermogram of mod.
I shows one endothermic peak representing the melting of
this crystal form (Figure 6).

FTIR SpectroscopysThe FTIR spectra of mod. I and
mod. II were recorded using both the crystal powder (by
means of KBr pellets) and using a crystal film on a zinc
selenide window containing two kinds of spherulites rep-
resenting the two crystal forms by FTIR microspectroscopy.
Due to the two different methods of sampling, the spectra
are identical except for small differences in the intensity
of several absorption bands.16 The spectrum of mod. III was
only obtained by FTIR microscopy using a crystal film on
zinc selenide. Because all three modifications show numer-
ous shifts of significant absorption bands, they can easily
be distinguished by their FTIR spectra (Figure 7). Good
diagnostic value can be particularly attributed to the band
representing the CdO (acid) functional group. The CdO
stretching vibration appears to be located for mod. III at
1699 cm-1, for mod. II at 1715 cm-1, and for mod. I at 1705
cm-1.

Raman SpectroscopysFT-Raman spectra of mod. I
and mod. II were also recorded. They show substantial
differences in the region around 3000 cm-1 and between
300 and 50 cm-1 (Figure 8). Modification III could only be
obtained as a crystal film, therefore a Raman spectrum of
this crystal form could not be recorded.

X-ray DiffractometrysAll three modifications were
analyzed by X-ray powder diffractometry (Figure 9). A
special method was used to prepare mod. III. The crystal-
lization conditions were modified in such a way that in a
melt film only this crystal form was created. The cover slip
was removed from this preparation and the crystal film

Figure 3sDSC curve of the quenched melt of flurbiprofen starting at 25 °C
(heating rate: 2 K min-1).

Figure 4sDSC curve of the quenched melt of flurbiprofen starting at −40 °C
(heating rate: 5 K min-1).

Figure 5sDSC curve of flurbiprofen starting with crystals of mod. II from
n-heptane (heating rate: 5 K min-1).

Figure 6sDSC curve of flurbiprofen starting with crystals of mod. I (commercial
product, heating rate: 5 K min-1).

Figure 7sIR spectra of mod. I, mod. II, and mod. III of flurbiprofen recorded
by FTIR microscopy.

106 / Journal of Pharmaceutical Sciences
Vol. 88, No. 1, January 1999



surface was used instead of the crystalline powder. The
powder pattern calculated from the single-crystal structure
data17 is in very good agreement with the experimental
pattern obtained for mod. I (Figure 9).

DensitysThe density is a very important parameter for
determining which one of two modifications is the ther-
modynamically stable one at absolute zero. Therefore, the
true densities of FBP mod. I (commercial product) and mod.
II were determined. The result is that mod. I has the higher
density than mod. II (Table 1). Because mod. III cannot be
produced in macroscopic amounts, this value is missing in
Table 1. According to the density rule10 the modification
with the lower density is thermodynamically unstable at
absolute zero compared with the crystal form with the
higher density. Therefore, mod. II is thermodynamically
unstable from zero Kelvin up to its melting point compared
with mod. I. More detailed remarks will be given in the
Discussion.

Discussion
The measured and calculated physicochemical param-

eters for the three modifications of FBP are summarized
in Table 1. The enthalpy of fusion could only be measured
directly for mod. I. The enthalpy of fusion for mod. III was
calculated by applying the heat-of-transition rule10 using
the enthalpy of transition for mod. III into mod. I measured
by DSC. The enthalpy of fusion of mod. I is higher than
that of mod. III. Therefore, it follows by means of the heat-
of-fusion rule,10 that these two crystal forms are monotro-

pically related. The same is true for the entropy of fusion.11

As already described, it was not possible to measure the
enthalpy of fusion for mod. II because of its incongruent
melting. The proof for the monotropic relation between
mod. I and mod. II arises from the comparison of the
density of these two crystal forms. Modification I shows
higher density than mod. II and thus, according to the
density rule,10 monotropism is realized in this case. The
E/T diagram10,11 of FBP illustrates the thermodynamic
relationships of the three modifications (Figure 10). Be-
cause the relevant physical parameters (Table 1) indicate
monotropy between mod. III and mod. I (heat-of-transition
rule10), as well as between mod. II and mod. I (density
rule10), the diagram is in principle similar to the one given
in Figure 2b. Modification I is the most stable crystal form
of FBP. The result of the solubility test for stability
relationships proves that mod. III is the most thermody-
namically unstable crystal form at 20 °C and that mod. II
is more stable than mod. III at ambient conditions because
of its lower solubility. The thermoanalytical behavior of
mod. III allows the assumption that monotropy is realized
in relation to mod. II with high probability. In the case of
FBP, this question is not of practical relevance. The FTIR
spectra of the three modifications show significant differ-
ences. Compared with the IR spectra published by Lacou-
lonche et al.,2 it is clear that our mod. I corresponds to their
form I and our mod. II to their form II “recrystallized in
heptane”.2 Comparison of the X-ray powder patterns of the
different crystal forms clearly indicates that their form II2

obtained by crystallization from the melt corresponds to
our mod. III. This fact is also confirmed by the morphologi-
cal description2 of the crystals.

The results of our study on the polymorphism of FBP
clearly show that three crystal forms can be obtained by
crystallization from solution and the melt. Lacoulonche et
al.2 did not realize that they had obtained three modifica-
tions instead of two. Therefore, the physical properties of
the modifications could not be assigned in a correct way
and, hence, this led to the wrong conclusion on the
thermodynamic relationships of this polymorphic system.

Modification III of FBP is only of analytical interest
because this modification is not only thermodynamically
unstable at 20 °C but also kinetically unstable. This crystal
form can only be obtained in microscopic amounts. It
transforms into mod. I at ambient conditions within a few
minutes. Modification II is also thermodynamically un-

Figure 8sRaman spectra of mod. I and mod. II of flurbiprofen.

Figure 9sX-ray powder diffraction patterns of mod. I (also calculated from single-crystal data), mod. II, and mod. III of flurbiprofen.
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stable at 20 °C, but is durable for more than 6 months if
kept under dry conditions. Also, grinding of mod. II with a
mortar and pestle has not caused a transition into mod. I.
Therefore this crystal form may have some practical
implications. As has been shown on other polymorphic drug
substances (e.g., paracetamol18), this marked kinetic stabil-
ity could be suitable to perform direct compression experi-
ments using this crystal form.

As a chiral substance, the modifications of FBP are in
principle able to crystallize as conglomerates, racemic
compounds, or solid solutions. Unfortunately, we did not
have one pure enantiomer to investigate the phase diagram
of this binary system and to answer this question on the
nature of the three modifications.
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Figure 10sEnergy/temperature diagram of the crystalline modifications of
flurbiprofen and its melt: G, free energy; H, enthalpy; ∆Hf, enthalpy of fusion;
liq, melt; Mp, melting point; measured enthalpy effects are drawn bold.
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Abstract 0 Aqueous solubilities for some guanine derivatives were
estimated by semiempirical equations developed by Yalkowsky and
Valvani1 using the data for partition coefficient and melting temperature.
It was shown that in the case of guanine derivatives examined in this
study, the solubility values could not be estimated adequately by these
equations.

Introduction
There exist several different methods of aqueous solubil-

ity estimation for organic compounds:1 methods based
directly on group contributions to measured aqueous activ-
ity coefficients; techniques based on experimental physi-
cochemical properties such as partition coefficient, chro-
matographic retention, boiling point, and molecular volume;
methods based on properties that cannot be experimentally
determined but can be calculated from molecular structure
(molecular surface area, molecular connectivity, and para-
chor); and techniques based on combinations of two or more
parameters that can be experimentally measured, calcu-
lated, or generated empirically (solubility parameter, linear
solvation energy relationship and others).

The first who recognized the relationship between aque-
ous solubility and n-octanol water partition coefficient (P)
were Hansch et al.2 One of the most well-known and
popular equations for predicting the solubility of liquid and
solid organic solutes using the n-octanol water partition
coefficient was derived by Yalkowsky and Valvani:1,3

where Sw is aqueous solubility in mol/L, mp is the solute
melting point temperature in °C, and ∆Sf is the entropy of
fusion. The parameter P is given as the concentration ratio
in octanol and aqueous phases (Co/Cw).

For rigid molecules, where ∆Sf was taken as 56.7 J/molK,
one obtains

These semiempirical equations showed excellent correla-
tion between the values for aqueous solubility and P for
many nonelectrolytes, weak electrolytes, and even for acidic
and basic substances.1,3,4 They were used by many differ-
ent researchers for aqueous solubility estimation of various
substances, and good correlation between experimentally
determined and calculated solubility values was shown.5,6

In this work we wanted to evaluate eqs 1 and 2 for
predicting the aqueous solubility for some antivirus gua-
nine derivatives, acyclovir (ACV) and deoxyacyclovir (DCV),
and their acetyl derivatives.

Materials and Methods

The substances examined in this study, ACV (9-(2-hydroxy-
ethoxymethyl)guanine) and DCV (2-amino-9-(2-hydroxyethoxy-
methyl)-9-H-purine) with their O-acetyl (OAcACV and OAcDCV),
N-acetyl (NAcACV and NAcDCV), and N,O-diacetyl (diAcACV and
diAcDCV) congeners were synthesized at the National Institute
of Chemistry, Ljubljana, Slovenia.7

The melting temperatures (mp), entropies of fusion (∆Sf) and
corresponding activity coefficients (γ) as well as the values for
aqueous solubility (Sw), partition coefficients, and different octanol/
water solubility ratios at 22 ( 0.1 °C were determined previously8

and are given in Table 1. Additionally, the thermal analysis
measurements for all tested substances showed no enthalpy
changes that would correspond to desolvation, except for ACV,
which existed in hydrated form but after drying (T ) 150 °C, air
atmosphere), a stable anhydrous form was obtained.9

Experimentally determined values for partition coefficients8

were used in eqs 1 and 2. The values for partition coefficients of
tested guanine derivatives calculated by Rekker’s fragmental
approach differed significantly from those obtained by the experi-
ment.10

Results and Discussion

Calculated values for aqueous solubility of tested sub-
stances, using eqs 1 and 2 are presented in Table 1.
Equation 2, where the entropy value for the rigid molecules
(56.5 J/mol K) is used, gives completely different results
from the measured values, although tested substances are
rigid and mostly do not have more than five nonhydrogen
atoms in a flexible chain (the molecules with more than
five units in the side chain are assumed to be partially
flexible molecules).1,3 These results were expected because
all the experimentally determined values of ∆Sf for tested
substances (Table 1) differ a lot from 56.5 J/mol K (except
for ACV for which the ∆Sf value is close to 56.5 J/mol K).

Comparing the logarithmic values for aqueous solubility
calculated by eq 1 (where the experimentally determined
values for ∆Sf were used) with the measured ones reveals
a rather large disagreement. The log P values determined
for the same compound are acceptable if they do not differ
by >0.2 log units11 or even 0.3 log units,12 which represent
about two times higher/lower values in the nonlogarithmic
scale. Using these estimations, one can say that calculated
(by eq 1) and experimentally determined log Sw values are
in good accordance for diAcACV and diAcDCV, are rather
good for OAcACV and OAcDCV, and differ by large
amounts in the case of the other tested substances.

Equations 1 and 2 were derived on the basis of the
following rationales:13

(1) The solubility of nonpolar and semipolar solutes in
octanol is approximately equal to the ideal solubility, γo )
1. Because P ) γw/γo, it follows that log γw ≈ log P.

(2) The ideal solubility can be estimated from mp and
∆Sf of the solute.

(3) The ∆Sf of the solute is constant for rigid molecules.

log Sw ≈ -1.00log P - 1.11
∆Sf(mp - 25)

1364
+ 0.54 (1)

log Sw ≈ -1.05log P - 0.012mp + 0.87 (2)
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(4) The ratio So/Sw is equivalent to P, that is, Sw is equal
to So divided by P. These statements were additionally
supported by recently published papers14,15 where the
authors confirmed the negligible effect of octanol/water
mutual saturation on the partition coefficient. They stated
that the octanol/water solubility ratio, So/Sw, can be used
as the estimate for the partition coefficient and that there
is negligible effect of octanol/water mutual saturation on
the partition coefficient, although the average absolute
estimation errors (when correlating log P with log(So/Sw)
for 82 solutes) were >0.4 log units (which means >2.5-fold
higher/lower values in the nonlogarithmic scale).14 Ad-
ditionally, the solubility of different organic compounds in
octanol (using 124 solutes) was estimated by five methods
(i.e.; ideal solubility, regular solution approach, UNIFAC
approach, PSw method, and OCTASOL), and the most
reliable results were obtained by PSw method (log So ) log
P + log Sw), where the average error of estimates is 0.29
log units (2-fold higher/lower value than the experimental
one in nonlogarithmic scale).15

Regarding the observed discrepancies in calculated and
experimentally determined values for aqueous solubilities
of tested guanine derivatives one can assume that some of
the aforementioned rationales could be invalid for predict-
ing the aqueous solubility of these substances; although
they represent semipolar solutes.16 The values for γo of
tested substances (Table 1) differ significantly from 1 in
all cases, indicating that the solubility of these substances
in n-octanol is not ideal. Despite these differences, the
observed and calculated log Sw values (by the eq 1) are
reasonably close in four out of the eight cases. This
nonideal solubility in n-octanol also indicates that the
activity coefficients of tested substances in water (γw)
cannot be equal to P, expressed in mole fractions.

Additionally it was shown that in the case of tested
guanine derivatives, ∆Sf of the solute is not constant for
rigid molecules and cannot be taken as ∆Sf ) 56.7 J/mol
K.

We also found large differences in the solubility values
determined in neat and mutually saturated solvents and
consequently in the solubility ratios (Table 1), showing that
mutual saturation plays an important role in partitioning
and solubility not only of many highly lipophilic and
hydrophilic solutes but also of semipolar substances such
as the tested guanine derivatives.8 It can be deduced that
the values for partition coefficients (P) are not equivalent
to the neat octanol/water solubility ratios (So/Sw) but more
to the mutual saturated octanol/water solubility ratios (Sow/
Swo; Table 1). These findings were also confirmed with the
partition experiments performed with some higher alkanols
(i.e., heptanol and nonanol).17

One can thus conclude that eqs 1 and 2 in the case of
tested guanine derivatives do not give reasonable estima-
tion of aqueous solubility.
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Table 1. Melting Temperatures (mp, in °C), Entropies of Fusion (∆Sf, in J/Mol K), Activity Coefficients in Neat Water (γw) and in Neat Octanol (γo),
and Logarithmic Values of Aqueous Solubilities

parameter ACV NAcACV OAcACV diAcACV DCV NAcDCV OAcDCV diAcDCV

Tm 255.0 217.0 242.0 204.0 189.0 181.0 135.0 134.0
∆Sf 57.7 109.9 96.9 99.3 91.4 121.0 104.6 104.0
γw

a 33.9 0.81 5.93 5.22 1.40 0.17 4.41 2.73
γo

a 252.1 11.8 96.0 26.9 14.7 4.75 12.7 23.1
log Sw

b −053 −2.37 −2.58 −2.16 −1.38 −1.91 −1.17 −0.70
log Sw

c −0.54 −0.37 −0.91 −0.69 −0.26 0.09 −0.11 0.36
log Sw

d −2.14 −1.92 −2.70 −2.14 −1.08 −0.86 −0.97 −0.73
log Pd −1.57 −1.30 −1.07 −0.85 −1.08 −1.33 −0.61 −1.05
log So/Sw

d −1.82 −2.10 −2.15 −1.66 −1.96 −2.40 −1.40 −1.90
log Sow/Swo

d −1.60 −1.45 −1.16 −0.96 −1.26 −1.54 −0.72 −1.12

a Activity coefficients (γ) were calculated by the equation γ ) (f2/f2°)/S2V1, where f2 and f2° are the fugacities of the pure solid solute and of its subcooled liquid
at the temperature of the solution, respectively, S2 is the molar solubility of the solute and V1 is the molar volume of the solvent.8 b Calculated by eq 1 at T )
22 °C. c Calculated by eq 2 at T ) 22 °C. d The logarithms of aqueous solubilities (log Sw), partition coefficients (log P), octanol/water solubility ratios (log So/Sw)
and mutually saturated octanol/water solubility ratios (log Sow/Swo) for examined substances are also given (T ) 22 ± 0.1 °C).8
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Abstract 0 We advance the concept that tautomerism is crucial for
the understanding of the chemical behavior of tetracycline. Indeed,
considering four deprotonations, there are 64 different possible
tautomers to be considered for tetracycline. Our results indicate that
tetracycline is a very adaptive molecule, capable of easily modifying
itself through tautomerism in response to various chemical environ-
ments. Indeed, its situation in solution can be more accurately pictured
as an equilibrium among a diversity of tautomeric species−an
equilibrium that can be easily displaced depending on the various
possible chemical perturbations, such as varying the pH or the dielectric
constant of the solvent. Moreover, we also show that tetracycline
could undergo four deprotonations and predict for it a fourth pKa of
13 and refer to our experimental determination of this parameter, which
yielded the value of 12. We conclude that tautomerism is essential
to the comprehension of the chemical behavior of tetracycline as
determined by the semiempirical method AM1 as well as by the self-
consistent reaction field method, which estimates the effects of the
solvent on the tautomers. All tautomers in their different conformations
have been fully optimized for each of the possible degrees of
protonation of this molecule. Thus, the relative stabilities of the
different tautomeric species have been computed.

1. Introduction
Tetracycline (TC, Figure 1) and its derivatives are widely

used antibiotics.1 The chemical-structural properties of
tetracycline have been extensively studied.2 TC has dif-
ferent acid groups in its chemical structure and the
possibility to adopt different conformations. The different
proton-donating groups of this molecule offer several
possibilities of metal ions substitution. The complexation
with metal ions increases the stability of the various TC
derivatives.3 In some cases, metal ion complexation re-
duces the availability of TC in the blood plasma4 or
eliminates its biological activity.5 It is known that TC
forms complexes in different positions with calcium and
magnesium ions that are available in the blood plasma.6,7

Undoubtedly TC is a complex molecule and, despite all
effort, its mechanism of action is still not well understood.

The three acid dissociation constants normally observed
in potentiometric experiments and the appropriate assign-
ment of the various acid groups of TC to the respective
dissociation constants are important to understand the
chemical behavior in blood plasma and the biological

activity of TC. The protonation scheme of TC has been the
subject of controversy and intense study.8-11 In 1956,
Stephens et al.8 proposed that pK1 () 3.30) is due to the
protonation of the oxygen bonded to the C(3), pK2 () 7.68)
is due to the protonation of the dimethylamino group, and
pK3 () 9.69) is due to the protonation of the oxygen atoms
bonded to the C(10) and C(12). Later, Leeson et al.9
comparing the pKas of different TC derivatives, suggested
that pK2 should be assigned to the protonation of the
oxygen atoms bonded to the C(10) and C(12) and pK3 to
the protonation of the dimethylamino group. The effect of
dielectric constant on the pKa values of TC has been
investigated by Garrett12 studying TC in dimethylform-
amide-water mixtures. The observed decrease in pKa
values of uncharged acids with increasing dielectric con-
stants supports the reversal in assignment of the 2nd and
3rd pKas of TC. Rigler et al.,10 using 1H NMR, proposed a
different protonation scheme. The chemical shifts of
protons of the 4-dimethylamino group and the nonlabile
protons of the phenolic group have been monitored as a
function of pH. They assumed that the chemical shifts
change depends exclusively on the respective protonation
sites. Based on this assumption, they suggested that pK2
and pK3 have contributions from the dimethylamino and
phenolic C(10) groups, respectively. The work of Asleson
and Frank11 using 13C NMR supports the suggestion of
Rigler et al.10 and proposed that the protonation of the
oxygen in C(12) is preferential with respect to the phenolic
group C(10). They used the chemical shift of C(8) (see
Figure 1) as a measure of protonation of the phenolic group
C(10) and assumed that pK1 is due to the tricarbonyl
system of ring “a”.

Another important aspect is the different conformations
that this molecule can have depending on the medium.
Mitcher et al.13 have used circular dichroism (CD) to show
that the conformation of TC in acid solution is different
from the conformation it displays in neutral or basic
solutions. Stezowski14 showed that the hydrate crystals
of TC are composed of zwitterionic structures. On the other
hand, the anhydrous crystals of TC obtained by Stezowski
and Jogun15 have a different conformation. Stezowski et
al.16 studied the oxytetracycline in an ethanol/water solvent
and showed evidence of the coexistence of zwitterionic and
un-ionized forms of the free base in solution. They sug-
gested that two conformations of TC are in equilibrium.
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Figure 1sChemical structure of TC.
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Metal ion coordination by TC has also received ap-
preciable attention by researchers6 due to the fact that
some of the biological effects of TC and its derivatives arise
from their interactions with metal ions.17,18 TC has various
possibilities for metal ion increasing the complexity of this
system. Although some metallic complexes of TC in solid
state have been isolated, most of them are studied in
solutions. Complexes with Cr3+, Nb2+, Mn2+, Fe2+, Fe3+,
Co2+, Ni2+, Cu2+, Zn2+, Cd2+, Hg2+, Pb2+, Al3+, VO2+, and
VO2

2+ have been studied6,7,19-22 and, according to different
reports, the metal ions are either bonded to the O(1) or
O(3) and to the oxygen of the amide group, or bonded to
the acidic groups of the rings b, c, and d. Recently,
anhydrotetracycline, a decomposition product of TC, has
also received attention because of its importance to the
understanding of the side effects and the mechanism of
action of this drug.23

Despite all studies reported concerning the chemical and
structural properties of TC, there are still several aspects
that remain not well understood. Figure 1 shows the
tautomer normally used to describe the structure of TC.
However, this molecule has several other possibilities of
tautomerism (see Figure 2). It is evident that different
tautomeric species are present in the medium contributing
to the macroscopic chemical behavior of TC. The relative
ratio of different tautomers depends on the difference of
free energy between two tautomeric species.

To our knowledge, the tautomerism of TC and its
consequences for the understanding of chemical properties

has not received attention, although it is of clear interest.
In this paper we advance the concept that different
tautomers of TC may be involved in its protonation scheme,
in its metal ion complexation, in its chemical behavior in
blood plasma, in its biological activity, etc. Moreover, we
also show theoretical and experimental evidences that TC
can undergo four deprotonations.

Recently, quantum mechanical semiempirical methods
have been applied successfully to perform a conformational
analysis of anhydrotetracycline24 and to investigate its near
ultraviolet (UV) and visible (VIS) electronic spectra.25

In the present work we have studied all possible tau-
tomers of TC in different conformations and degrees of
deprotonation using the semiempirical method AM1. The
solvent effects have been included using the self-consistent
reaction field (SCRF) method. Potentiometric and spec-
trophotometric experiments are also being presented show-
ing evidences that TC undergoes a 4th deprotonation.

2. Computational Aspects

The semiempirical AM1 method (Austin Model 1)26

implemented in the program MOPAC 6.027 was used to
study the tautomerism of TC in its different degrees of
deprotonation. The geometries were fully optimized and
vibrational analysis was performed. All frequencies were
positive, ensuring that true minima in the potential energy
surface had been found. Finally, the solvent effect was

Figure 2sPossible tautomers of the completely protonated TC.
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determined by the SCRF method, proposed by Tapia et
al.,28 merged with semiempirical methods of Zerner and
co-workers.29

In this SCRF method, the solute lies inside a spherical
cavity within a continuous dielectric medium representing
the solvent. To determine the SCRF radius of the spherical
cavity, rc, in which the tautomers are inserted, we used
the method of Aguilar and Valle.32 We chose this method
because it is less arbitrary than most used to find the cavity
radius. Indeed, it not only generates a single value per
molecular structure but it is also based on a well-defined
procedure for the adaptation of the molecular solute cavity
size in a solvent that takes into account the charge
distribution of the molecule.

The AM1/SCRF method is a reasonably good one to study
this highly versatile and adaptive character of TC. This
can be verified by examining the studies by Zerner et
al.29-31 on the tautomeric equilibria of the 5-nitroimidazole
and 4-nitroimidazole, on the tautomeric equilibria of five-
membered rings with two heteroatoms, and on 2-, 3-, and
4-substituted pyridines in aqueous solution.

3. Results and Discussion
3.1. Conformations and Protonation Sites of TCs

The acid/base properties of TC are difficult to analyze
because of its several protonation sites. Its deprotonation
scheme has been subject of discussion and controversy.8-11

Figure 3 shows the totally protonated TC and its four sites
of protonation: A0B+C0D°. According to this notation (and
hereafter), A, B, C and D are protonation sites of TC. The
superscripts -1 and 0 represent the ionic charge of the
respective site. Therefore, superscripts + and - mean that
this site has either received or lost one proton.

We have analyzed the two conformations that have been
reported from X-ray experiments, the extended and folded
conformations, by optimizing the zwitterionic form of TC,
A-1B+C0D0 structure. The conformation we have obtained
is similar to the one observed by Stezowski14 when he
analyzed hydrated crystals of TC; that is, the extended
conformation. The difference between the experimental
and calculated bond distances is <0.02 Å, which is in
agreement with the expected accuracy of the calculated
bond distances calculated by the AM1 method.27 The
dihedral angles are compared with the experimental data
in Table 1. The differences for some dihedral angles can
be explained if one takes into account that TC has been
calculated in the gas phase without intermolecular interac-
tions and the experimental geometry has been obtained
from crystals.

The folded conformation of oxytetracycline has been
observed in anhydrous crystals14 in its nonionic form,
A0B0C0D0 structure (according to the notation adopted in
the present work). Because oxytetracycline and tetracy-

cline are very similar,14 the oxytetracycline is a suitable
reference to compare with the calculated values of TC. The
bond distances are <0.02 Å different from the available
experimental data. The dihedral angles shown in Table 2
are in reasonable agreement with the experimental data.

The two conformations shown in Figure 4 have been used
to generate all the tautomers studied in their different
degrees of protonation.

3.2. Tautomerism and the Chemical Behavior of
TC in SolutionsIt is important to analyze all possible
tautomers of this molecule in their different degrees of
protonation and conformation to understand the role of
tautomerism in the chemical behavior of TC. We have
optimized the structures of all 64 tautomers and calculated
their heats of formation (∆Hf

o). The use of heat of forma-
tion instead of the more correct Gibbs free energy is
because it is difficult to evaluate the entropy factor for
molecules in solution. Tests with totally protonated species
in the gas phase showed that the entropy contribution to
the relative stability is of about 0.1 kcal mol-1 and therefore
much lower than the relative accuracy of AM1. This result
has also been pointed out by Santos et al.24 in their study
of anhydrotetracycline, in which they used a thermody-
namic cycle to justify the use of the entropy calculated in
the gas phase as an estimate of the entropy contribution
to the Gibbs free energy of species in solution.

There are different tautomers in equilibrium in each
degree of protonation of TC. They have similar stabilities

Figure 3sPossible sites of protonation of TC.

Table 1sCalculated and Experimentally Determined Dihedral Angles
of Extended Tetracycline

angle, ° angle, °

formula AM1a TCb formula AM1a TCb

C12C12aC1C2 −147.2 −169.5 C11C11aC5aC6 46.0 41.6
C12aC1C2C3 4.5 5.4 C5C5aC6C6a 173.3 181.0
C1C2C3C4 −11.6 34.1 C5aC6C6aC7 −140.9 −146.6
C2C3C4C4a 36.6 −30.2 C6C6aC10aC11 −1.1 −3.2
C3C4C4aC5 65.6 110.5 C8C9C10C10a −0.3 −1.0
C4C4aC12aC1 48.0 49.4 C9C10C10aC11 −178.9 −179.3
C11C11aC12C12a 174.4 179.7 C10C10aC6aC7 1.2 −0.3
C11aC12C12aC1 106.1 102.3 C6C6aC7C8 179.5 183.1
C12C12aC4aC5 48.6 47.7 C6aC7C8C9 0.6 −0.1
C4C4aC5C5a 172.7 173.3 C7C8C9C10 0.2 0.6
C4aC5C5aC6 166.7 171.5 C1C2C(amide)O(amide) 116.9 8.6
C5C5aC1aC12 −9.0 −17.6 C2C3C4N(amine) −97.4 −163.3
C10C10aC11C11a 161.1 167.1 C3C4N4C(amine A) 37.5 73.2
C10aC11C11aC12 174.7 177.8 C3C4N4C(amine B) 172.4 201.0

a Calculated by the AM1 method. b From crystallographic data of the
zwitterionic structure (Ref 14).

Table 2sDihedral Angles of the Folded Tetracycline AM1: Calculated
Geometry. OTC: Crystallographic Data of Oxytetracycline

angle AM1a OTCb angle AM1a OTCb

C12C12aC1C2 −79.0 −72.7 C11C11aC5aC6 26.3 35.3
C12aC1C2C3 −11.5 −16.4 C5C5aC6C6a −178.6 −171.8
C1C2C3C4 −3.3 −9.1 C5aC6C6aC7 −143.7 −159.9
C2C3C4C4a −13.6 2.0 C6C6aC10aC11 −1.9 −6.1
C3C4C4aC5 167.1 153.8 C8C9C10C10a −1.5 2.2
C4C4aC12aC1 −58.8 −53.2 C9C10C10aC11 −178.2 −175.7
C11C11aC12C12a 179.6 183.0 C10C10aC6aC7 −0.1 −0.4
C11aC12C12aC1 164.0 152.8 C6C6aC7C8 −179.7 −170.0
C12C12aC4aC5 −59.3 −58.3 C6aC7C8C9 1.2 −0.7
C4C4aC5C5a −89.0 −79.0 C7C8C9C10 0.1 −3.2
C4aC5C5aC6 138.5 123.0 C1C2C(amide)O(amide) 160.9 182.7
C5C5aC1aC12 −31.6 −22.8 C2C3C4N(amine) −142.2 −122.7
C10C10aC11C11a 156.0 180.3 C3C4N4C(amine A) −133.1 −84.1
C10aC11C11aC12 −164.6 −186.1 C3C4N4C(amine B) 86.2 44.8

a Calculated geometry. b Crystallographic data of oxytetracycline.
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and, therefore, they are present in considerable amount
in the medium. The average error of the calculated heat
of formation using AM1 is about 7 kcal mol-1 compared
with experimental values.26 This error should be much
smaller when the relative stability of species is analyzed.
Previous works showed that the relative stability of species
calculated by the AM1 method is correctly predicted even
for challenging systems.29-31 However, the error bars of
the calculated differences of enthalpies of different species
are still too large to allow estimation of equilibrium
constants.

It is important to observe that the interaction of those
species with the solvent has been described by the SCRF
method, which does not include specific interactions with
the solvent. In the gas phase, the favored species are
different, due to the lack of interaction with the solvent
i.e. (with the dielectric constant of the medium). Therefore,
one species that is favored in aqueous solution may not be
favored in ethanol solution, due to the difference in the
dielectric constant. These two species can have different
conformations and different protonated sites. Stezowski,16

for example, has shown that two species (zwitterionic and
nonionized) are in equilibrium in ethanol/water mixtures.
One could also argue that specific interactions (which are
not taken into account in our model) of the tautomers with
the solvent may also alter with a change of the medium.
Thus, these specific interactions would modify the relative

stabilities of different species. The chemical behavior of
TC can therefore change depending on the conditions of
the medium (solvent, ionic force, concentration, etc.) be-
cause different tautomers have different chemical proper-
ties.

Conformations, protonation sites and metal ion complex-
ation sites of TC and its derivatives have been extensively
studied in different solvents.6-11,13-16,19-22 However, the
difficulties and disagreements among researchers with
respect to the interpretation of their experimental results
and the assignment of metal ion complexation sites of TC,
as a whole, constitute circumstancial evidence of the
influence of the tautomers.

Now, we turn to the discussion of the tautomers in each
one of the degrees of protonation of TC.

3.3. Degrees of Protonation of TCsTotally Proto-
nated SpeciessThe extended conformation is favored with
respect to the folded one by about 2.8 kcal mol-1. However,
the most stable tautomer is the one with the proton of the
site A on the amide group instead of the oxygen bonded to
the C(3). It is important to notice that Stezowski33 has
already observed this type of tautomerism in solid state
for a tetracycline derivative. Crystals of R-6-deoxyoxytet-
racycline have the amide oxygen of the site A protonated.
The second most stable tautomer is 0.7 kcal mol-1 less
stable than the first one. It is extended and has one proton
on the oxygen bonded to the C(11) instead of the oxygen of
the C(12). Figure 5 shows these two tautomers. Other
tautomers lie at least 2.8 kcal mol-1 higher in energy than
the most stable tautomer.

1st DeprotonationsSpecies resulting from the 1st depro-
tonation can be either in a neutral or zwitterionic form, in
which case a positive charge is located on the amine group
of the C(4) and a negative one on the site A (Figure 3). It
has been experimentally shown that, in aqueous solution,
TC attains the zwitterionic form. However, in the gas
phase (or in a nonpolar solvent), it is expected that the
neutral form of TC is favored. In solution, the separation
of charge is stabilized by the polarization of the solvent
around the TC. This stabilization depends on the value of
the dielectric constant of the medium, this being the basic
idea of the SCRF method used. However, the SCRF
method has not been able to sufficiently stabilize the
zwitterionic tautomers in order to invert its relative
stability with respect to the neutral species. The results
show that, despite the major stabilization of the zwitter-
ionic species (because they have the largest dipole mo-
ments) with respect to the neutral ones, they are still not
favored. It is important to observe that the SCRF method
does not consider the specific interactions such as those
arising from intermolecular hydrogen bonding and dipole-
dipole interactions. These facts are important and should
be kept in mind, because, the neutral species of TC are
present in hydrophobic media like those found in biological
systems.16 Figure 6 shows the 10 most stable species.
Folded conformation is favored, but the species still have
the proton on the amide group.

Figure 4sTwo conformations of TC obtained from AM1 calculations.

Figure 5sMost stable completely protonated species according to AM1/SCRF calculations. The indicated value is ∆(∆Hf; rc ) 5.5 Å).
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2nd DeprotonationsIt is accepted that the 2nd depro-
tonation lead to the formation of species of the form
A-1B0C0D0 (i.e., species that have lost protons from sites
A and B). Our results are in good agreement with these
assumptions because the most stable tautomers present
sites A and B deprotonated. The different tautomers arise
from different conformations and from the exchange of
protons between the oxygen bonded to C(11) and C(12).
Figure 7 shows the most stable species.

3rd DeprotonationsThe 3rd deprotonation occurs in the
C and D sites. In fact, it is not possible to distinguish
between these two sites. The most stable species have a
proton bonded to one of the oxygens of either C(10), C(11),
or C(12). Figure 8 shows the three most stable species.
The most stable conformation is a folded one.

4th Deprotonation of TCsEven though only three acidic
protons have been observed in potentiometric experiments
with TC,8-11 the analysis of its structure shows the pos-

Figure 6sMost stable tautomers that arise from the 1st deprotonation according to AM1/SCRF calculations. The indicated values are ∆(∆Hf; rc ) 5.5 Å).
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sibility of a 4th deprotonation. Therefore, we have also
analyzed the completely deprotonated species, aiming to
contribute to the understanding of this so far unresolved
problem. Our results indicate that the completely depro-
tonated species is a folded one and the extended conforma-
tion lies 4.4 kcal mol-1 higher in energy than the extended
one.

Tetracycline methiodide possesses the equivalent of the
TC acidic site B blocked by a methyl group. Therefore,
Rigler et al.10 had already suggested that the existence of
three pKas of tetracycline methiodide, the third equaling
10.67, should be construed as an evidence that TC itself
should have a fourth acid group, which to date has seem-
ingly not been accessible to potentiometric experiments.

One could suggest using the calculated heat of forma-
tions of the species to fit the known pKa and to use this to
estimate, by extrapolation, the rth dissociation constant
of TC. This procedure is reasonable because a direct
absolute calculation of pKas would require computation of
the proton solvation energy, which is very difficult to be
evaluated theoretically with high accuracy.34 Furthermore,
the AM1 calculated values of Gibbs free energy27 are in
error of only about 7 kcal mol-1, which is an additional
argument in favor of the fit.

where

Figure 7sMost stable tautomers that arise from the 2nd deprotonation according to AM1/SCRF calculations. The indicated values are ∆(∆Hf; rc ) 5.5 Å).

Figure 8sMost stable tautomers that arise from the 3rd deprotonation according to AM1/SCRF calculations. The indicated values are ∆(∆Hf; rc ) 5.5 Å).

∆ ) A - B ln Kn (1)
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with n ) 1, 2, 3, and 4 and H4L being the completely
protonated TC. The values of A and B can be determined
with the three experimental acid dissociation constants
(3.3, 7.68, and 9.69) by least-squares fit. Accordingly, the
estimated values of A and B are -121.8 and 2.19 kcal
mol-1, respectively, with correlation factor (R) of 0.98.
Table 3 shows the experimental and estimated values of
the pKas using eq 1, together with the estimation of the
pK4 of about 13. Although these results are not conclusive,
they are evidence that the discussions concerning a 4th

deprotonation are meaningful.
If the possibility of a 4th deprotonation is accepted, then

the value of pK3 should be smaller. The determination of
the dissociation constants from the experimental data
neglecting the 4th deprotonation probably led to an over-
estimation of the pK3 to compensate the lack of the 4th
deprotonation.

3.4. Spectrochemical Evidence of the 4th depro-
tonation of TCsAt the biological pH (about 7.4), the 4th
deprotonation does not interfere in acid/base equilibria and
can be neglected. However, in multiligand/multimetal
systems, like blood plasma, considering the 4th dissociation
constant of TC (hereafter the totally protonated tetracycline
species is represented as H4L+) may have important
consequences for the understanding of its chemical behav-
ior. Therefore, we have carried out simultaneous poten-
tiometric and spectrophotometric experiments (see Appen-
dix for details of the experiments), searching for experi-
mental evidences of the 4th deprotonation.

A series of spectra of a 0.5 mmol‚L-1 TC aqueous solution
in the pH range 3.5-11.5 is shown in Figure 9. Close
inspection of these spectra reveal the existence of several
isosbestic points, which prevail in limited pH ranges.
Considering only the data >250 nm, four isosbestic points
can be noticed. Below pH 5, a first one “a” can be seen at
280 nm and it can be related to the H4L+/H3L equilibrium.
In the pH interval from 5.5 to 7.5, two isosbestic points
are seen at 272 “b” and 360 “c” nm, respectively, and they
can be related to the H3L/H2L- equilibrium. A fourth
isosbestic point can be seen at 260 nm “d”, limited to the
pH range 9-10.5. This point can be related to the H2L-/

HL2- equilibrium. Its disappearance above pH 10.5 is clear
evidence of a 4th deprotonation. Another piece of evidence
is obtained when the absorbance at 380 nm is plotted
against pH, as shown in Figure 10, together with a species
distribution diagram. The absorbance at this wavelength
increases up to pH 10 while the first three deprotonations
occur, and absorbance starts to decrease when the 4th
deprotonation starts to take place. A rapid acidification
restored the spectrum of H4L+, ruling out the hypothesis
of ligand degradation associated with the spectral modifi-
cations observed in high pH values. As mentioned before,
the low concentration of L3- in the pH range studied could
explain the absence of the fourth dissociation constant in
the literature.

Table 4 shows the estimated dissociation constants for
TC obtained from potentiometric and spectrophotometric
measurements. The different measurements have led to
estimates of the dissociation constants that are in a good
agreement with each other. With regard to the potentio-
metric data, we have observed that if the 4th deprotonation
is neglected, pK3 is estimated to be 10.7, one logarithmic
unit larger than the value reported in the literature, which
is 9.7. In addition, the statistical parameters C2 and S,
calculated by SUPERQUAD, decrease from 81.5 to 5.6 and
from 12.24 to 0.86, respectively, when the 4th deprotona-
tion is taken into account.

3.5. Importance of Tautomers in the Analysis of
the Experimental DatasThe tautomers of TC seem to
have an important and so far unsuspected role in the actual
behavior of TC, which explains a certain level of confusion
present in the various interpretations of experimental
results that appear in the scientific papers dealing with
TC.

For example, the protonation scheme of TC and its
derivatives has been a subject of discussions and disagree-
ments between researchers about the interpretation of
experimental results. Stezowski et al.16 studied the be-
havior of free TC in ethanol/water solution using circular
dichroism. According to them, two species are in equilib-
rium and are represented by (i) a zwitterionic species with
extended conformation, which predominates in aqueous
solution, and (ii) a neutral one with folded conformation,

Table 3sEstimate of pK4 According to Equations 1 and 2

n ∆ (kcal/mol) -ln(K)a pKa
a

4 −104.0 7.6 (8.2) 3.3 (3.6)
3 −87.1 17.5 (15.8) 7.6 (6.9)
2 −70.9 22.1 (23.2) 9.6 (10.1)
1 −54.0 (30.9) (13.4)

a Estimated values in parentheses.

Figure 9sSpectra of a 0.5 mmol L-1 aqueous TC solution in the pH
(−log(H+)) range from 3.6 to 11.5 (as indicated by the arrows). Small letters
correspond to isosbestic points. See text for details.

∆ ) ∆HHn-1L - ∆HHnL (2)

Figure 10sDistribution of TC species and the absorbance of TC in aqueous
solution measured at 380 nm as functions of −log(H+).

Table 4sDeprotonation Constants of Tetracycline at 25 °C (I )
0.1 mol/L, NaCLO4)

measurements

pKn potentiometric spectrophotometric

1 3.24 3.36
2 7.49 7.33
3 9.15 8.97
4 11.75 11.81
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which predominates in ethanol. It is important to note that
our results are in agreement with this observation. De-
pending on the ethanol/water proportion, not only the
conformation can be changed but also the tautomeric form
of TC. However, our results do not support that the 1st
deprotonation is due to site A. According to our results,
the heat of solution of the zwitterionic species has to be
>30 kcal mol-1 to invert the relative stability of the neutral
form. This value is much larger than the expected error
bar of the calculations performed in the present work. On
the other hand, the solvent effects calculated by the SCRF
method do not take into account the specific interactions
(hydrogen bonding, dipole-dipole, etc.), and this could
perhaps explain the discrepancies between calculated and
the current interpretation of experimental results concern-
ing the 1st deprotonation. The dimeric form of TC also has
to be taken into account because it has been shown by
Bogardus and Blackwood35 that such species are also
formed as a result of intermolecular hydrogen bonding of
phenolic diketone system.

Stephens et al.8 have eliminated some protonation sites
of TC through reactions of etherification. The product
dimethiloxytetracycline has the methoxy groups of the
C(12) and C(1) and/or C(3) blocked for protonation. By
means of potentiometric and UV spectra they determined
two pKas (7.5 and 9.4) and they concluded that the pK2 )
7.5 should be assigned to site B. Therefore, the pK1 ) 3.3
of TC could not be assigned to site B because the electro-
negative inductive effect of the methoxy group could not
increase the pK1 from 3.3 to 7.5. It is necessary to consider
that in the case of dimethiloxytetracycline, the pK2 ) 7.5
is related to a deprotonation of a positively charged species
(because the site A is blocked by a methoxy) to a neutral
one. In the case of TC, the situation is different. Suppos-
ing that pKa ) 7.68 is the deprotonation of site B, it would
be related to a deprotonation of a neutral species to a
negatively charged one. Thus, the two models are not so
similar as to warrant straightforward conclusions.

Leeson et al.9 have also compared values of three
molecules derived from TC, however, these molecules have
different total charges. Furthermore, different TC deriva-
tives have different tautomers and conformations. Con-
sequently, the chemical properties of the molecule can be
completely changed. So, comparison between different
molecules derived from TC, all probably also presenting a
large degree of tautomerism, must be done with caution.

Rigler et al.10 attributed the chemical shift of the
dimethylamonium group exclusively to the protonation
state of site B and the chemical shifts of the protons bonded
to the phenolic ring to the protonation state of this group.
They concluded that pK2 and pK3 should have contributions
from sites B and C or D. According to Martin,2 their
supposition is not valid and the conclusions consequently
not reasonable. For example, Martin mentioned the fact
that after addition of 1 equivalent of base to the TC, the
site A is 19% protonated, and after addition of 2 equiva-
lents, 33% of site A remains protonated. It is known that
chemical shifts are modified by the tautomeric forms and
that has to be taken into account in the analysis by 1H
NMR. Deprotonation of site B modifies the electronic
environment of the atoms around this site. However, if
this deprotonation is followed by a change in the tautomeric
form of site A, the chemical shifts of the protons of this
site will also be changed. Eventually, unsuspected tau-
tomerism can lead to wrong interpretations of the experi-
mental data.

Asleeson and Frank,11 from their 13C NMR experiments,
also concluded that the pK2 and pK3 have contributions
from the B and C or D sites. They assumed that the 1st
deprotonation is due exclusively to site A. Our results show

that the site A proton is bonded to the oxygen of the amide
group. After the 1st deprotonation, which our results
indicate should occur on site B, the charge distribution on
site A could, in turn, be completely modified because of
changes in tautomeric forms that would change the 1H and
13C chemical shifts on site A.

Metal ions complexation by TC is also a field where there
are disagreements among researchers. TC has several
ways to complex metal ions. Depending on the solvents
and conditions, different tautomeric species predominate
in the medium and specific sites become more suitable for
complexation of metal ions. This differentiation could
explain the ability of TC to complex metal ions in different
positions (see, for example, the Ca2+ and Mg2+ in the works
of Caswell and Hutchison7 and Lambs et al.6).

4. ConclusionssTC and its derivatives are a group of
broad spectrum antibiotics that have been extensively
studied in the last years. Their acid/base properties and
chemical behavior in different mediums are extremely
important to understand their mechanism of action and
side-effects. However, tautomerism in these molecules has
not received attention commensurate with its importance
to the complete understanding of their chemical behavior
in different mediums. We have explored all possibilities
of tautomerism of TC by semiempirical calculations. We
have shown that in solution, TC is in reality an equilibrium
of different tautomers. This equilibrium can be displaced
by varying the pH and the dielectric constant (solvent) of
the system. We have also presented theoretical and
experimental evidence that the discussion concerning the
4th deprotonation of TC is coherent. A theoretical estima-
tion of the pK4 of about 13 is in a good agreement with the
potentiometric and spectrophotometric determinations of
the pK4 of about 12.

We conclude that TCycline seems to be a sort of a
chameleon and highly adaptive molecule capable of modify-
ing itself (its chemical bonds and of folding or extending
itself) in a great diversity of manners in response to the
environment in which it is immersed. And we extend this
conclusion to the various TC derivatives with direct
consequences to the understanding of their mechanisms
of action.

6. Appendix

Potentiometric MeasurementssPotentiometric titra-
tions of 3 mmol L-1 aqueous solutions of TC HCl (Merck)
were carried out with an automatic Methohm 670 ap-
paratus coupled to a Metrohm Dosimat 665 autoburet.
Experiments were carried out under nitrogen atmosphere
and the temperature was kept constant at 25 °C. The ionic
strength was maintained at 0.1 mol/L with sodium per-
chlorate. The electrode system was calibrated for [H+]
before the measurements, by titration of HClO4 with
standardized NaOH, and vice versa, at an ionic strength
of 0.10 mol L-1 with NaClO4 solution. The symbol pH
therefore represents -log[H+] in this paper. TC stock
solutions were prepared just before use to avoid ligand
degradation caused by oxygen and light. The acidity
constants were calculated from the potentiometric titration
data with the SUPERQUAD36 computer program, based
on pH values ranging from 2.0 to 11.5.

Spectrophotometric MeasurementssA typical spec-
trophotometric titration involved 25.0 mL of a 0.5 mmol
L-1 TC HCl solution being titrated with 0.08 mol L-1

NaOH. This solution, while being potentiometrically ti-
trated, was continuously circulated with a peristaltic pump
through a 0.1-cm continuos flow quartz cuvette installed
in a model 8451A Diode Array Hewlett-Packard spectro-
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photometer. This setup allowed simultaneous measure-
ments of the volume of titrant (NaOH) added, of the
hydrogen ion concentration, and of the absorbance of the
solution. This titration was performed with increments of
volume and time intervals, both pre-fixed (known as
monotonic titration), to obtain an absorbance spectrum and
the hydrogen ion concentration after each addition of the
titrating solution. Results are shown in Figure 9. The data
were treated with the program SQUAD37 to calculate both
pKas and molar absorptivities of each one of the species.
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Abstract 0 Thalidomide, a glutamic acid derivative, has recently been
shown to inhibit in vitro angiogenesis, the process of formation of
new blood vessels. This Phase II study examined the pharmaco-
kinetics of thalidomide in patients with clinically progressive hormone-
refractory prostate cancer. Patients (aged 55 to 80 years) were
randomized to two different arms, low dose versus high dose. Patients
in the low-dose group were given 200 mg of thalidomide and patients
in the high-dose group received 200 mg of thalidomide, with
subsequent dose escalations to 1200 mg. Serial serum or blood
samples were obtained for pharmacokinetic assessment after admin-
istration of a single oral dose or multiple daily dosing of thalidomide
and were assayed by reversed-phase HPLC. Pharmacokinetic
parameters for both the single and multiple dosing were calculated
with ADAPT II. A one-compartment model best fit the data. After
single dosing, the oral clearance and apparent volume of distribution
for the low-dose regimen (n ) 13) were 7.41 ± 2.05 L/h and 66.93
± 34.27 L, respectively, whereas for the high-dose regimen (n ) 11),
these values were 7.21 ± 2.89 L/h and 165.81 ± 84.18 L, respectively.
The elimination half-lives for the low and high dose were 6.52 ± 3.81
and 18.25 ± 14.08 h, respectively. After the multiple dosing of
thalidomide, the oral clearance and apparent volume of distribution
for the low-dose group (n ) 10) were 6.35 ± 1.64 L/h and 64.63 ±
23.20 L, respectively, whereas for the high-dose group (n ) 11),
these values were 7.73 ± 2.27 L/h and 167.85 ± 82.08 L, respectively.
The elimination half-lives for the low and high dose were 7.08 ± 1.87
and 16.19 ± 9.57 h, respectively. For both the single and multiple
dosing of thalidomide, the apparent volume of distribution and half-
life were significantly higher for the high-dose group than those for
the low-dose group. The higher apparent volume of distribution may
be attributable to several factors, such as change in absorption, protein
binding, etc. A dose-proportional increase in thalidomide steady-state
concentrations was seen after multiple daily dosing of thalidomide.

Introduction

Prostate carcinoma is currently the most common cancer
in American men. The initial therapy for metastatic
prostate cancer is androgen deprivation; that is, medical
or surgical castration with or without an androgen receptor
antagonist. Once metastatic prostate cancer progresses in
the face of hormonal therapy, it is classified as being
hormone refractory. Therapeutic options for hormone-
refractory prostate cancer are extremely limited, and
cytotoxic chemotherapy has not been successful in prolon-
gation of survival.

Thalidomide (N-phthalidoglutarimide; C13H9O4N2; Fig-
ure 1) was initially introduced in 1954 as a sedative but
was withdrawn from the market in the early 1960s because
of its teratogenic effects. During the following years, this
drug was found to be extremely effective in lepromatous
leprosy and is currently being evaluated as an experimen-
tal drug in the treatment of a variety of diseases with an
autoimmune character, including human immunodefi-
ciency virus (HIV) infection and graft versus host dis-
ease.1,2,3,8 Folkman and colleagues recently reported that
thalidomide inhibited angiogenesis in the rabbit cornea
micropocket assay.4 Bauer et al. went on to show that a
metabolite of thalidomide was responsible for the antian-
giogenic properties.5 Based on those data, four phase II
clinical trials using thalidomide were initiated in solid
tumors (Kaposi’s sarcoma, glioblastoma, breast cancer, and
prostate cancer). Herein, we characterize the pharmaco-
kinetics of thalidomide from an open-labeled, phase II,
randomized study (comparison of two dosing regimens) in
an elderly population of men with hormone-refractory
prostate cancer.

Patients and Methods
Patient EligibilitysPatients with clinically progressive hor-

mone-refractory prostate cancer documented for at least 1 month
and who had not undergone a radical prostatectomy or received
radiation therapy, with a life expectancy of >3 months and an
Eastern Cooperative Oncology Group performance status of 0 to
2, were eligible. Refractory disease was demonstrated after the
withdrawal of the antiandrogen (i.e., flutamide). Patients were
required to have a granulocyte count of >1000/mm3, a platelet
count of >75 000 mm3, a measured creatinine clearance of >40
mL/min, and a total bilirubin of e1 mg/dL. At least 4 weeks must
have elapsed from receipt of any form of anticancer therapy, and
patients must have recovered from all toxicities related to the prior
therapy.

Drug AdministrationsAll eligible patients were randomized
to two different arms, low dose or high dose. Patients on the low-
dose arm were given 200 mg of oral thalidomide in the morning
as the first dose and, thereafter, 200 mg of thalidomide orally every
evening starting on day 2. Treatment was continued provided that
there was no dose-limiting toxicity or progression of the disease.
Patients on the high-dose arm were given 800 mg of oral thali-
domide in the morning on day 1 and, thereafter, thalidomide was

* Corresponding author. Telephone: 301-402-3622. Fax: 301-402-
8606. E-mail: wdfigg@helix.nih.gov.

Figure 1sStructure of thalidomide.
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administered orally every evening starting at 200 mg/day on day
2 and increasing by 200 mg/day every 2 weeks to a maximum dose
of 1200 mg/day. Dose increases were continued only if no side
effects were noted. Treatment was continued provided there was
no dose-limiting toxicity or disease progression. Patients took
thalidomide at approximately the same time daily.

Pharmacokinetic SamplingsBlood samples were obtained
from all patients for pharmacokinetic assessment. Samples (7 mL)
were drawn in heparinized tubes immediately prior to the dose
on day 1 (pre-level) and then at 0.5, 1, 1.5, 2, 3, 4, 5, and 7 h on
day 1 and at 24, 27, and 31 h on day 2. Samples were also obtained
in the morning at each clinic visit throughout the study. The
instability of thalidomide requires that the plasma be harvested
within 1 h of obtaining the blood samples.6,7 After centrifuging
the blood samples, the plasma was drawn off and stored at -70
°C until analysis. Plasma levels of thalidomide were determined
using high-performance liquid chromatography (HPLC) with
ultraviolet (UV) detection.

Analytical MethodsA Hewlett-Packard 1090 Series II Liquid
Chromatograph equipped with a photodiode-array detector was
used for the chromatographic analysis of total thalidomide. A
Waters Nova-Pak C-18 (3.9 × 300 mm) column was used, and a
gradient mobile phase of water, acetonitrile, and a 0.5 M NaH2-
PO4 buffer (pH 3.0) was run at a flow rate of 1 mL/min.
Thalidomide and phenacetin, the internal standard were isolated
from the plasma by solid-phase extraction and detected at UV
wavelengths of 220 and 248 nm, respectively, with a run time of
16 min. Ten percent H2SO4 was added to the plasma to prevent
the nonenzymatic degradation of thalidomide (rate constant for
degradation of thalidomide is ∼0.175/h8). Standard curves were
found to be linear in the range of 25 to 10 000 ng/mL, with the
coefficient of determination (r2) g0.995. The intraassay as well
as inter-assay precision and accuracy errors were <10%.6

Pharmacokinetic AnalysissPlasma samples were obtained
for pharmacokinetic assessment after administration of a single
oral dose or multiple daily dosing of thalidomide. Pharmacokinetic
parameters for both the single and multiple dosing of thalidomide
were calculated by weighted nonlinear least-squares analysis
fitting a one-compartment and two-compartment open linear
model computed by ADAPT II (Biomedical Simulations Resource,
University of Southern California, Los Angeles, CA). Model
selection was determined based on Akaike’s Information Criterion
(AIC) and visual examination of the difference between the
measured and fitted concentration. Pharmacokinetic parameters
determined from single-dose studies were used as priors for
determination of multiple-dosing parameters. In the present
pharmacokinetic analysis, outlier points (points g2 standard
deviations outside the fitted line) were not disregarded and all
the data points were included in the fitting of the data. The r2

values reported are the actual values and not the skewed values.
Statistical AnalysissThe two-tailed Wilcoxon rank sum test

was used for comparison of pharmacokinetic parameters.

Results
PharmacokineticssData were obtained from 24 pa-

tients for the single dosing of thalidomide, out of which 13
patients received the low dose (200 mg) and 11 received
the high dose (800 mg). Weighting with least-squares
fitting as the estimator provided the best fit for 23 patients,
whereas maximum likelihood gave the best fit in one
patient. In addition, a one-compartment model fit the data
best. Figure 2A shows a concentration versus time profile
(mean ( SD) for patients on the low dose (200 mg), who
received a single dose of oral thalidomide and Figure 2B
shows a concentration versus time profile (mean ( SD) for
patients on the high dose (800 mg), who received a single
dose of oral thalidomide. Pharmacokinetic parameters
obtained after the single dose are listed by dose level in
Table 1. The tmax of thalidomide ranged between 2.01 and
7.09 h, with a median value of 3.32 h for the low-dose
regimen (200 mg of thalidomide on day 1). For the high
dose (800 mg of thalidomide on day 1), the tmax ranged from
1.35 to 7.12 h, with a median value of 4.40 h. Median Cmax
values of 1.97 µg/mL (range of 1.15 to 3.79) and 4.42 µg/

mL (range of 2.41 to 8.41) were reported for the initial low-
dose (200 mg) and the initial high-dose (800 mg) groups,
respectively. The oral clearance and apparent volume of
distribution for the low-dose regimen were 7.41 ( 2.05 L/h
and 66.93 ( 34.27 L, respectively, whereas for the high-
dose regimen, these values were 7.21( 2.89 L/h and 165.81
( 84.18 L, respectively. The elimination half-lives for the
low and high dose were 6.52 ( 3.81 and 18.25 ( 14.08 h,
respectively (p ) 0.0037). In general, an increase in the
half-life of thalidomide was seen for the high-dose group.
Also, there was a significant difference in the apparent
volume of distribution between the low and the high-dose
groups (p ) 0.0039), with the high-dose group having a
higher apparent volume of distribution.

Data were obtained from 21 patients for the multiple
dosing of thalidomide. Ten patients received the low dose
and 11 were randomized to the high-dose arm. In the low-
dose arm, one patient was removed from the study because
of unresolved grade 2 neuropathy. In the high-dose arm,
10 patients either had dose held for a period of time or

Figure 2sPlasma concentration versus time curves. (A) Plasma concentration
versus time curve (mean ± SD) for patients in the low-dose group after a
single oral dose of 200 mg of thalidomide. (B) Plasma concentration versus
time curve (mean ± SD) for patients in the high-dose group after a single
oral dose of 800 mg of thalidomide.

Table 1sPharmacokinetic Parameters for the Low- and the High-Dose
Level after a Single Oral Dose of Thalidomide

statistic Ke (h-1) Vd/F (L) Ka (h-1) CL/F (L/h) t1/2 (h) r2

high dose (800 mg, n ) 11)
mean 0.0596 165.81 0.9075 7.21 18.25 0.835
SD 0.0431 84.18 0.8964 2.89 14.08 0.126
median 0.0561 155.10 0.7106 7.17 12.35 0.904
max 0.1410 284.60 3.345 13.43 55.44 0.945
min 0.0125 35.07 0.1405 3.49 4.91 0.625

low dose (200 mg, n ) 13)
mean 0.1314 66.93 0.7148 7.41 6.52 0.897
SD 0.0679 34.27 0.4531 2.05 3.81 0.092
median 0.1242 62.64 0.6303 7.59 5.58 0.926
max 0.3359 158.80 1.5050 11.73 18.33 0.975
min 0.0378 24.89 0.1409 3.76 2.06 0.685
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received no dose escalations because of complications. The
first patient had drug held for 24 days because of a
pulmonary embolism, after which the dose was reduced to
200 mg of thalidomide followed by escalation every 2 weeks
up to 1200 mg. The second patient had drug held for 7
days because of neutropenia and subsequently there was
no dose escalation above 200 mg of thalidomide. The third
patient had his dose held at 800 mg for 4 weeks because of
shortness of breath, after which the dose was escalated to
1000 mg and subsequently to 1200 mg of thalidomide. The
fourth patient had no dose escalation beyond 200 mg
because of sedation, and the fifth patient had dose held at
400 mg for 5 weeks and subsequently there was no dose
escalation beyond 600 mg. The sixth and seventh patients
received no dose escalation beyond 800 mg of thalidomide,
and thalidomide was discontinued after a dose of 200 mg
for the eighth and ninth patients. The tenth patient had
drug discontinued after a dose of 400 mg of thalidomide.

Figure 3A shows a representative concentration versus
time profile for a patient on the low-dose arm (200 mg per
day) who received multiple daily doses of oral thalidomide,
and Figure 3B shows a representative concentration versus
time profile for a patient on the high-dose arm (200 mg
per day increasing by 200 mg every 2 weeks to a maximum
of 1200 mg per day) who received multiple daily doses of
oral thalidomide. Patients on the low-dose arm of the study
were maintained on thalidomide for a mean of 67 days
(median ) 62 days), ranging from 55 to 123 days. Phar-
macokinetic parameters and the average maximum con-
centrations at steady state (Cmax ss) after the multiple
dosing are listed by dose level in Tables 2and 3, respec-
tively. The oral clearance and apparent volume of distri-
bution for the low-dose regimen were 6.35 ( 1.64 L/h and
64.63 ( 23.20 L, respectively, whereas for the high-dose
regimen, these values were 7.73 ( 2.27 L/h and 167.85 (
82.08 L, respectively (p ) 0.31 and 0.0028). The elimina-

tion half-lives for the low- and high dose groups were 7.08
( 1.87 and 16.19 ( 9.57 h, respectively (p ) 0.013). Similar
to the single-dosing results, the apparent volume of dis-
tribution and half-life were significantly higher for the
high-dose group than those for the low-dose group.

Figure 4 presents the model-predicted maximum steady-
state concentrations of thalidomide as a function of dose.
A dose-proportional increase in steady-state concentration
of thalidomide was seen. Overall, the one-compartment
linear model with first-order absorption fit the data well,
as evidenced by the plot of observed versus fitted concen-
tration for both single and multiple daily oral dosing of
thalidomide (Figure 5A and B).

Figure 3sPlasma concentration versus time curves. (A) plasma concentration
versus time curve for a patient in the low-dose group during daily oral dosing
of 200 mg of thalidomide. (B) Plasma concentration versus time curve for a
patient in the high-dose group during daily oral dosing of thalidomide with
dose escalations after every 2 weeks.

Table 2sPharmacokinetic Parameters for the Low- and the High-Dose
Level after Multiple Daily Dosing of Thalidomide

statistic Ke (h-1) Vd/F (L) Ka (h-1) CL/F (L/h) t1/2 (h) r2

high dosea

mean 0.0656 167.85 0.9462 7.74 16.19 0.809
SD 0.0538 82.08 0.8157 2.27 9.57 0.129
median 0.0492 153.70 0.7027 6.81 14.09 0.834
max 0.1756 281.70 3.0010 12.56 36.67 0.956
min 0.0189 38.13 0.1663 4.97 3.95 0.587

low dose (200 mg, n ) 10)
mean 0.1044 64.63 0.7994 6.35 7.08 0.883
SD 0.0287 23.20 0.4542 1.64 1.87 0.058
median 0.1001 60.52 0.7102 6.44 6.94 0.890
max 0.1633 97.69 1.6090 8.27 10.07 0.963
min 0.0688 33.67 0.3046 3.73 4.24 0.762

a Dose (n): 200 (11); 400 (7); 600 (6); 800 (5); 1000 (3); 1200 (3), where
n is the number of patients that reached the corresponding dose level in the
high dose group.

Table 3sMaximum Steady-State Concentrations for the High Dose
After Multiple Daily Dosing of Thalidomide

concentration (µg/mL) at:

statistic
200 mg
(n ) 11)

400 mg
(n ) 7)

600 mg
(n ) 6)

800 mg
(n ) 5)

1000 mg
(n ) 3)

1200 mg
(n ) 3)

mean 1.81 3.43 5.56 7.57 9.18 11.07
SD 0.81 0.73 1.77 1.83 1.95 2.47
median 1.57 3.15 5.23 8.05 10.10 12.17
max 4.02 4.28 8.50 9.90 10.50 12.80
min 0.98 2.61 3.90 5.55 6.94 8.24

Figure 4sMaximum steady-state thalidomide concentrations as a function of
dose after multiple daily dosing of oral thalidomide.
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Discussion
Thalidomide has been shown to inhibit tumor angiogen-

esis, the process of new blood vessel formation within a
malignancy. Despite extensive clinical work with this
compound for some 40 years, there are generally few data
on the pharmacokinetics of thalidomide. Chen et al.28

reported the pharmacokinetics of thalidomide after oral
dosing in healthy male volunteers. The disposition of
thalidomide in these patients was characterized by an
elimination half-life of approximately 9 h, a clearance of
10 L/h, and an apparent volume of distribution of nearly
121 L. Piscitelli et al.22 reported the pharmacokinetics of
thalidomide in HIV-infected patients after a single oral
dose. Thalidomide pharmacokinetics in these patients was
characterized by slow absorption, with a mean tmax of 3.4
h, an elimination half-life of approximately 6 h, an oral
clearance of approximately 8.5 L/h, and an apparent
volume of distribution of approximately 85 L. For both the
studies, the dose was no more than 300 mg. Our study
reported nearly identical values for the low-dose arm (200
mg), but the apparent volume of distribution and the half-
life were significantly different for the high-dose arm (800
mg test dose and then dose escalations every 2 weeks).

A one-compartment first-order oral absorption model
provided the best fit for the data after single and multiple
oral dosing of thalidomide in patients with hormone-
refractory prostate cancer. In general, the model fit the
data well, as evidenced by the plot of observed versus fitted
concentrations. The oral clearance was comparable for the
low- and the high-dose groups, but the apparent volume
of distribution and half-life were significantly higher for
the high-dose group. The higher volume of distribution
may be attributable to several factors, such as change in
absorption, protein binding, etc. Many drugs have been
shown to have extended half-lives due to low aqueous
solubility. The pH 7 solubility of thalidomide is 50 µg/mL.

Pharmacokinetic evaluation was reliable for 24 patients
for the single dosing and 21 patients for the multiple dosing
of thalidomide, (patients ranged in age from 55 to 80 years).
No significant age dependency was observed in plasma
clearance and elimination half-life. No dose-related changes
in oral clearance were seen.

The pharmacokinetics of thalidomide have not been
clearly characterized in men. Our study described the
pharmacokinetic profile of thalidomide, after single as well
as multiple oral dosing in an elderly population of men with
cancer. Low- and high-dose groups were studied and
pharmacokinetic parameters were determined for both.
Patients in this study were diagnosed with hormone-
refractory prostate cancer, but did not have active op-
portunistic infections or concomitant diseases. Additional
studies are necessary to determine if age affects the
clearance of thalidomide and whether the formation of the
active metabolite of thalidomide that inhibits angiogenesis
is altered by changes in clearance.
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Abstract 0 Biodegradable microspheres containing plasmid DNA have
potential uses as mediators of transfection in cells, particularly
phagocytic cells such as macrophages. However, the hydrophilic nature
and the structural instability of supercoiled DNA preclude its facile
encapsulation in polymer matrixes such as poly(d,l-lactic-co-glycolic
acid) (PLGA) by traditional methods. We initially studied the micro-
encapsulation of plasmid DNA using the established water-in-oil-in-
water double-emulsion solvent-evaporation method and found that (1)
the encapsulation efficiency was low (about 20%), (2) the micro-
encapsulation procedure nicked (degraded) the supercoiled DNA, and
(3) lyophilization of the microsphere also nicked the DNA. We have
therefore designed a new microsphere preparation method (called
cryopreparation) to specifically address these concerns. Using the
cryopreparation method, the aqueous phase of the primary emulsion
containing the plasmid DNA is frozen and then subjected to
homogenization. Because there is no shear stress inside a solid, we
hypothesized that freezing the aqueous phase of the primary emulsion
would help to preserve the supercoiled plasmid DNA during formation
of the secondary emulsion. We also hypothesized that the formation
of crystals from buffers within the primary emulsion was a causative
factor for nicking during freezing or lyophilization, and that disruption
of the crystal formation by the addition of saccharides into the primary
emulsion would improve the supercoiled-DNA content of the spheres.
Our results support the two hypotheses. Not only was the supercoiled-
DNA content increased from 39% to over 85%, but the encapsulation
efficiency was also elevated from 23% to over 85%.

Introduction
The importance of DNA therapeutics, in particular in

gene therapy, has led to increased research and develop-
ment in this area.1-5 The use of such therapeutics can be
problematic, however, because during delivery the DNA is
subject to degradation. To maximize the power of these
agents, it would be desirable to develop a mode of delivery
in which the DNA-based therapeutic is protected from
degradation. It is known that nano- or micro-encapsulation
techniques can be used to protect sensitive bioactive agents,
such as DNA, from degradation.6-10

Biodegradable microspheres, such as those based on
PLGA, have the potential to act as mediators of DNA
transfection targeted to phagocytic cells such as macro-
phages, and to protect against biological degradation by
nucleases. Uptake of biodegradable microspheres by mac-
rophages has been extensively studied,11 and more recently
Ciftci et al.12 reported a method to introduce DNA into
mammalian cells using a polymer-based gene-delivery
system. Spheres in the range of 1-10 µm are too large to
enter cells via endocytosis, and therefore “target” phago-

cytic cells such as macrophages by size exclusion. Because
macrophages are antigen-presenting cells for the immune
system, microencapsulated plasmid DNA is particularly
useful for the rapidly developing field of DNA-based
vaccines.13

One of the most common techniques for preparation of
biodegradable polymer microspheres encapsulating hydro-
philic molecules is the double-emulsion solvent-evaporation
method. Using this technique, the molecule to be encap-
sulated is placed in aqueous solution while the polymer is
dissolved in an organic phase commonly consisting of
methylene chloride or ethyl acetate. The two phases
(volume organic/volume aqueous ) 3-20) are emulsified,
typically by sonication or homogenization. This primary
emulsion is then added to a second aqueous phase (20- to
100-fold larger volume) and again mixed by homogenization
to form the (water-in-oil)-in-water double emulsion. Upon
evaporation of the partially water-miscible solvent, the
polymer-containing droplets harden to form microspheres
which can then be isolated by filtration or centrifugation.
Lyophilization removes water from the interior aqueous
phase resulting in a dry suspension of the encapsulated
material within the polymer matrix.

Our initial experiments using the standard double-
emulsion microsphere formulation process demonstrated
the tendency of plasmid DNA to be converted from its
supercoiled state to a nicked or linear state. The preserva-
tion of the supercoiled DNA is important because it is
known that supercoiled DNA retains the highest level of
bioactivity.14-16 Furthermore, the encapsulation efficiency
of DNA into the hydrophobic matrix of PLGA was low, on
the order of 20%. On the basis of these observations, we
formulated hypotheses for the mechanisms of DNA deg-
radation during the microsphere formulation process and
then adopted a design approach to develop an encapsula-
tion process that maximized both the supercoiled-DNA
content in the microsphere and its overall encapsulation
efficiency. Our hypotheses were as follows: (1) shear stress-
induced plasmid DNA degradation occurred during homog-
enization and (2) buffer salt crystal formation induced
plasmid DNA degradation during freezing or drying.

The first hypothesis led to the design and development
of a new microencapsulation process for plasmid DNA
called cryopreparation. Cryopreparation describes a process
in which the temperature of the DNA-containing primary
emulsion is lowered below the freezing point of the aqueous
inner phase resulting in a solid particulate suspension prior
to homogenization to form the secondary emulsion. Because
the shear stress within a solid equals zero, the plasmid
DNA frozen in the inner phase is exposed to minimum
shear stress during homogenization, and the supercoiled
state of the plasmid DNA should be preserved. Cryoprepa-
ration should also enhance the overall encapsulation ef-
ficiency by preventing diffusion of the plasmid DNA out of
the microsphere during homogenization. Cryopreparation
differs from other microsphere preparation methods that
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use temperature as a variable parameter in that cryo-
preparation involves selective freezing of the aqueous inner
emulsion whereas other procedures freeze or gel the entire
microsphere.17,18 The second hypothesis led to the inclusion
of saccharides in the primary emulsion to disrupt the
formation of DNA-nicking crystals during homogenization
and lyophilization.

Experimental Section
MaterialssPlasmid DNA (pCMV-â-gal) was purified from E.

coli (DH5R) using Plasmid Mega Kit column isolation (QIAGEN,
CA), followed by ethanol precipitation. Poly(d,l-lactic-co-glycolic
acid) (PLGA), with a comonomer ratio of 50:50 and an inherent
viscosity η ) 0.4 (Resomer RG503, MW 34 000) was purchased
from Boehringer Ingelheim (Germany). The emulsifier, poly(vinyl
alcohol) (PVA) (88 mol % hydrolyzed, MW 25 000), was purchased
from Polysciences, Inc. (Warrington, PA). All other chemicals used
were of the highest grade commercially available.

CryopreparationsDNA-containing microspheres were pre-
pared following the established water-in-oil-in-water double-
emulsion solvent-evaporation method19 except for specific steps
noted below. The two phases, consisting of 250 µL of DNA solution
(250 µg of DNA) and 7 mL of methylene chloride containing 200
mg of PLGA, were emulsified by sonication for 10 s (ultrasonic
probe, Sonic & Materials Inc.) at room temperature. The primary
emulsion temperature was then lowered below the freezing point
of the aqueous inner phase by liquid nitrogen immersion, and 50
mL of a 5% PVA solution (4-7 °C) was added and homogenized
at 5000-9000 rpm for 14 s (Silverson L4R homogenizer). After
homogenization, the resulting emulsion was diluted in 100 mL of
1% PVA, and the system was stirred magnetically for 3 h to allow
for evaporation of the organic solvent. Microspheres were finally
collected by centrifugation and washed 3 times with water to
remove excess PVA. Note that all PVA solutions were adjusted to
the osmotic pressure of the inner aqueous phase using agents such
as saccharides. The microspheres were resuspended in approxi-
mately 1 mL of water, frozen in liquid nitrogen, and lyophilized
at room temperature for 24 h on a Labconco Freeze-Dryer 8.

Achieving DNA Stability against Lyophilization Using
ExcipientssThe effect of lyophilization on DNA was studied by
directly lyophilizing DNA samples (20 µg/mL). Aliquots (1 mL
each) of the DNA solutions, with or without excipients, were frozen
in 20-mL disposable scintillation vials by liquid nitrogen immer-
sion and immediately lyophilized at room temperature for 15 h.

Optimized Microsphere PreparationsThe two phases,
consisting of 250 µL of DNA in water (750 µg of DNA) containing
1 mM EDTA and 300 mM lactose (pH 7.0) and 7 mL of methylene
chloride containing 200 mg of PLGA, were emulsified by sonication
as described above. After the primary emulsion was cryoprepared,
50 mL of 5% PVA solution containing 300 mM lactose was added
to the solution and homogenized at 7000 rpm for 14 s. The
resulting double emulsion was then diluted in 100 mL of 1% PVA
solution with 300 mM lactose, and the system was stirred
magnetically for 3 h to allow the evaporation of the organic solvent.
Microspheres were finally collected by centrifugation, washed three
times with distilled water, and then lyophilized at room temper-
ature to obtain a powder.

Analysis of DNA StructuresThe DNA structure was ana-
lyzed by agarose gel electrophoresis (1% agarose containing
ethidium bromide, 110 V, 90 min) and compared to untreated stock
DNA for semiquantitative determination of supercoiled-DNA
content using a Bio Rad Gel Doc 1000 (Software, Molecular
Analyst 2.1).

As shown in Figure 1, each DNA band was integrated as a
volume. Supercoiled-DNA (SC DNA) content was defined as the
volume integrated from the supercoiled DNA band over the total
volume integrated from all bands. In other words, SC DNA content
equals (SC DNA volume - background volume)/{SC DNA volume
+ linear DNA volume + nicked DNA volume - (3 × background
volume)}. SC DNA content remaining after preparation was
calculated as follows: SC DNA remaining (initial %) ) 100 × (SC
DNA content of sample DNA)/(SC DNA content of initial DNA).

Quantitation of DNA Content in MicrospheresThe micro-
sphere DNA content was determined using fluorescent reagent
PicoGreen (Molecular Probes, Eugene, OR) which preferentially

binds to double stranded DNA and to a lesser extent to single
stranded DNA. Fluorescence (λex ) 480 nm, λem ) 520 nm) of
extracted DNA was compared to a standard curve, using plasmid
DNA, which was linear from 1 to 50 ng/mL. The encapsulation
efficiency was determined as the amount of DNA recovered from
the microspheres relative to the initial amount of DNA used
(encapsulation efficiency ) 100 × (DNA recovered)/(initial DNA)).

Particle Size of MicrospheresParticle size distribution of
microspheres was analyzed by a Coulter MultisizerII (Coulter
Electronics Inc., Hialeah, FL), and the mean volume diameter
distribution was determined.

Results and Discussion
Stability of DNA Structure against Shear Stresss

In the cryopreparation method, the aqueous phase of the
primary emulsion is frozen. Since the shear stress inside
a solid equals zero, we hypothesized that cryopreparation
would help to preserve the supercoiled DNA during ho-
mogenization. To test this hypothesis, the structure of the
DNA after homogenization (and before lyophilization) was
checked by agarose gel electrophoresis. Table 1 indicates
that the supercoiled-DNA content decreases with an in-
crease in homogenization rate, and that using the cryo-
preparation method preserves the supercoiled-DNA con-
tent. These results support our hypothesis that freezing
the inner DNA solution protects the DNA from degradation
by shear stress, and suggests that cryopreparation is a
useful method to prevent supercoiled DNA from degrading
during microsphere preparation. When ethylenediamine-
tetraacetic acid (EDTA) was added to the DNA solution,
the supercoiled-DNA content of the resulting microspheres
was significantly higher than in the absence of EDTA.
EDTA is a chelator of divalent metal cations and inhibits
the activity of DNase by this mechanism.16 Therefore, it
was possible that the DNA stability in the presence of
EDTA was actually due to DNase inhibition. To examine
the possibility of calcium-dependent DNase-mediated deg-
radation, we also included a calcium ionophore (N,N,N′,N′-

Figure 1sSchematic representation of agarose gel electrophoresis of DNA:
(A) supercoiled DNA, (B) linear DNA, (C) nicked DNA, and (D) background.

Table 1sEffect of Homogenization Rate, Cryopreparation, and
Addition of EDTA on Remaining Supercoiled DNA (SC DNA) (N ) 3)

SC DNA remaining (initial% ± SD)
at homogenization rate

DNA solution 5000 rpm 7000 rpm 9000 rpm

water without cryopreparation 36.9 ± 1.9 26.1 ± 3.6 20.1 ± 3.4
water with cryopreparation 54.4 ± 1.1 46.2 ± 0.7 37.3 ± 4.7
EDTAa without cryopreparation 68.4 ± 1.9 47.0 ± 2.6 40.6 ± 0.3
EDTAa with cryopreparation 92.2 ± 1.3 75.5 ± 2.1 64.7 ± 3.5

a 1 mM EDTA, pH 7.5.
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tetracyclohexyldiglycolic diamide: calcium ionophore II, log
KCa ) 10.1, µ ) 0.1, 20 °C)20 instead of EDTA (log KCa )
11.0, µ ) 0.1, 20 °C).21 As shown in Table 2, it is apparent
that the calcium ionophore II did not act as a DNA
stabilizer. Therefore, it is likely that the mechanism of
DNA stabilization during cryopreparation is not a result
of calcium-dependent DNase inhibition. However, DNase
activity dependent on other divalent ions such as manga-
nese and magnesium,22 could not be eliminated. In addi-
tion, Table 2 indicates that DNA degradation during
cryopreparation was not inhibited by the addition of PBS
(1 mM K2HPO4, 10 mM Na2HPO4, 137 mM NaCl, 2.7 mM
KCl, pH 7.0), Tris, or lactose to the DNA solution. In the
case of addition of PBS or Tris to the DNA solution
containing unbuffered EDTA, the supercoiled-DNA content
was slightly lower than that in unbuffered EDTA solution,
but we found that by adding lactose to the DNA/EDTA
solution, the supercoiled-DNA content was increased from
75% to 95%. The exact mechanism of DNA stabilization is
unknown. However, it is apparent that the presence of both
lactose and EDTA in the DNA solution is important for
the stabilization of supercoiled DNA against degradation
during cryopreparation.

Regarding the analysis of the DNA structure by agarose
gel electrophoresis, it is well-known that the intercalation
efficiency of ethidium bromide to DNA is not the same
among supercoiled, nicked, and linear DNA. In fact, the
intercalation efficiency of ethidium bromide to supercoiled
DNA is the lowest.23 Thus we consider that the estimation
of SC DNA ratio in our method is lower than the true value,
and that this analytical method is a semiquantitative
determination of the supercoiled-DNA content.

Predictably, the microsphere diameters are dependent
on the homogenization rate.24 The volume-mean diameters
of microspheres formulated by cryopreparation were 10.2
((2.4) µm at 5000 rpm, 4.6 ((0.3) µm at 7000 rpm, and
3.6 ((0.2) µm at 9000 rpm (N ) 3). For optimum phago-
cytosis by macrophages, spheres with a size of approxi-
mately 5 µm or less are desired.11 However, increasing the
homogenization rate leads to increased DNA degradation.
Therefore, homogenization at 7000 rpm was optimal for
the cryopreparation method.

Stability of DNA Structure during Lyophiliza-
tionsDNA samples were directly lyophilized to study the
effect of lyophilization on DNA stability. Table 3 indicates
that the DNA stability in 300 mM lactose and in 1 mM
EDTA was the same as that of DNA in water. On the other
hand, when Tris buffer or PBS was used in the DNA
solution, DNA degradation was increased. Salts such as
sodium phosphate are known to form crystals upon freez-
ing,25 and we speculated that DNA nicking was caused by
the salt crystallization. (In the presence of 1 mM EDTA,
however, the salt concentration might not be high enough

to degrade DNA by its crystallization.) Saccharides are
known cryoprotectants for proteins during lyophiliza-
tion,26,27 and we reasoned they may protect DNA in a
similar fashion. Therefore, the effect of saccharides on DNA
stability upon lyophilization from TE buffer was examined.
Figure 2 indicates that the DNA degradation was decreased
with an increase in the amount of saccharide. Other
disaccharides such as maltose, trehalose, and cellobiose
showed DNA stabilization similar to the effect of lactose
(data not shown). The addition of saccharides in the inner
aqueous phase of the primary emulsion improved the
supercoiled-DNA content of the microspheres, as well (vide
supra). Note that the concentrations of glucose are 100, 200,
and 600 mM while those of sucrose and lactose are 50, 100,
and 300 mM. This indicates that DNA stability depends
on the total mass of saccharide and not the molar concen-
tration of sugar.

Acidic pH is also known to damage DNA by depurina-
tion.28 Freezing of sodium phosphate buffer, initially at pH
7.0, may result in pH as low as 4.0,29 and this process could
potentially contribute to the observed plasmid degradation.
However, DNA which was incubated for up to 60 min at
room temperature in PBS (Figure 3) or TE (10 mM Tris/1
mM EDTA; data not shown) showed no degradation at
either pH 7.4 or pH 4.0. Thus, we believe any pH changes
in the solution upon freezing have negligible effect on the
DNA stability during microsphere preparation.

Characteristics of Microspheres Optimized for
High Supercoiled-DNA ContentsWe have found that
both (1) the addition of lactose and EDTA to the DNA
solution and (2) the cryopreparation procedure were im-
portant to stabilize DNA against degradation during
homogenization and lyophilization. We manufactured mi-

Table 2sEffect of Excipients on Retaining Supercoiled DNA
(SC DNA)a

DNA solution
SC DNA remaining

(initial% ± SD)

water 46.2 ± 0.7
1 mM EDTA solution, pH 7.5 75.5 ± 2.1
1 mM calcium ionophore II 36.1 ± 0.8
10 mM Tris buffer, pH 7.5 40.5 ± 2.5
phosphate-buffered saline, pH 7.5 36.1 ± 3.5
300 mM lactose solution, pH 7.5 39.6 ± 2.7
1 mM EDTA/10 mM Tris buffer, pH 7.5 62.1 ± 2.7
1 mM EDTA/phosphate-buffered saline, pH 7.5 68.2 ± 5.2
300 mM lactose/1 mM EDTA solution, pH 7.5 94.5 ± 1.0
300 mM lactose/1 mM EDTA/10 mM Tris buffer, pH 7.5 86.2 ± 3.6

a Samples were prepared by cryopreparation; homogenization rate ) 7000
rpm, 14 s (n ) 3).

Table 3sEffect of Lyophilization on Retaining Supercoiled DNA
(SC DNA)a

DNA solution
SC DNA remaining

(initial% ± SD)

water 97.9 ± 1.0
1 mM EDTA solution, pH 7.5 95.2 ± 0.6
10 mM Tris buffer, pH 7.5 70.1 ± 2.5
phosphate-buffered saline, pH 7.5 42.5 ± 3.8
300 mM lactose solution, pH 7.5 95.8 ± 0.4
1 mM EDTA/10 mM Tris buffer, pH 7.5 73.0 ± 0.8
1 mM EDTA/phosphate-buffered saline, pH 7.5 47.4 ± 2.6
300 mM lactose/1 mM EDTA solution, pH 7.5 95.6 ± 0.6

a DNA samples were directly lyophilized without the presence of plga or
undergoing microsphere preparations.

Figure 2sEffect of saccharides on DNA stability during lyophilization (DNA
in TE buffer with increasing saccharide concentration). O: Glucose, 0: lactose,
and 4: sucrose.
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crospheres according to optimized conditions for the mi-
crosphere preparation described above to determine these
combined effects. The characteristics of the microsphere
such as particle size distribution, DNA conformation, and
DNA encapsulation efficiency were determined.

Using the optimized conditions for microsphere prepara-
tion, the mean volume diameter of the microspheres was
4.8 µm, the remaining supercoiled DNA was 88% (Figure
4 and Table 4), and the DNA encapsulation efficiency was
89%. In comparison, using the standard double-emulsion
preparation method (5000 rpm homogenization rate), the
resulting microspheres had a mean volume diameter of 4.5
µm, a remaining supercoiled-DNA content of 39%, and a
DNA encapsulation efficiency of 23%. It is apparent that
cryopreparation prevents degradation of DNA and in-
creases the encapsulation of DNA. These results suggest
that the increase in DNA encapsulation efficiency is caused
by preventing its diffusion out of the inner aqueous phase
by freezing the primary emulsion. Furthermore, addition
of DNA-nicking inhibitors to the DNA solution is important

to prevent DNA degradation during this microsphere
manufacturing process. Ninety-five percent of supercoiled
DNA was retained before lyophilization, and 88% of su-
percoiled DNA was retained after lyophilization as shown
in Figure 4. In addition, Table 4 compares the supercoiled-
DNA content in microspheres using water, EDTA, PBS,
or lactose in the DNA solution. The results also show the
reproducibility of the DNA stability data as compared to
the isolated homogenization and lyophilization experiments
(Tables 2 and 3).

In conclusion, a method for the microencapsulation of
plasmid DNA is presented. The method, cryopreparation,
maximizes both the retention of supercoiled DNA and the
overall DNA encapsulation efficiency. Cryopreparation is
characterized by the freezing of the aqueous phase of the
primary emulsion. DNA-nicking inhibitors such as lactose
and EDTA significantly improve the supercoiled-DNA
content in the final sphere preparation.
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Abstract 0 The pharmacokinetics and the pharmacological effects
of the deleted form of hepatocyte growth factor (dHGF) after
intravenous (iv), subcutaneous (sc), or intramuscular (im) administration
(0.25 and 2.5 mg/kg) were studied in rats. After single iv administration
(2.5 mg/kg), dHGF in serum rapidly decreased (R- and â-phase half-
life: 3.2 and 26.5 min, respectively). Two to four hours after single
sc or im administration (2.5 mg/kg), the serum level of dHGF reached
a maximum and then gradually declined (half-life: 2.7 h). The serum
levels were not changed by repetitive iv administration, but were
dramatically decreased by repetitive sc or im administration. Liver
weight and serum levels of total protein, albumin, and HDL-cholesterol
were significantly increased by iv administration of dHGF (twice daily
for 4 days at 0.25 mg/kg). Sc or im administration of dHGF did not
increase these parameters at the same dose, but did significantly at
2.5 mg/kg. These observations suggest that iv administration is the
most effective in exerting the pharmacological effects of dHGF among
three administration routes. dHGF after iv administration was
distributed mainly and rapidly into liver (53.6% of the injected dHGF
within 5 min) and was sustained at a higher level in the liver than in
plasma. In infusion (0.5 mg/kg/3 h), dHGF level in plasma and liver
reached a steady-state 15 and 60 min after starting the infusion,
respectively. The steady-state level of dHGF was 7- to 9-fold higher
in liver than in plasma, and the higher level in liver was sustained
beyond the steady-state.

Human hepatocyte growth factor (HGF) was purified and
characterized as a mitogen for adult rat hepatocytes.1,2 Two
different complementary DNAs (cDNAs) encoding human
HGF were cloned from human liver3 and placenta4 cDNA
libraries. A major variant of HGF, the deleted form of HGF
(dHGF), has been purified from conditioned medium of
human fibroblasts.5 dHGF cDNA, which lacks 15 nucle-
otides encoding a five-amino acid residue in the first kringle
domain of HGF, has been isolated from human fibroblast
cDNA library.6 Like HGF, dHGF is a heparin-binding
basic protein with an apparent molecular mass (Mr) of 76-
80 kD and is a heterodimer composed of a large R-chain
with a Mr of 52-56 kD and a small â-chain with a Mr of
30-34 kD.6 dHGF is more mitogenic than HGF for adult
rat hepatocytes6-8 and epithelial cells.7 HGF and dHGF
are distinguishable in their target cell specificity in growth
stimulation and in their tertiary structure.7 Serum HGF
or dHGF levels in patients with liver diseases are higher
than those in healthy subjects.9,10 These observations
suggest that dHGF acts on hepatocytes and plays an
important role in liver regeneration.

To determine the most suitable administration route of
dHGF, we investigated pharmacokinetics of dHGF after

intravenous (iv), subcutaneous (sc), or intramuscular (im)
administration and compared the effects of dHGF on
hepatic protein synthesis, hepatic cholesterol metabolism,
and liver weight among three routes of administration.
dHGF exerted the most potent accelerating effect on liver
functions and on increase of liver weight after iv admin-
istration. We also examined distribution of dHGF into the
liver after iv administration. Exogenous dHGF was dis-
tributed mainly and rapidly into the liver and was sus-
tained at higher concentrations in the liver than in plasma.

Experimental Section
AnimalssMale Wistar rats were obtained from Charles River

Japan (Kanagawa, Japan). The animals were housed for at least
1 week before the study at 23 ( 2 °C under a 12 h light-dark
cycle. Water and laboratory chow were provided ad libitum. All
animals used were 7 weeks old and weighed between 185 and 245
g.

ReagentssdHGF was purified from the conditioned medium
of Namalwa cells transfected with an expression plasmid compris-
ing human dHGF cDNA.7 The purified dHGF was diluted with
sterile phosphate-buffered saline (PBS) containing 0.01% Tween
80. All other reagents were of analytical grade and were com-
mercially available.

Preparation of Anti-dHGF IgGsFemale Japanese White
rabbits weighing about 2 kg received sc injections of dHGF (100
µg/rabbit) with complete Freund’s adjuvant six times at intervals
of 2 weeks, and blood was collected from the animals 1 week after
the last injection. Anti-dHGF serum was subjected to protein A
column (Nippon Bio-Rad Laboratories, Tokyo, Japan) chromatog-
raphy, and the purified anti-dHGF IgG was stored at -20 °C. The
concentration of anti-dHGF IgG was determined by the method
of Lowry,11 using bovine IgG as a standard protein.

Preparation of Anti-dHGF IgG-Peroxidase Conjugates
The anti-dHGF IgG was further purified by affinity chromatog-
raphy on an Affigel 10 column (Nippon Bio-Rad Laboratories)
coupled with dHGF. The purified anti-dHGF specific antibody
(IgG) was conjugated to horseradish peroxidase using a Immu-
noPure Maleimid Activated Horseradish Peroxidase kit (Pierce,
Rockford, IL). The anti-dHGF IgG-peroxidase conjugate was
supplemented with the same volume of glycerol and stored at -20
°C.

Collection of Serum Samples for Pharmacokinetic Studys
In single administration, dHGF (0.25 or 2.5 mg/kg) was admin-
istered to rats through the tail vein (iv injection), dorsimesal
subcutis (sc injection), or hind limb (im injection) of animals. In
repetitive administration, dHGF (0.25 and 2.5 mg /kg/injection)
was administered twice daily for 4 days to rats by iv, sc, or im
injection as described above. Under ether anesthesia, blood was
collected in a polypropylene tube through a glass capillary tube
inserted into the orbital vein of the animals from 5 min to 24 h
after iv injection and from 30 min to 24 h after sc or im injection.
The blood samples were allowed to clot at room temperature and
were centrifuged at 1300g for 10 min to separate serum. Each
serum sample was transferred into a polypropylene microtube and
was stored at -80 °C until used for dHGF assay.

Analysis of Liver FunctionssdHGF (0.25 or 2.5 mg/kg) or
vehicle was given to rats twice daily for 4 days by iv, sc, or im
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injection. Under ether anesthesia 12 h after the last administra-
tion, blood was sampled from the inferior vena cava of the animals
using a vacuum tube (Terumo, Tokyo, Japan). The blood sample
was treated to separate serum as described above. The liver of
each animal was excised for weighing at the same time. Serum
samples were stored at -80 °C until used for assay. The
concentrations of total protein, albumin, and HDL-cholesterol in
serum were determined with a type 7150 automatic analyzer
(Hitachi, Tokyo, Japan), using commercially available test reagents
(Daiichi Pure Chemicals, Tokyo, Japan).

Collection of Plasma and Liver Samples for Distribution
StudysThe experiment on distribution of dHGF after iv bolus
administration was carried out as follows. dHGF (0.5 mg/kg) was
administered to rats through the tail vein. Under ether anesthe-
sia, blood was collected from the inferior vena cava of the animals
from 2 to 120 min after the administration using a vacuum tube
containing EDTA. The liver was removed after perfusion with
saline at the same time. The collected blood samples were
centrifuged at 1300g for 10 min, and the obtained plasma samples
were stored at -80 °C until used for dHGF assay. The removed
liver was homogenized in 20 mM Tris-HCl (pH 7.5) containing 2
M NaCl, 0.1% Tween 80, 1 mM phenylmethylsulfonyl fluoride, and
1 mM EDTA with 4-fold volume of liver weight. The homogenate
was centrifuged at 19000g for 30 min at 4 °C, and the resultant
supernatant (liver extract) was collected and stored at -80 °C until
used for dHGF assay. In addition, dHGF was administered to
other rats at the same dose, and plasma and liver samples were
collected up to 6 h after the administration as described above.

The experiment on distribution of dHGF after iv infusion was
performed as follows. Under ether anesthesia, the right jugular
vein was cannulated with polyethylene tubing (SP31, Natume,
Tokyo, Japan). After recovery from anesthesia, iv infusion of
dHGF solution through the tubing was performed at a flow rate
of 2.1 µL/min (0.5 mg dHGF/kg/3 h) using a microsyringe pump
(EP-60, Eicom, Kyoto, Japan). Under pentobarbital anesthesia,
blood was collected and the liver was taken out from 15 min to 3
h after starting the infusion and from 15 min to 3 h after
terminating the infusion, and these samples were treated and
stored as described above.

Enzyme-Linked Immunosorbent Assay for dHGFsdHGF
concentrations in serum, plasma, and liver extract were measured
by a two-step sandwich enzyme-linked immunosorbent assay
(ELISA) using rabbit anti-dHGF polyclonal antibody, which has
no cross-reactivity to rat HGF.

ELISA for dHGF in serum or in plasma was performed as
follows. Anti-dHGF IgG was diluted with 0.1 M NaHCO3 to give
a final concentration of 10 µg/mL. The diluted IgG solution (100
µL) was added to each well in 96-well immunoplates (MaxiSorp,
InterMed, Roskilde, Denmark). The plates were allowed to stand
at room temperature overnight. Subsequently, nonspecific binding
sites of each well in the plates were blocked with 200 µL of Block
Ace (Snow Brand Milk Products Co., Ltd., Tokyo, Japan) diluted
2-fold with water at room temperature for 1 h. After washing each
well three times with PBS containing 0.1% Tween 20 (PBS-
Tween), 50 µL of the first reaction buffer (50% Block Ace, 0.2 M
NaCl, 0.1% Tween 20, 0.2% 3-[(3-cholamidopropyl)dimethylam-
monio]-1-propanesulfonate, 20 mM benzamidine hydrochloride, 10
mM EDTA in 0.2 M Tris-HCl, pH 7.3) was added to each well.

Then 50 µL of each serum (or plasma) sample or each dHGF
standard prepared in normal rat serum (or plasma) was added to
each well in the plates, and the plates were allowed to stand at 4
°C overnight. After washing each well three times with PBS-
Tween, 100 µL of anti-dHGF IgG-peroxidase conjugate diluted 100-
fold with the second reaction buffer (10% Block Ace, 0.15 M NaCl,
0.1% Tween 20 and 4% rat serum in 0.1 M phosphate buffer, pH
7.0) was added to each well, and the plates were incubated at 37
°C for 2 h. After washing each well six times with PBS-Tween,
100 µL of substrate solution (0.4 mg/mL of o-phenylenediamine
dihydrochloride and 0.006% H2O2 in 0.1 M citrate-phosphate
buffer, pH 4.5) was added to each well in the plates, and the plates
were incubated at 37 °C for 30 min. The enzymatic reaction was
terminated by addition of 50 µL of 6 N H2SO4. Absorbance at 492
nm was read using a microplate reader (MTP-32, Korona, Ibaragi,
Japan).

To determine dHGF in liver extract, the ELISA system was
modified slightly as follows. Here, 50 µL of liver extract in place
of serum (or plasma) or 50 µL of dHGF standard prepared in liver
extract derived from normal rats was added to each well containing
50 µL of the first reaction buffer. The plates were incubated at
room temperature for 2 h. After washing the plates, 100 µL of
anti-dHGF IgG-peroxidase conjugate diluted 200-fold with the
second reaction buffer was added to each well in the plates, and
the plates were incubated at room temperature for 2 h. After
washing, bound peroxidase was assayed as described above.

Pharmacokinetic AnalysissThe half-life in iv administration
of dHGF (2.5 mg/kg) was calculated by fitting a biexponential
equation using a nonlinear least-squares program of WinNonlin
(Scientific Consulting Inc., Apex, NC). The terminal elimination
half-lives in sc and im administrations (2.5 mg/kg), and the area
under the concentration versus time curve up to the last measured
time point (AUClast) was calculated by using noncompartmental
analysis program of WinNonlin. The bioavailability (F) was
calculated by comparison of the AUClast after sc or im administra-
tion with that after iv administration.

Statistical AnalysissThe pharmacological data were analyzed
by analysis of variance followed by Fisher’s LSD test. Significance
was established at p < 0.05 or p < 0.01. The values are expressed
as the mean ( SD, unless otherwise noted.

Figure 1sThe concentration−time profiles of dHGF in serum after single and repetitive (A) iv, (B) sc and (C) im administrations of 0.25 and 2.5 mg/kg dHGF
to rats. Key: single administration of 0.25 (b) and 2.5 (2) mg/kg; repetitive administration of 0.25 (O) and 2.5 (4) mg/kg. Each point and bar represents the
mean ± SD (n ) 3). The concentrations of dHGF in serum after repetitive sc and im administrations of dHGF at a dose of 0.25 mg/kg were undetectable level
(<1.25 ng/mL) in the greater part of the sampling time points.

Table 1sPharmacokinetic Parameters of dHGF after iv, sc, and im
Administrations in Ratsa

single admin repetitive admin

pharmacokinetic
parameter

route of
admin

0.25
mg/kg

2.5
mg/kg

0.25
mg/kg

2.5
mg/kg

AUClast, ng‚h/mL iv 37.9 ± 3.4 302.5 ± 20.7 29.6 ± 3.4 309.9 ± 42.2
sc 26.7 ± 6.2 230.9 ± 100.8 b 32.8 ± 7.0
im 14.9 ± 4.7 177.8 ± 8.6 b 66.9 ± 20.4

F, % sc 70.6 76.3 b 10.6
im 39.3 58.8 b 21.6

a Each value is the mean ± SD of three animals. b Not calculated.
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Results

Pharmacokinetics of dHGFsThe concentrations of
dHGF in serum decreased rapidly within 15 min and
reached an undetectable level (<1.25 ng/mL) 2 to 8 h after
a single iv administration of dHGF (0.25 and 2.5 mg/kg)
to rats (Figure 1A). The profiles of dHGF level in serum
after repetitive iv administration (twice daily for 4 days)
of dHGF at the same doses were similar to the dHGF-
elimination curves after single iv administration (Figure
1A). dHGF in serum after single and repetitive iv admin-
istrations (2.5 mg/kg) decreased biexponentially with a
half-life of 3.2 min in the R-phase and with a half-life of
25.7 to 26.5 min in the â-phase. Single and repetitive iv
administrations of dHGF at a dose of 2.5 mg/kg were about
10-fold larger in AUClast value than those at a dose of 0.25
mg/kg (Table 1).

The concentration-time profiles of dHGF in serum after
single sc and im administrations of dHGF (0.25 and 2.5
mg/kg) were similar (Figure 1, parts B and C). In both
single administrations (2.5 mg/kg), the concentrations of
dHGF in serum reached a maximum after protracted
absorption, which continued at least for 2 to 4 h after the
injections and then decreased with a half-life of 2.7 h. The
maximum level of dHGF in serum after sc or im adminis-
tration was lower than after iv administration. On the
other hand, the concentrations of dHGF beyond 1 or 2 h
after administration were sustained at higher levels for sc
and im administrations than for iv administration (Figure
1, parts A-C). The bioavailabilities of dHGF after single
sc and im administrations were 70.6-76.3% and 39.3-
58.8%, respectively (Table 1).

The concentrations of dHGF in serum after repetitive
sc and im administrations (twice daily for 4 days) at a dose
of 0.25 mg/kg were undetectable level (<1.25 ng/mL) in the
greater part of the sampling time points. The serum levels
and the AUClast values of dHGF in sc and im administra-
tions of dHGF (2.5 mg/kg) were dramatically decreased by
repeating their administrations (Figure 1, parts B and C,
Table 1). The AUClast values of dHGF in repetitive sc and
im administrations at a dose of 2.5 mg/kg were decreased
to 14.2 and 37.6% of those in single sc and im administra-
tions at the same dose, respectively, and were almost
comparable to those in single and repetitive iv administra-
tions at a dose of 0.25 mg/kg.

Effect of Administration Routes of dHGF on Liver
Weight and FunctionssRats were treated by repetitive
iv, sc or im administration of dHGF (twice daily for 4 days
at 0.25 and 2.5 mg/kg). Serum levels of total protein,
albumin, HDL-cholesterol, and liver weight after the
administration are shown in Table 2. These parameters
were significantly increased by repetitive iv administration
of dHGF at a dose of 0.25 mg/kg, but not by repetitive sc
or im administration at the same dose. However, repetitive

sc or im administration significantly increased these
parameters at a dose of 2.5 mg/kg.

Distribution of dHGF into LiversAfter iv bolus
injection of dHGF (0.5 mg/kg) to rats, 53.6 ( 4.4% of the
injected dHGF was distributed into liver within 5 min, and
1.2 ( 0.1% of the injected dHGF remained in liver up to
120 min (Figure 2). dHGF distributed in plasma 2 min
after iv injection was only 8.8% of the injected dHGF
(Figure 2). The concentration-time profiles of dHGF in
plasma and liver up to 6 h after iv bolus injection (0.5 mg/
kg) are shown in Figure 3A. The concentrations of dHGF
decreased more slowly and were sustained at higher level
in the liver than in plasma. The ratios of the dHGF level
in liver to that in plasma after iv injection ranged from 4
to 166.

When dHGF was infused to rats at a rate of 0.5 mg/kg/3
h, the dHGF level in plasma reached a steady-state 15 min
after starting the infusion and declined rapidly after
terminating the infusion (Figure 3B). The steady-state
level of dHGF in plasma ranged from 53.7 ( 10.0 to 76.0
( 22.1 ng/mL. The dHGF level in the liver reached a
steady-state 60 min after starting the infusion and declined
more slowly than did that in plasma after terminating the
infusion (Figure 3B). The steady-state level of dHGF in
the liver was 7- to 9-fold higher than that in plasma and
ranged from 486 ( 59 to 551 ( 51 ng/g liver.

Discussion
The concentrations of dHGF in serum after single iv

administration of dHGF (2.5 mg/kg) decreased rapidly with
an initial half-life (t1/2R) of 3.2 min. The initial half-life
data reported here are consistent with the result on native
dHGF purified from human embryonic fibroblasts12 and
with those on recombinant human HGF.13-16

Table 2sEffect of dHGF on Liver Weight and Serum Levels of Proteins and Cholesterol in Normal Ratsa

route of
admin

dose
(mg/kg/injection)

liver weight
(g/100 g body weight)

total protein
(g/100 mL)

albumin
(g/100 mL)

HDL-cholesterol
(mg/100 mL)

iv control 3.34 ± 0.04 5.6 ± 0.1 2.7 ± 0.0 38.8 ± 2.2
0.25 3.71 ± 0.13b 6.4 ± 0.1c 3.1 ± 0.0c 72.0 ± 4.0c

2.5 4.30 ± 0.17c 7.0 ± 0.1c 3.3 ± 0.1c 99.9 ± 6.9c

sc control 3.44 ± 0.10 5.4 ± 0.0 2.6 ± 0.0 37.5 ± 2.0
0.25 3.28 ± 0.09 5.6 ± 0.1 2.8 ± 0.1 44.6 ± 1.5
2.5 4.33 ± 0.14c 6.9 ± 0.1c 3.4 ± 0.1c 99.4 ± 7.8c

im control 3.34 ± 0.10 5.6 ± 0.1 2.7 ± 0.1 37.4 ± 1.0
0.25 3.34 ± 0.06 5.7 ± 0.1 2.8 ± 0.0 39.8 ± 3.9
2.5 4.08 ± 0.09c 6.8 ± 0.1c 3.3 ± 0.0c 83.1 ± 4.0c

a Measurements were made after eight administrations (twice daily for 4 days) of dHGF. Each value represents the mean ± SEM of five animals. b p <0.05
vs control (solvent) of the same route. c p <0.01 vs control (solvent) of the same route.

Figure 2sDistribution of dHGF in liver and plasma after iv bolus administration
(0.5 mg/kg) to rats. Each value represents the mean ± SD (n ) 2−3).
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The concentrations of dHGF in serum beyond 1 or 2 h
after single sc and im administrations were sustained at a
higher level than those in serum after single and repetitive
iv administrations (Figure 1, parts A-C), indicating that
dHGF was slowly released from injection sites into the
systemic circulation. The concentration-time profiles of
dHGF in serum after single sc and im administrations in
rats were similar to those of other recombinant proteins
such as human erythropoietin (EPO)17 and human granu-
locyte colony-stimulating factor (G-CSF).18 The values of
terminal elimination half-life after single sc or im admin-
istration were larger than that after iv administration. The
prolongation of half-life suggested that the absorption rate
may be smaller than the elimination rate (i.e., “flip-flop”)
as found in G-CSF.18

dHGF has been found to ameliorate disorders of liver
functions such as hepatic protein synthesis and cholesterol
metabolism in various liver-injured rat models19 and exert
preventive effects against various liver injuries.20 The
prolongation of half-life in sc or im administration may be
effective in enhancing the pharmacological effects of dHGF
as found in EPO and G-CSF.17,21

We therefore compared the pharmacological effects of
dHGF among iv, sc, and im administration. Serum levels
of total protein, albumin, HDL-cholesterol, and liver weight
were significantly increased by repetitive iv administration
(twice daily for 4 days) of dHGF (0.25 mg/kg), but not by
repetitive sc or im administration. However, repetitive sc
or im administration of dHGF at 2.5 mg/kg significantly
increased these parameters, indicating that repetitive sc
or im administration was less effective in exerting the
pharmacological effects of dHGF than repetitive iv admin-
istration. Although there was no difference in serum level
and AUClast value of dHGF between single and repetitive
iv administrations (Figure 1A, Table 1), the serum level
and the AUClast values after sc or im administration of
dHGF were dramatically decreased by repeating its ad-
ministration (Figure 1, parts B and C, Table 1). Accord-

ingly, the reduced pharmacological effects of dHGF in
repetitive sc or im administration seemed to be due to the
drastic decrease in serum level and AUClast value of dHGF
caused by repeating its administration. These findings
suggested that a release of dHGF from injection sites into
the systemic circulation declined. One of the mechanisms
by which such a phenomenon occurs in repetitive sc or im
administration may be due to altered absorption kinetics
(related to dermal vascular changes, or other local and/or
systemic processes). Such a phenomenon is also observed
when recombinant human interlukin-3 (rhIL-3) has been
administered by repetitive sc administration once daily for
4 days.22 However, the decrease of AUClast values of dHGF
after repetitive sc administration was much greater than
that of rhIL-3. The distinction between rhIL-3 and dHGF
may be due to differences in the number of times of
repetitive administration and/or in their physicochemical
properties.

We next examined distribution of dHGF into liver after
iv administration. A large amount of dHGF (53.6% of the
injected dHGF) was distributed rapidly (5 min after iv
injection) into liver. The high distribution of dHGF into
liver may be due to its binding to extracellular matrix
components such as heparan sulfate, because dHGF has a
high affinity for heparin.6 It has also been shown that HGF
has a high affinity for heparin2,23,24 and binds to heparin-
like substances on the cell surface 25,26 and the extracellular
matrix27 in liver.

dHGF exerts maximal mitogenic activity for adult rat
hepatocytes in a dose range of 10 to 500 ng/mL in vitro,7
suggesting that a hepatic dHGF concentration of 10 ng/g
of liver would be sufficient to exert a physiological function.
The iv bolus injection of dHGF (0.5 mg/kg) sustained the
effective hepatic level for more than 4 h (18.1 ( 4.9 ng/g)
(Figure 3A). In addition, when dHGF (0.5 mg/kg/3 h) was
administered by infusion, the effective level of dHGF in
liver was sustained beyond the steady-state (for more than
6 h) (Figure 3B), suggesting that infusion would be more
effective than iv bolus injection in enhancing the pharma-
cological effects of dHGF.

In conclusion, we demonstrated that dHGF in serum
decreased more rapidly after iv injection than after sc and
im injections, but that iv administration exerts the most
potent pharmacological effect of dHGF among three ad-
ministration routes. Further, we found that dHGF is
distributed mainly and rapidly into liver and is sustained
at a higher level in liver than in plasma.
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Abstract 0 The preparation and characterization of microparticles
produced from a new class of functionalized, biodegradable, comblike
graft copolymers is presented. The copolymers are polyester−
polyamino acid hybrids, composed of a poly(L-lactic acid−co-L-lysine)
(PLAL) backbone, and poly(L-lysine), poly(D,L-alanine) or poly(L-aspartic
acid) side chains extending from the lysine residues of PLAL. The
microparticles have been characterized with regard to their surface
properties, morphology, and size. Thus, electron spectroscopy for
chemical analysis data and results of Zeta potential measurements
suggest that the polyamino acid side chains tend to concentrate at
the surface of the particles. Also, analyses by environmental scanning
electron microscopy and confocal scanning laser microscopy indicate
that particles carrying poly(lysine) chains have an unusual porous
structure, most probably due to the combined effects of the amphiphilic,
polyelectrolyte, and chemical nature of the composing copolymer, as
well as of the particular preparation technique employed. The
capabilities of the microparticles to serve as carriers in controlled drug
release and delivery devices were demonstrated by encapsulation
and release of rhodamine B, a low molecular weight drug model.

1. Introduction
The use of synthetic degradable polymers in drug

delivery systems has dramatically expanded in the past
decade. Several “old” drugs have gained renewed interest
by improving their pharmacokinetic profile upon incorpora-
tion in polymer-based controlled-release systems.1 Also,
such systems, in the form of microcapsules, microparticles,
and nanoparticles were found to be useful carriers for many
low molecular weight compounds, peptides, and proteins,
whose efficacy as drugs is highly dependent on the mode
of their delivery to the body.2-7

One of the most advanced strategies in biopharmaceutics
for the delivery of drugs and vaccines relies on the use of
polymeric nano- and microparticles as carriers, mainly
those composed of poly(lactic acid) (PLA) or poly(lactic
acid-co-glycolic acid) (PLGA).8 These degradable polyesters
are nontoxic, well tolerated by living tissues, and degrade
hydrolytically at controllable rates to yield naturally oc-
curring metabolites. The procedure for incorporation of
bioactive agents in these polymers is generally rather
simple and reproducible. However, cases have been re-
ported in which the conformational stability of incorporated
proteins was impaired.9,10

The successful utilization of polymeric particles as drug
carriers is highly dependent on their distribution in the
body. Because of the surface characteristics of the particles,
this distribution may not always be favorable. Thus, it has
been extensively demonstrated that nanoparticles with a
hydrophobic surface (e.g., PLA and PLGA) are rapidly
taken up by the cells of the reticuloendothelial system
(RES).11-13 On the other hand, particles with a more
hydrophilic surface can avoid this uptake to a greater
extent, thus achieving a prolonged lifetime in the circula-
tion and a better chance to efficiently deliver the thera-
peutic agent.11-13 Toward this goal, such hydrophilic
characteristics have been provided by modifying the surface
of the otherwise hydrophobic particles with a hydrophilic
polymer, either by chemical attachment or physical
adsorption.11-21

These examples of modification of the preexisting PLGA
copolymer represent an interesting approach for several
applications. To advance this approach even further, it
could be highly beneficial to prepare particles from an
amphiphilic polymer that also possesses functional sites
where chemical modifications can be carried out, and to
utilize them for tailoring specific surface characteristics
such as charge, hydrophilicity or targeting capabilities. For
this purpose, we have prepared nanoparticles (data not
presented) and microparticles from a new family of func-
tional, degradable graft copolymers (PLAL-Lys, PLAL-Asp,
and PLAL-Ala)22,23 and from the linear copolymer PLAL.24

The incorporation of poly(amino acid) side chains and PLA
backbone in a hybrid copolymeric structure provides a
unique opportunity to combine the attractive properties of
these two classes of important biomedical polymers. PLAL-
Lys and PLAL-Asp possess a large number of amino and
carboxylic acid functional groups, respectively, and these
may be utilized for further chemical modification (e.g.,
direct attachment of targeting moieties or drugs). At
neutral pH, the poly(amino acid) side chains are positively
charged (PLAL-Lys), negatively charged (PLAL-Asp), or
neutral (PLAL-Ala). Here, we present the preparation of
these microparticles and their characterization with regard
to their surface properties (functionalization and charge),
morphology, and size. In addition, incorporation in these
particles of rhodamine B as a drug model and its release
are also presented, and the data are considered for assess-
ing the potential use of these particles as drug carriers.
The use of PLAL-Lys microparticles as dry powder aerosols
for pulmonary drug delivery has been investigated.25,26

2. Experimental Section
MaterialssPoly(vinyl alcohol) (PVA; 88% hydrolyzed, MW

25 000) was obtained from Polysciences (Warrington, PA), rhoda-
mine B base from Sigma (St. Louis, MO), and rhodamine B
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isothiocyanate from Research Organics (Cleveland, OH). Phos-
phate buffered saline solution (PBS, 1 mM in KH2PO4, 10 mM in
Na2HPO4, 137 mM in NaCl, 3 mM in KCl) was prepared with a
pH of 7.4 unless otherwise noted.

MethodssSynthesis of CopolymerssPLAL was synthesized as
described previously by Barrera et al.,24 and PLAL-Lys, PLAL-
Asp, and PLAL-Ala were synthesized as described by Hrkach et
al.22,23 The chemical structures of these copolymers are presented
in Scheme 1. PLAL is a linear copolymer with approximately 2
mol % lysine randomly situated in a PLA backbone. The ε-amino
groups of these lysine units are utilized as initiating sites for
building poly(amino acid) chains from the PLAL backbone, thus
leading to a comblike graft copolymer structure for PLAL-Lys,
PLAL-Asp, and PLAL-Ala with total amino acid content of 15-20
mol %.

Preparation of MicroparticlessMicroparticles were prepared by
the single emulsion/solvent evaporation method. One hundred
milligrams of polymer were dissolved in 1 mL of dimethyl sulfoxide
(DMSO) and subsequently mixed with 3 mL of methylene chloride.
This solution was emulsified in 100 mL of PVA solution (5% w/v)
for 60 s, using a homogenizer at 7500 rpm. The resulting emulsion
was stirred continuously for 3 h in an open beaker to remove the
organic solvents. The precipitated microparticles were centrifuged
at 1000x g for 10 min, washed three times with distilled water,
lyophilized, and stored under desiccation at room temperature.

For the preparation of particles incorporating rhodamine B, the
same procedure was followed but 10 mg of rhodamine B were
dissolved in CH2Cl2 before mixing with the polymer solution in
DMSO.

Surface ModificationsTo investigate the structure of the PLAL-
Lys and PLAL microparticles and their potential for attachment
of targeting moieties or drugs, rhodamine B moieties were chemi-
cally attached to the lysine ε-amino groups on the surface of the
microparticles. Two milligrams of microparticles were suspended
in 1.5 mL of PBS and 0.5 mg of rhodamine B isothiocyanate (RITC)
was added to the suspension. After stirring for 3 h, the suspension
was centrifuged and washed three times with methanol to remove
unreacted RITC. Microparticles were then suspended in water and
analyzed by confocal microscopy (Biorad, MRC 600).

Characterization of MicroparticlessA. Size DistributionsAfter
lyophilization, a small amount of particles was resuspended in
aqueous solution (Isoton solution) and the size distribution was
measured using a Coulter Counter (Coulter Multisizer II, Coulter
Electronics Ltd.). The average diameter was calculated as a mean
value of the volume distribution.

B. Surface ChargesTo evaluate the presence of electrostatic
charges on the surface of the particles, the Zeta potential was
determined by laser doppler anemometry (Zetasizer 3, Malvern
Instruments, Malvern, UK) after suspending the particles in PBS

at pH 7. The measurements were taken at 20 °C for 20 s, with an
applied voltage of 150 V.

C. Surface Chemical CompositionsFor the chemical character-
ization of the particle surface, electron spectroscopy for chemical
analysis (ESCA, also known as X-ray photoelectron spectroscopy,
XPS, Model 5100, Perkin Elmer, with a magnesium anode as X-ray
source at 15 kV and 300 W) was used. Aqueous suspensions of
particles were mounted on metal stubs, and then the water was
evaporated under vacuum over phosphorus pentoxide for at least
12 h. The angle between the sample surface and the analyzer was
set to 45°. An elemental survey spectrum (0-1000 eV) was
acquired for each sample.

D. MorphologysThe morphology and structure of the micro-
particles were characterized using environmental scanning elec-
tron microscopy (ESEM, ElectroScan), and confocal scanning laser
microscopy (MRC 600, BioRad Company, with rhodamine filter).
For ESEM, samples were mounted with double-sided adhesive
tape on metal stubs coated with gold-palladium to a thickness of
200-400 Å, and analyzed at 3-10 kV. For confocal microscopy,
samples were first labeled with rhodamine isothiocyanate and
suspended in water.

E. Incorporation and Release of Rhodamine BsTo assess the
incorporation efficiency and release characteristics of low molec-
ular weight agents, rhodamine B base was used as a drug model.
The incorporation efficiency was evaluated by measuring the
fluorescence intensity (excitation: 554 nm; emission: 574 nm) of
the solution obtained after complete degradation of 10 mg of
particles in 0.1 M NaOH at 37 °C and by relating the results
obtained to the fluorescence of a standard solution of rhodamine
B in the same solvent. For these measurements a spectrofluorim-
eter (Photon Technology International) was used.

For the release studies, a known amount of dried microparticles
were suspended in 5 mL of PBS in a plastic tube and incubated
at 37 °C under continuous shaking. One milliliter of the super-
natant from each tube was collected periodically after centrifuga-
tion and replaced each time with fresh PBS to mimic infinite sink
conditions. The fluorescence intensity of the samples was mea-
sured as indicated for determination of loading and compared with
a standard solution of rhodamine B base in the same solvent.

3. Results and Discussion
3.1. Particle Size DistributionsThe size distribution

of particles made of PLAL-Lys, PLAL-Asp, PLAL-Ala, or
PLAL are presented in Figure 1. The PLAL microparticles
show the narrowest size distribution and lowest mean
diameter, whereas microparticles prepared from the graft
copolymers exhibit a broader size distribution and a slightly
larger average diameter. Nevertheless, it can be concluded
that the commonly used single emulsion/solvent evapora-
tion technique can be utilized effectively for the preparation
of microparticles with relatively low average size (<10 µm)
from the new class of PLAL-amino acid graft copolymers.
Table 1 summarizes the mean diameters of these particles,
as well as of those in which rhodamine B base was
incorporated. We note that, although different loading
levels were achieved with various particles, incorporation
of dye molecules had only a minimal effect on the average
size of the particles.

3.2. Surface Chemical CompositionsThe presence of
amino acid residues at the surface of the particles was
confirmed by ESCA (Figure 2). The small nitrogen peak

Scheme 1

Table 1sMean Diameters of Plain and Rhodamine-Loaded Particles

plain particles rhodamine-loaded particles

constitutive
polymer

average diameter
(µm)

average diameter
(µm)

dye loading
(%w/w)

PLAL 4.9 6.1 2.2
PLAL-Lys 7.4 6.7 2.2
PLAL-Ala 6.2 8.5 18.7
PLAL-Asp 6.0 5.5 14.2
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at approximately 400 eV proves the presence of lysine
residues at the outer layer of the particles, because these
residues are the only nitrogen-containing ones in the
copolymer. This result is in agreement with the hypothesis
that the preparation procedure employed promotes orienta-
tion of the amino acid chains of the copolymer toward the
outer layer of the particles. The relatively small size of the
nitrogen peak in the ESCA spectrum is most likely due to
the presence of PVA molecules in the outermost layer of
the particles. As already stated, PVA was used as a
surfactant to stabilize the microparticle structure during
preparation. Thus, quantitative analysis of the nitrogen
content, based on the ESCA spectrum, was not attempted.

ESCA spectra, similar to that of PLAL-Lys, were also
obtained for PLAL-Asp and PLAL-Ala microparticles.
However, for PLAL particles, the nitrogen peak was
negligible due to the very low nitrogen content of their
constitutive polymer (spectra not shown).

3.3. Zeta PotentialsFigure 3 shows the Zeta potentials
of the microparticles in PBS at pH 7. The graph emphasizes
the difference in surface charge among the microparticles
studied. Thus, PLAL-Lys microparticles carry a positive
charge, as expected from the presence of protonated
ε-amino groups of the lysine residues at the particle
surface. PLAL-Asp, PLAL-Ala and PLAL, on the other
hand show negative charges. The large negative value for
PLAL-Asp is attributed to the â- carboxylate groups of the
aspartic acid residues. The apparently unexpected small
negative charges exhibited by PLAL and PLAL-Ala par-
ticles are probably due to the terminal carboxylate groups
of the backbone of their constitutive polymers. This view
is supported by the fact that a similar, small negative
charge is also exhibited by PLA particles. These results
provide additional evidence for the presence of amino acid
side chains on the surface of the particles, resulting from
the extension of the hydrophilic portion of the comblike
graft copolymer into the outer aqueous phase during
preparation. More important, they demonstrate the ver-
satility of this new class of materials. The ability to change
the charge characteristics (type and strength) of the
microparticles can be utilized to tailor their use for various
drug delivery systems.

3.4. Particle Morphology and Surface Modifications
ESEM and confocal microscopy were utilized to study the
structure and morphology of the particles. As seen in
Figure 4, ESEM reveals that PLAL particles show a smooth
surface and a spherical structure, similar to what is
observed with PLA or PLGA particles (data not shown).
Apparently, the low amount of lysine (about 2 mol %)
present in the PLAL chain does not significantly affect the
particle morphology. On the other hand, PLAL-Ala and
PLAL-Asp particles have a slightly corrugated surface.
Most likely, the extension of the hydrophilic amino acids
chains into the aqueous phase during particle preparation
promotes the formation of the rougher surface exhibited
by these particles, compared with that of PLAL, PLA, or
PLGA particles prepared by the same technique. In strong
contrast to the microparticles just mentioned, PLAL-Lys
particles have an unusual shape and also a porous,
spongelike structure. It is likely that the large amount of
lysine in the copolymer structure, in the form of grafted
poly(lysine) side chains, imparts specific characteristics to
the polymer and to the resulting particles. The fact that
only microparticles made of PLAL-Lys exhibit this struc-
ture is highly relevant. From these results it is possible to
conclude that the porous structure does not stem solely
from the presence of an amphiphilic or amino acid-based
polymer in general, but specifically from the presence of
lysine chains (and perhaps other poly-cationic chains).

The results of confocal microscopy analysis of PLAL-Lys
and PLAL particles are shown in Figure 5. Covalent
attachment of the fluorescent marker to the particles was

Figure 1sSize disributions of microparticles made of PLAL, PLAL-Lys, PLAL-
Ala, and PLAL-Asp.

Figure 2sESCA survey spectrum of PLAL-Lys microparticles.

Figure 3sZeta potential of microparticles made of PLAL, PLAL-Lys, PLAL-
Ala, PLAL-Asp, and PLA.
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accomplished through the reaction of rhodamine isothio-
cyanate with the lysine ε-amino groups on the surface of
the particles. Under the same experimental conditions,
PLA particles yield no fluorescent response (a completely
dark field) confirming covalent attachment of rhodamine
moieties at the surface amine groups of PLAL-Lys and
PLAL and ruling out nonspecific adsorption of the dye to
the particle surface. The successful coupling of rhodamine
proves the availability of the surface amino groups for
further chemical modification. This characteristic imparts
great versatility to this new class of functional particles,
and may be utilized to improve cellular targeting and
uptake of peptides/proteins, anticancer drugs, and other
therapeutic agents that require or could benefit from site-
specific delivery.

The capacity of these particles for binding functional
molecules onto their surface is very high indeed. For
example, for PLAL-Asp particles with an aspartic acid
content of 20 mol % and assuming that all the â-COOH
groups of Asp residues are present at the surface, a capacity
of 2.7 mmol-COOH/g is calculated. And if each carboxyl
group would bind one molecule of dye of opposite charge
and of molecular weight 440 (similar to that of rhodamine
B base) a loading capacity of about 55% (w/w) dye could be
accommodated. A similar calculation, when performed for
PLAL-Lys particles contaning 20 mol % Lys residues, yields
2.4 mmol-NH2/g and 50% (w/w) labeling capacity.

The structural characteristics of the PLAL-Lys particles
have highly valuable implications in the area of pulmonary
drug delivery as well. The flight characteristics of dry
powders are crucial for the efficient delivery of therapeutic
agents to the lungs, for either local or systemic therapy.
In vitro aerosolization experiments carried out in our
laboratory show that 57 ( 1.9% of the PLAL-Lys particles
are in the respirable fraction, whereas only 9.3 ( 0.6% of
the nonporous PLA or PLGA particles of the same size are
respirable. Furthermore, in vivo studies in rats show that
the pulmonary delivery of testosterone with PLAL-Lys
particles results in prolonged release compared with non-
porous particles.25

3.5. Incorporation Efficiency and Release Charac-
teristicssIn Table 1, data relating the average size of
microparticles and their efficiency in incorporating rhoda-
mine B are presented. We note that all the microparticles
have essentially similar size distribution and mean diam-
eter. However, their efficiency for loading this low molec-
ular weight drug model seems to be significantly dependent
on the chemical nature of the constitutive polymer and its
interaction with the drug model molecule. Thus, the basic
dye rhodamine B is efficiently incorporated (14.2%) in
microparticles made of the acidic, negatively charged
PLAL-Asp, but only very little dye (2.2%) is accommodated
by particles made of the basic, positively charged PLAL-
Lys. The highest incorporation efficiency (18.7%) was

Figure 4sESEM pictures of microparticles made of PLAL (magnification, ×4000), PLAL-Lys (x4100), PLAL-Ala (x2000), and PLAL-Asp (x4100). All scale bars
) 5 µm.
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reached with the essentially neutral PLAL-Ala, whereas
the similarly neutral PLAL particles exhibit very low
efficiency (2.2%), similar to PLAL-Lys particles. These
results indicate that, in addition to electrostatic interac-
tions, dye incorporation efficiency is also to be related to
other factors, such as hydrophobicity/hydrophilicity balance
and dye partition characteristics.

The release profiles of rhodamine B from PLAL- and
PLAL-poly (amino acid) microparticles over a period of 8
weeks are shown in Figure 6. All of the PLAL-poly(amino
acid) microparticles exhibited a basically similar release
behavior; namely, an initial burst in the first 2-3 days
when some 35% of the incorporated dye is liberated,
followed by a continuous much slower process, which was
monitored only until day 56. Up to this point, only 45-
50% of the dye is released and, obviously, the process
continues further on. The release profile of rhodamine B
from PLAL microparticles follows, in principle, the same
time course as already described for the PLAL-poly(amino
acid) microparticles. Yet it differs in the quantitative
aspects of it: thus, only 6% dye is released during the
initial burst of 1 day and only 25% of the dye is released
by day 56, during the subsequent low rate process.

From these results it can be concluded that the very
presence of poly(amino acid) side chains into a branched
copolymer with PLA backbone may affect the drug loading
capacity of these particles (see Table 1) yet may have a

significant influence on the release of drugs from micro-
particles composed of these polymers. However, the specific
properties of the various poly(amino acids) considered did
not significantly affect the release process because the
pertinent profiles for PLAL-Lys, PLAL-Ala, and PLAL-Asp
microparticles are all similar. Obviously, depending on
specific drug-polymer interactions, the release character-
istics may be different when drug molecules of various
structure, hydrophobicity, and charge are used.

Further studies focusing on the release of various drugs
from these microparticles will be carried out to gain a better
understanding of the role of the amino acid chains on the
structure and properties of the microparticles and on the
mechanism of drug release from them.

4. Conclusions

Microparticles made of PLAL, PLAL-Lys, PLAL-Ala, or
PLAL-Asp were prepared and investigated. Due to their
specific structure, this new class of copolymers imparts
interesting surface (charge, external functional groups) and
morphological (porosity) characteristics to the micropar-
ticles. The chemical attachment of molecular markers on
the surface of PLAL and PLAL-Lys microparticles has also
been accomplished. This attachment capability demon-
strates the potential use of these particles for attaching
various functional moieties, including targeting elements
required for site specific controlled drug delivery.
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Abstract 0 Previously, we found that monocarboxylic acids undergo
carrier-mediated transport in primary cultures of oral mucosal epithelial
cells.1 In this study, we investigated whether carrier-mediated
absorption of a monocarboxylic acid from the oral mucosa occurs in
vivo. Salicylic acid was administered to hamster cheek pouch. At
predetermined intervals, the concentration of salicylic acid in the fluid
remaining in the cheek pouch lumen and the blood salicylic acid
concentration were determined. The absorption of salicylic acid was
saturable at high salicylic acid concentrations. Sodium azide, a
metabolic inhibitor, and carbonylcyanide p-trifluoromethoxyphenylhy-
drazone (FCCP), a protonophore, significantly inhibited the absorption
of salicylic acid but not the absorption of salicylamide from the oral
mucosa. Various monocarboxylic acids inhibited the absorption of
salicylic acid, whereas dicarboxylic acids had no such effect. Transfer
of [14C]salicylic acid from the cheek pouch mucosa to the systemic
circulation was observed, and the blood [14C]salicylic acid concentration
in the case of coadministration with propionic acid was significantly
lower than that in the case of no propionic acid coadministration. These
results show that monocarboxylic acids undergo carrier-mediated
absorption from the hamster cheek pouch mucosa.

Introduction
The oral mucosal route is advantageous for drug delivery

into the systemic circulation because exposure of the
administered drug to gastrointestinal juices and its hepatic
first-pass elimination are prevented.2 In general, the
absorption of drugs from the oral mucosa can be explained
in terms of the pH-partition hypothesis, which is well
illustrated by passive diffusion mechanisms.3 The hypoth-
esis proposes that the rate of drug absorption depends on
the percentage of drug molecules ionized and the lipid
solubility of nonionized drug molecules. However, in vivo
studies have revealed that some drugs undergo carrier-
mediated absorption from the oral mucosa.4,5 In previous
studies, we demonstrated that a carrier-mediated transport
system for monocarboxylic acids exists in rabbit oral
mucosal epithelial cells in primary culture.1 However, no
data are currently available indicating that carrier-medi-
ated monocarboxylic acid absorption occurs in vivo. In the
present study, we investigated whether carrier-mediated
drug absorption from hamster cheek pouch mucosa occurs
in vivo.

Experimental Section
Materialss[14C]Salicylic acid (55 Ci/mol) was obtained from

American Radiolabeled Chemicals (St. Louis, MO). MCDB 153,
an epidermal growth factor, and trypsin type III were obtained

from Sigma Chemicals (St. Louis, MO). Fetal calf serum (FCS)
was purchased from Biotech International Ltd. (Australia). Dis-
pase II was obtained from Boehringer Mannheim (Germany).
Tissue culture plates were purchased from Costar (Cambridge,
MA). 2-Morpholinoethanesulfonic acid, monohydrate (MES) and
N-[2-hydroxyethyl]piperazine-N′-[2-ethanesulfonic acid ] (HEPES)
were purchased from Dojin (Kumamoto, Japan). All other chemi-
cals were of the highest available purity and analytical grade, and
were purchased from Wako Pure Chemical Industries (Osaka,
Japan)

Cell CulturesOral mucosal epithelial cells were isolated from
hamster cheek pouch mucosa and cultured by a previously
described method1 with slight modifications. Briefly, golden
hamsters (body weight range, 180-220 g) were sacrificed by the
administration of sodium pentobarbital, and their buccae were
excised, washed with phosphate-buffered saline (PBS) containing
antibiotics (penicillin G, 200 U/mL; streptomycin, 200 µg/mL; and
gentamicin, 40 µg/mL), and then cut with a razor into small pieces
(each about 3 × 6 mm in size). The tissue pieces were then
incubated at 4 °C in Dispase II solution (2.4 U/mL) containing
the antibiotics. After a 36-h incubation, the epithelial cell sheets
were separated using forceps and centrifuged for 5 min at 200 x
g. The cell pellets were suspended in a low Ca2+ medium, MCDB
153, supplemented with FCS (10%), insulin (5 µg/mL), transferrin
(10 µg/mL), phosphorylethanolamine (14.1 µg/mL), penicillin G
(100 U/mL), streptomycin (100 µg/mL), gentamicin (20 µg/mL), and
epidermal growth factor (10 ng/mL). The resultant suspension was
plated onto the wells in a collagen-coated 12-well tissue culture
plates. After 24 h of cultivation at 37 °C in a 95% air:5% CO2
humidified atmosphere, the cells were washed twice with PBS and
fresh culture medium was added to each well. After 4 or 5 days of
cultivation, drug uptake experiments were performed. The cell
type was identified and the purity of the cell preparation was
determined by indirect immunofluorescence staining of keratin.6
More than 95% of the cells were positively stained for keratin (data
not shown).

Uptake ExperimentssThe hamster oral mucosal epithelial
cells (HOEpi) were washed twice with Hanks’ balanced salt
solution (HBSS; 136.7 mM NaCl, 0.385 mM Na2HPO4, 0.441 mM
KH2PO4, 0.952 mM CaCl2, 5.36 mM KCl, 0.812 mM MgSO4, 25
mM D-glucose, and 10 mM MES for adjustment of pH to 5.0) before
a test solution containing [14C]salicylic acid was added. [14C]-
Salicylic acid (0.25 µCi/mL; 4.5 µM) was used as a marker for
monocarboxylic acid carrier-mediated transport. The pH of the test
solution was 5.0 except in pH-dependent uptake experiments. In
pH-dependent experiments, the pH range of the incubation buffer
was 5.0-7.5. The buffer solutions were prepared by adding MES
(pH 5.0-6.5) or HEPES (pH 7.0-7.5) to HBSS. After 30 s, the
test solution was aspirated and the cells were washed four times
with ice-cold HBSS. For quantitation of [14C]salicylic acid uptake,
the cells were suspended in 0.5 N NaOH (300 µL) and the
suspension was incubated at 37 °C for 12 h at which point 1.0 N
HCl (150 µL) was added. The remaining radioactivity was quanti-
fied using a liquid scintillation counter (Aloka, LSC-5100). Cellular
protein was quantified using a protein assay kit (Bio-Rad, CA),
with bovine serum albumin as the standard. Details of the
conditions for each experiment are given in the figure legends or
table footnotes.

Data AnalysissThe kinetic parameters of saturable uptake
by HOEpi were determined using a nonlinear least squares

* Author to whom correspondence should be addressed. Telephone:
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regression analysis program, MULTI.7 The uptake rate (J) was
fitted to the following equation, which consists of both saturable
and nonsaturable linear terms:

where Jmax is the maximum uptake rate for a carrier-mediated
process, C is the salicylic acid concentration, Kt is the half-
saturation concentration (Michaelis constant), and k is a first-order
rate constant.

In Vivo Absorption ExperimentssThe in vivo absorption
experiments were performed using a slightly modified version of
a method described previously.3 Briefly, male golden hamsters
(body weight range, 120-150 g) were anesthetized with urethane
(1.5 g/kg, ip) and fastened onto a platform tilted at an angle of
55°. The cheek pouch was cleaned by multiple saline rinses. A vinyl
tube (o.d., 1.2 mm; i.d., 0.8 mm; Natsume, Japan) was inserted
into the cheek pouch to a depth of 50 mm. One milliliter of the
drug solution (20 µM) dissolved in buffer was administered into
the cheek pouch. In pH-dependent absorption experiments, the
buffer pH ranged from 3.0 to 7.0. Buffer solutions of pH 6.0 were
prepared by adding MES to HBSS, whereas for the pH 7.0 buffer
solution, HEPES was added to HBSS. Citric acid-Na2HPO4 buffer
was used for the pH 3.0-5.0 experiments. For other experiments
also, citric acid-Na2HPO4 buffer (pH 5.0) was used. At predeter-
mined time points after the drug administration, the fluid in the
cheek pouch lumen was collected. The amount of the drug present
in the fluid was determined by fluorescence (salicylic acid: Ex.
300 nm, Em. 430 nm) or UV (salicylamide: 235 nm) detectors.
The reduction in concentration of the drug in the cheek pouch was
used as a measure of the apparent absorption.

Plasma Concentration of Salicylic AcidsUnder anesthesia,
[14C]salicylic acid solution (2.0 µCi/mL; 36 µM) was administered
into the cheek pouch lumen. At predetermined time points after
the administration, blood samples were collected from the oph-
thalmic vessels using a glass capillary coated with heparin
(DURAN ringcaps, Germany). Each blood sample was placed in a
scintillation vial to which 0.2 mL of perchloric acid solution was
added. After vigorous shaking, 0.3 mL of hydrogen peroxide
solution was added. After 30 min of incubation at 70 °C, scintil-
lation cocktail (Clear-sol II, Nacalai Tesque, Japan) was added.
Radioactivity was quantified using a liquid scintillation counter.

Statistical AnalysissAll results were expressed as mean (
standard deviation (SD). One-way analysis of variance (ANOVA)
was used for single and multiple comparisons. Values of p of 0.05
or less were considered to indicate statistical significance.

Results
Salicylic Acid Uptake by HOEpisWe reported previ-

ously on monocarboxylic acid transport across oral mucosal
epithelial cells using cultured epithelial cells from rabbit
oral mucosa.1 The hamster is most widely used for studies
of drug absorption from the oral mucosa. In the present
study, we first determined whether a carrier-mediated
monocarboxylic acid transport system exists in cultured
hamster oral epithelial cells.

Concentration and Temperature Dependence of
Salicylic Acid UptakesThe effect of incubation temper-
ature on the rate of uptake of [14C]salicylic acid by HOEpi
was studied. The rate of uptake was much lower at 4 °C
than at 37 °C, as shown in Figure 1. Figure 1 also shows
the relationship between the initial rate of uptake of [14C]-
salicylic acid and its concentration in the incubation
medium. The results indicate that the uptake of salicylic
acid consists of two processes, a saturable process evident
at low concentrations and an apparently nonsaturable
process evident at high concentrations. The uptake pro-
cesses were analyzed using eq 1. The kinetic parameters
calculated for salicylic acid uptake were a Jmax of 140 ( 16
nmol/30 s/mg protein, a Kt of 0.14 ( 0.03 mM, and a k of
33 ( 3 µL/30 s/mg protein.

Energy and Proton-Gradient Dependence of Sali-
cylic Acid UptakesThe effect of a metabolic inhibitor on

the uptake of [14C]salicylic acid was studied to determine
whether this uptake requires metabolic energy (Table 1).
Sodium azide (10 mM), a metabolic inhibitor, inhibited the
uptake of [14C]salicylic acid by HOEpi. Carbonylcyanide
p-trifluoromethoxyphenylhydrazone (FCCP; 50 µM), a pro-
tonophore, also significantly inhibited the uptake. These
findings suggest that [14C]salicylic acid uptake by HOEpi
is energy- and proton-gradient-dependent.

pH-Dependent UptakesFigure 2 illustrates the effect
of incubation buffer pH in the range of 5.0 to 7.5 on [14C]-
salicylic acid uptake by HOEpi. The rate of [14C]salicylic
acid uptake increased with decreasing pH from neutral to
acidic. At pH 7.5, little salicylic acid uptake was observed.
In the presence of 10 mM unlabeled salicylic acid, the
uptake of [14C]salicylic acid was significantly reduced and
almost completely suppressed. The inhibitory effect of
unlabeled salicylic acid increased with decreasing pH from
neutral to acidic, suggesting that the passive diffusion route
is a minor route and carrier-mediated transport is the
major mechanism involved in the uptake of salicylic acid.
Previous studies in our laboratory have shown the exist-
ence of pH-dependent, monocarboxylic acid transport in the
rabbit oral mucosal epithelial cells.1 In the present study,
we also showed that FCCP inhibited the uptake of salicylic
acid by HOEpi (Table 1). Our data suggest that carrier-
mediated salicylic acid uptake by HOEpi is proton-gradi-
ent-dependent, implying that an acidic pH is suitable for
the evaluation of monocarboxylic acid transport in HOEpi.

J ) Jmax × C/(Kt + C) + k × C (1)

Figure 1sConcentration and temperature dependence of [14C]salicylic acid
uptake by HOEpi. The rate of uptake of [14C]salicylic acid by HOEpi was
measured at (O) 37 °C and (b) 4 °C. The dotted line represents the saturable
component of the uptake of salicylic acid calculated from the kinetic parameters
determined as described in the text. The vertical bar through each point
represents the SD for four experiments.

Table 1sEffects of a Metabolic Inhibitor, a Protonophore, and Various
Carboxylic Acids on [14C]Salicylic Acid Uptake by HOEpi

variable type compound
relative uptake
(% of control)

metabolic inhibitor sodium azidea 33.3 ± 8.7b

protonophore FCCPa 15.9 ± 10.1b

monocarboxylic acid n-butyric acid 8.0 ± 1.4b

propionic acid 9.9 ± 3.0b

valproic acid 12.2 ± 6.9b

acetic acid 17.0 ± 8.2b

lactic acid 46.6 ± 17.6b

pyruvic acid 50.6 ± 4.6b

dicarboxylic acid glutaric acid 95.4 ± 17.9
fumaric acid 107.6 ± 37.5
maleic acid 99.4 ± 24.0

a HOEpi were pretreated with sodium azide (10 mM) or FCCP (50 µM) for
15 min; all carboxylic acids were tested at 10 mM. b Significantly different
from the control value (p < 0.05).
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Therefore, a pH 5.0 buffer was used for subsequent
experiments.

Specificity of the CarriersTo investigate the proper-
ties of the carrier involved in [14C]salicylic acid uptake by
HOEpi, we studied the effects of various mono- and
dicarboxylic acids on this uptake (Table 1). Each monocar-
boxylic acid significantly inhibited the uptake of [14C]-
salicylic acid, whereas none of the dicarboxylic acids had
any significant effect. These results imply that the carrier
that mediates monocarboxylic acid uptake by HOEpi is a
nonspecific monocarboxylic acid carrier.

Salicylic Acid Absorption from the Oral Mucosa In
VivosWe determined whether a monocarboxylic acid
transport system exists in hamster cheek pouch mucosa
in vivo.

Concentration Dependence of Salicylic Acid Absorptions
The effect of luminal concentration of salicylic acid in the
hamster cheek pouch on its absorption from the cheek
pouch was examined in the concentration range of 1.0 to
100 µM. The percentages of the apparent absorption at 15
min and pH 5.0 are shown in Figure 3. At high concentra-
tions of salicylic acid, the apparent absorption was satu-
rated.

Energy and Proton-Gradient Dependence of Salicylic Acid
AbsorptionsThe effects of a metabolic inhibitor and a
protonophore on the absorption of salicylic acid were
studied (Figure 4). Both sodium azide (10 mM) and FCCP
(50 µM) significantly inhibited the apparent absorption of
salicylic acid from the oral mucosa. However, neither

sodium azide nor FCCP affected the apparent absorption
of salicylamide. These findings suggest that salicylic acid
absorption from hamster oral mucosa is carrier-mediated
and depends on the proton gradient and energy.

pH-Dependent UptakesFigure 5 illustrates the effect of
buffer pH in the range of 3.0 to 7.0 on salicylic acid
absorption from hamster oral mucosa. The apparent ab-
sorption of salicylic acid increased with decreasing pH from
neutral to acidic. In the present study, we also showed that
FCCP inhibited the absorption of salicylic acid from
hamster oral mucosa (Figure 4). These data suggest that
salicylic acid absorption is proton-gradient-dependent,
implying that an acidic pH is suitable for the evaluation
of a monocarboxylic acid transport system in hamster oral
mucosa. However, at very low values of pH (e.g., 3.0 or 4.0),
most of the salicylic acid in solution exists in the nonionized
form. An increase in the fraction of nonionized salicylic acid
resulted in an increase in the passive diffusion of salicylic
acid across the oral mucosa. Therefore, pH 5.0 buffer was
used for subsequent absorption experiments.

Specificity of the CarriersTo investigate the proper-
ties of the carrier involved in salicylic acid absorption from
hamster oral mucosa, we studied the effects of various
mono- and dicarboxylic acids on this absorption (Table 2).
Each monocarboxylic acid tested significantly inhibited the
apparent absorption of salicylic acid, whereas none of the
dicarboxylic acids had any significant effect. These results

Figure 2spH Dependence of [14C]salicylic acid uptake by HOEpi. Uptake of
[14C]salicylic acid by HOEpi was measured at 37 °C in the (O) absence and
(b) presence of 10 mM unlabeled salicylic acid. The vertical bar through
each point represents the SD for four experiments.

Figure 3sConcentration dependence of salicylic acid absorption. Salicylic
acid (1−100 µM) was administered into a hamster cheek pouch. After 15
min, the fluid in the cheek pouch was collected and the amount of salicylic
acid present in the fluid was measured. The reduction in concentration of the
salicylic acid in the lumen of the cheek pouch was used as a measure of the
apparent absorption. The vertical bar through each point represents the SD
for four experiments.

Figure 4sEffects of metabolic inhibitor and protonophore on (A) salicylic acid
and (B) salicylamide absorption. A metabolic inhibitor (sodium azide, NaN3,
10 mM) or a protonophore (FCCP, 50 µM) was administered into the hamster
cheek pouch. After 15 min, salicylic acid (20 µM) or salicylamide (20 µM)
was added. Then, 15 min later, the fluid in the cheek pouch was collected
and the amount of salicylic acid or salicylamide present in the fluid was
measured. The disappearance of salicylic acid and salicylamide from the lumen
of the oral cavity was defined as the apparent absorption. The vertical bar
through each point represents the SD for 3−5 experiments. The asterisk (/)
indicates significantly different from the control (p < 0.05).
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suggest that the carrier that mediates monocarboxylic acid
absorption is a nonspecific monocarboxylic acid carrier.

Blood ConcentrationsWe further examined whether
the [14C]salicylic acid that disappeared from the oral
mucosal lumen was transferred to the systemic circulation.
The blood concentration-time profiles of [14C]salicylic acid
following intracheek pouch administration in the presence
and absence of propionic acid (10 mM) are shown in Figure
6. Transfer of [14C]salicylic acid to the systemic circulation
was detected. The blood concentration versus time curves
demonstrate that propionic acid significantly inhibited the
absorption of salicylic acid from the oral mucosa.

Discussion
In previous studies, we demonstrated that carrier-

mediated monocarboxylic acid transport systems exist in
rabbit oral mucosal epithelial cells in primary culture.1
However, carrier-mediated absorption of monocarboxylic
acids from the oral mucosa in vivo had not been previously
described. In the present study, we demonstrated the
existence of a carrier-mediated transport system for mono-
carboxylic acids in the oral mucosa in vivo.

Salicylic acid uptake by HOEpi is characterized as
follows: (a) reduction of the incubation temperature from
37 to 4 °C markedly inhibited the uptake; (b) salicylic acid
uptake was saturable at high concentrations; (c) a meta-
bolic inhibitor and a protonophore significantly inhibited
the uptake, indicating that this uptake process is energy-
and proton-gradient-dependent; and (d) monocarboxylic
acids significantly inhibited the uptake of salicylic acid.

These characteristics of monocarboxylic acid uptake by
HOEpi are similar to those observed in rabbit oral mucosal
epithelial cells. These data demonstrate the existence of a
carrier-mediated monocarboxylic acid transport system in
HOEpi.

We also demonstrated carrier-mediated salicylic acid
absorption from hamster cheek pouch mucosa. The appar-
ent absorption of salicylic acid from the hamster cheek
pouch mucosa in vivo is characterized as follows: (a) the
apparent absorption of salicylic acid was saturable at a
high initial concentration; (b) a metabolic inhibitor and a
protonophore significantly inhibited salicylic acid apparent
absorption, indicating that this apparent absorption is
energy- and proton-gradient-dependent; and (c) monocar-
boxylic acids significantly inhibited the salicylic acid ap-
parent absorption. These observations of monocarboxylic
acid absorption in vivo are similar to those in vitro and
strongly suggest the occurrence of carrier-mediated mono-
carboxylic acid transport in hamsters in vivo.

Moreover, the present study confirms the transfer of [14C]-
salicylic acid from the oral mucosa to the systemic circula-
tion (Figure 6). These data demonstrate that salicylic acid
that disappeared from the oral luminal cavity did not
remain in the mucosal tissue but was transferred to the
blood. Coadministration of propionic acid significantly
reduced the blood concentration of [14C]salicylic acid.
Passive absorption of salicylic acid was not inhibited by
coadministered propionic acid. Therefore, the coexistence
of propionic acid with the absorbed salicylic acid indicates
passive absorption. Figure 6 also shows that the rate of
passive absorption of [14C]salicylic acid from the oral
luminal cavity is much lower than that of carrier-mediated
absorption of [14C]salicylic acid.

The surface of hamster cheek pouch mucosa is kerati-
nized.8 Therefore, no carrier-mediated transport occurs
across this keratinized part because keratinized cell layers
consist of differentiated dead cells. However, our data
indicate that carrier-mediated absorption occurs in the
hamster cheek pouch mucosa. This result may explain why
the keratinized layer is not the main barrier to salicylic
acid transport. Salicylic acid may be transported via a
carrier-mediated system in the living epithelial cell layers
that are located under the keratinized cell layers.

Figures 2 and 5 show pH-dependent uptake or absorp-
tion of salicylic acid. At neutral pH, little uptake was
observed. However, the uptake of salicylic acid increases
with a decrease of pH. Salicylic acid is an acidic compound;
therefore, a decrease in pH increases the fraction of

Figure 5sThe pH dependence of salicylic acid absorption. Salicylic acid
dissolved in various pH buffers (pH 3.0−7.0) was administered into the hamster
cheek pouch. After 15 min, the fluid in the cheek pouch was collected and
the amount of salicylic acid present in the fluid was measured. The
disappearance of salicylic acid from the lumen of the oral cavity was defined
as the apparent absorption. The vertical bar through each point represents
the SD for four experiments.

Table 2sEffects of Various Carboxylic Acids on Salicylic Acid
Absorption from Hamster Cheek Pouch Mucosaa

variable type compound
relative absorption

(% of control)

monocarboxylic acid n-butyric acid 22.0 ± 15.3b

propionic acid 7.3 ± 2.6b

valproic acid 45.6 ± 1.5b

acetic acid 14.4 ± 7.6b

dicarboxylic acid glutaric acid 102.5 ± 17.8
fumaric acid 78.0 ± 27.1
maleic acid 93.2 ± 8.5

a All carboxylic acids were tested at 10 mM. b Significantly different from
the control value (p < 0.05).

Figure 6sBlood concentration of [14C]salicylic acid after intracheek pouch
administration of [14C]salicylic acid (b) with or (O) without 10 mM propionic
acid. [14C]Salicylic acid (2.0 µCi/mL; 36 µM) was administered into the hamster
cheek pouch. Blood was collected from the ophthalmic vessels. The vertical
bar through each point represents the SD for four experiments.
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nonionized salicylic acid. According to the pH-partition
hypothesis, this increase in the fraction of nonionized form
increases the passive absorption of salicylic acid across the
oral mucosa. These data (Figures 2 and 5) alone are
insufficient to conclude that the uptake of salicylic acid is
proton-gradient-dependent. However, it is evident from
Table 1 and Figure 4 that FCCP, a protonophore, inhibited
the uptake of salicylic acid. These results strongly suggest
that salicylic acid uptake is proton-gradient-dependent.

In in vitro experiments (Figure 1), the Kt of salicylic acid
was 0.14 ( 0.03 mM. However, in in vivo experiments
(Figure 3), the absorption of salicylic acid was saturated
at 0.1 mM or less. We have no clear explanation as to why
the saturation behavior is different between in vitro and
in vivo conditions. There are some differences between in
vivo and in vitro states. In vitro, salicylic acid transport
was studied in terms of its uptake by cultured epithelial
cell monolayers. This means that only the transport of
salicylic acid from the apical side to intercellular spaces
was evaluated. On the other hand, in vivo, the apparent
absorption as determined by its disappearance from the
hamster cheek pouch, by the oral mucosa which consists
of multilayer epithelial cells was evaluated. The difference
in results may be due to differences between cultured cells
and cells in vivo, uptake and transport, and monolayer and
multilayer.

Figure 4 shows that both sodium azide (10 mM) and
FCCP (50 µM) significantly inhibit the apparent absorption
of salicylic acid from the oral mucosa. However, neither
sodium azide nor FCCP affected the apparent absorption
of salicylamide. These findings suggest that salicylic acid
absorption from hamster oral mucosa is carrier-mediated
and depends on the proton gradient and energy. However,
the absorption of salicylamide (the control) is six times
higher than that of salicylic acid. The difference in the
apparent absorption values between salicylamide and
salicylic acid could be due to the differences in their
lipophilicities. The apparent octanol-buffer (pH 5.0) dis-
tribution coefficient of salicylic acid at 37 °C is 0.45 ( 0.02,
and that of salicylamide is 14.56 ( 0.09 (these results were
obtained in our laboratory, although details of the experi-
mental conditions are not shown). Salicylamide is 32 times
more lipophilic than salicylic acid at pH 5.0, which may
account for its higher apparent absorption.

The rate of absorption of a drug from the hamster cheek
pouch mucosa is related to the lipophilicity of the drug.3 A
lipophilic index based on the results of reversed-phase
HPLC has been used extensively as a measure of the
lipophilicity of drugs.9 Kurosaki et al. reported3 that the

lipophilic index of salicylic acid is the same as that of
phenacetin. However, the absorption rate of salicylic acid
from the hamster cheek pouch mucosa is about three times
higher than that of phenacetin (48.6 ( 4.1 and 16.0 ( 0.6%,
respectively, after 1 h). Kurosaki et al. did not discuss this
finding in their report.3 This higher percentage absorption
of salicylic acid than that of phenacetin may be accounted
for by carrier-mediated absorption of salicylic acid from the
hamster cheek pouch mucosa.

Our present results suggest that drugs that have a
monocarboxylic acid residue could potentially be delivered
into the systemic circulation from the oral mucosa via
carriers. This carrier-mediated oral mucosal absorption
route may serve as a new approach for drug absorption
from the oral mucosa.
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Abstract 0 Pharmacokinetics of cationized goat colchicine-specific
polyclonal immunoglobulin G (IgG) and antigen binding fragment (Fab)
(cIgG and cFab, respectively) were studied in male adult Sprague−
Dawley rats and compared with those of the native proteins (nIgG
and nFab). All proteins were radioiodinated by the Iodogen method,
and kinetics were investigated following trichloroacetic acid (TCA)
precipitation or immunoprecipitation. Deiodination and catabolism were
more pronounced with the cationized than the native proteins,
especially for cFab. Both cIgG and cFab in plasma decreased more
rapidly than nIgG and nFab. The elimination half-lives were 52.9
and 81.8 h for cIgG and nIgG, respectively. In addition, there was a
74-fold increase in the volume of distribution and a 114-fold increase
in the systemic clearance of cIgG compared with nIgG. For cFab,
the volume of distribution and systemic clearance were increased 6.4-
and 3.5-fold, respectively. Organ uptake of cIgG and cFab was
markedly increased compared with that of nIgG and nFab, especially
in kidney, liver, spleen, and lung. Renal clearance of cIgG and cFab
was also increased 30- and 10-fold compared with that of nIgG and
nFab, respectively. The present data suggest that cationization of
colchicine-specific IgG and Fab fragments increased the organ
distribution and greatly altered their pharmacokinetics. Nevertheless,
the smaller molecular size of Fab versus IgG did not enhance the
distribution and clearance of cFab. These data pave the way for
evaluating the biological efficacy of these more tissue-organ-interactive
antibodies.

Introduction

Antibodies offer considerable potential for disease diag-
nosis and for treatments, such as the neutralization of
bacteria, viruses, oncogenic proteins,1 and toxins.2 How-
ever, the diagnostic and pharmaceutical potential of anti-
bodies is limited because these high molecular weight
proteins [immunoglobulin G (IgG), 150 kDa] do not cross
either capillary or cellular barriers.3,4 Even trunctated
forms of antibodies, such as antigen binding fragments
(Fab, 50 kDa) or even sFv fragments (27 kDa), are too large
to easily penetrate physiological membranes. Therefore,
it is important to develop strategies for improving the
delivery of antibodies to the site of action.

One of the recent developments in targeted delivery of
proteins is their cationization,5,6 in which the surface
carboxyl groups of the protein are conjugated with primary
amino groups resulting in an increase in the protein
isoelectric point (pI). The positive charges of the cationized
proteins so formed bind to negative charges on cellular

surfaces and thus trigger absorptive-mediated endocytosis
of the cationized proteins.7 This interaction between cell
membrane and cationized proteins can be evaluated by
pharmacokinetic studies.

The first studies5,8 concerning the pharmacokinetics of
cationized IgG (cIgG) reported an enhanced organ uptake.
However, the experimental protocols had a short sampling
period and took little account of the influence of the
different antibody size between cIgG and cationized Fab
(cFab) fragments. In the present study, we report the
plasma pharmacokinetics of cationized goat polyclonal
colchicine-specific antibodies (IgG and Fab) and their organ
distribution in the rat. In addition, their renal clearance
and fecal elimination were also measured. This pilot study
was conducted prior to assessing the potency of cationized
colchicine-specific IgG and Fab for redistributing intrac-
ellular colchicine, a compound toxic to tubulin that either
inhibits microtubule-dependent processes or disrupts the
cytoskeleton.9

Materials and Methods

MaterialssGoat IgG and Fab fragments of colchicine-specific
polyclonal antibody were prepared as previously described.10 IgG
and Fab fragments were purified by gel chromatography to 97%
and 92% for IgG and Fab fragments, respectively. Colchicine and
thiocolchicine were obtained from Roussel Uclaf (Paris, France)
and [3H]colchicine (Ring C,3H-methoxy, 66 Ci/mmol) was from New
England Nuclear (Paris, France). Hexamethylenediamine (HMD),
N-ethyl-N′-(3 (dimethylamino) propyl)carbodiimide (EDC), glycine,
and others reagents for protein cationization were obtained from
Sigma (St Quentin Fallavier, France). Affinity purified rabbit anti-
goat IgG (H and L) antiserum (Rockland, PA) and protein
A-agarose specific to rabbit polyclonal antibodies (Santa Cruz
Biotechnology, Inc.) were purchased from Tebu (Paris, France).

Cationization of Colchicine Specific IgG and FabsNative
colchicine-specific IgG and Fab were cationized according to the
method of Pardridge11 with a small modification: 10 mg of both
native IgG and Fab were slowly added to 4 mL of 2 M hexameth-
ylenediamine (HMD, pH 6.2). To this mixture, 50 mg of fresh EDC
was added, and the pH was adjusted to 6.2 with 6 M hydrochloric
acid. The mixture was stirred for 3 h at room temperature, and
the solution was kept on ice to avoid heating. The reaction was
quenched by addition of 2 M glycine following by incubation for
60 min at room temperature. The mixture was then dialyzed
overnight at 4 °C against 0.01 M Na2HPO4/0.15 M NaCl (PBS,
pH 7.4). The precipitate was removed by centrifugation (1000 g,
10 min) and the solution was concentrated with polyethylene (6000
Da) at 4 °C. The solution was stored at -20 °C.

Characterization of Cationized IgG and FabsThe pI of
cationized and native IgG and Fab were determined by isoelectric
focusing (IEF).6 Protein samples (30 µ) were dialyzed with 0.05%
glycine overnight at 4 °C to eliminate excess ions and analyzed
by isoelectric focusing (IEF) according to the manufacturer’s
instructions (Sigma, St Quentin Fallavier, France). After isoelec-
trophoresis, the gel was stained with Coomassie blue. The
cationized antibodies were also subjected to sodium dodecyl
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sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) analysis
in 8% or 12% acrylamide, using the Laemmli buffer system, to
determine the molecular weight of the cationized and native
antibodies.12

The affinity constant was determined by competitive radioim-
munoassay (RIA) according to the method of Müller.13 Specificity
of the native and cationized antibodies was measured by the cross-
reactivity of a colchicine analogue, thiocolchicine, using the RIA
as previously described by Scherrmann et al.2

Radiolabeling of IgG and FabsAntibodies were labeled
using the Iodogen method.14 One hundred micrograms of protein
were incubated with 0.5 mCi of [125I]Na (Amersham, Les Ulis,
France) in Eppendorf tubes coated with 10 µg of Iodogen for 5 min
at room temperature. Free iodine was removed by chromatogra-
phy on a PD-10 Sephadex G-25 column (Pharmacia, Les Ulis,
France). Specific activity ranged from 2 to 3 µCi/µg for native IgG
(nIgG), 1-2 µCi/µg for cIgG, 1-2 µCi/µg for native Fab (nFab),
and 0.6-1.5 µCi/µg for cFab. The radiochemical purity of cIgG,
nIgG, cFab, and nFab was analyzed just after iodination and 24,
48, and 72 h and once a week up to 3 weeks after the iodination
by SDS-PAGE autoradiography and immunoprecipitation (for
procedure see: Comparison of Plasma Antibody Levels following
TCA Precipitation and Immunoprecipitation). Finally, the per-
centage of antibody precipitable radioactivity was determined by
trichloroacetic acid (TCA) precipitation.

Intravenous Administration of Cationized and Native
IgG and Fab FragmentssMale Sprague-Dawley rats (250-300
g, Iffa Credo, Lyon, France) were given free access to food and
water. Each rat was weighed and anesthetized with pentobarbital
sodium (60 mg/mL, 60 mg/kg, ip). Body temperature was moni-
tored using a rectal probe (Elba Thermometer model ET 3,
Copenhagen, Denmark). During the experiment, each rat was
housed in a metabolic cage for collection of urine and feces at the
interval of 8 or 16 h. The femoral vein was cannulated with PE-
10 tubing (Biotrol, Paris, France). Rats received a single bolus
dose of 0.7 mg/kg of unlabeled antibody and 15 µCi of 125I-labeled
antibody dissolved in 0.9% NaCl via the cannulated femoral vein.
Blood samples were collected in heparinized tubes from the tail
at various times (0, 2, 15, 30, and 60 min, 2, 4, 8, and 24 h, and
daily for 18 days for nIgG; 0, 1, 10, 20, and 30 min, and 1, 2, 4, 6,
8, 24, 30, 48, 54, 72, 96, and 120 h for cIgG; and 0, 1, 10, 20, and
30 min, and 1, 2, 4, 6, 8, 24, 28, 32, 48, 56, and 72 h for cFab and
nFab). Aliquots of plasma were counted for total and TCA-
precipitable radioactivity in a gamma counter (Minaxi gamma
5000, Packard Instruments, Rungis, France). Other aliquots were
stored at -20 °C for SDS-PAGE followed by autoradiography.
Urine and feces were collected throughout the experimental period
for measurement of total excreted radioactivity. Free 125I in urine
was determined by precipitation with TCA.

Comparison of Plasma Antibody Levels following TCA
Precipitation and ImmunoprecipitationsTo check whether
the TCA-precipitable radioactivity corresponded to the intact
native or cationized proteins, an immunoprecipitation methodology
was applied in a satellite group of rats (n ) 3). Blood samples (1
mL) were taken 0 and 5 min, and 2, 8, 24, and 48 h for cIgG and
at nIgG; and 0 and 5 min, and 2, 4, 8, 24, and 48 h for cFab and
nFab after intravenous administration, respectively. Two aliquots
of plasma samples were counted for total and TCA-precipitable
radioactivity in the gamma counter. Immunoprecipitation was
performed as follows: to 200 µL of each plasma sample (or 10 µL
of pure radiolabeled native or cationized IgG and Fab diluted in
200 µL rat plasma for the radiochemical purity determination),
100 µL of incubation buffer was added and the solution was
incubated at 37 °C for 3 h, then at 4 °C for 1 h. The incubation
buffer consisted of PBS (10 mM sodium phosphate, pH 7.4, with
0.14 M NaCl) and 30 µg/mL of rabbit polyclonal anti-goat IgG.
Protein A-agarose (40 µL) was added to each tube. After overnight
incubation at 4 °C, the immunoprecipitate was collected by
centrifugation at 5000 rpm for 7 min at 4 °C, and the supernatant
was aspirated and discarded carefully. The immunoprecipitate
was washed with PBS (300 µL) and centrifuged as before. This
step was repeated three times. After final washing, the immu-
noprecipitate fractions were counted for radioactivity. The non-
specific precipitation evaluated using normal rabbit plasma was
<1%.

Distribution of Cationized and Native Antibodies in
OrganssDistribution of antibodies in organs was studied at
different times: 6, 72, 120, and 192 h for cIgG; 6, 72, 432, and

456 h for nIgG; and 2 h for both cFab and nFab. Kidneys, liver,
spleen, heart, lung, brain, thyroid, and a portion of small intestine
were removed, rapidly washed with saline, and blotted dry.
Fragments of organs were weighed and solubilized in Soluene 50
according to Pardridge et al.15 at 60 °C for 60 min and counted for
radioactivity in gamma scintillation liquid. Distribution of anti-
bodies in the organ was expressed as ng/g of tissue. Blood samples
were taken just before rats were killed, and radioactivity was
measured. As radioactivity remaining in the blood at the time of
death was very different for native and cationized antibodies, total
radioactivity in the organs was corrected according to levels found
in the blood.16

SDS-PAGE and AutoradiographysPlasma (0.1 mL) con-
taining native or cationized 125I-labeled antibodies was analyzed
by SDS-PAGE.12 Radiolabeled antibodies and metabolites were
autoradiographed using X-ray film (Amersham) and intensifying
screens for several weeks. The migration zone of native 125I-
labeled antibodies or fragments was compared with protein
markers of known molecular weights (Rainbow, Amersham,
France); they are, myosin (205 kDa), â-galactosidase (116.5 kDa),
bovine serum albumin (80 kDa), ovalbumin (49.5 kDa), and
soybean trypsin inhibitor (27.5 kDa).

Detection of Rat Anti-goat Immune Response to the
Cationized and Native IgG and FabsAn immunoradiometric
assay (IRMA) was performed to detect anti-goat cIgG, nIgG, cFab,
and nFab in rat plasma 1, 2, and 3 weeks after administration of
a single dose (700 µg/kg) of each antibody. Microtitration plates
(Falcon microtest III U50, Polylabo, Strasbourg, France) were
coated with 200 µL of 100 mM sodium carbonate pH 9.6 containing
20 µg/mL of affinity-purified goat nIgG, nFab, cIgG, and cFab,
respectively, by overnight incubation at 4 °C. The plates were
washed three times with PBS containing 0.2% Tween-20 (PBS-
Tween). Overcoating was achieved by a 1-h incubation at room
temperature with 200 µL/well PBS containing 3% BSA to reduce
nonspecific serum protein binding. Plates were then washed three
times with PBS-Tween. Then, 100 µL of rat plasma samples, 100
µL of normal rat plasma containing 1 µg of rabbit anti-goat IgG
(positive control), or 100 µL of normal rat plasma (nonspecific
binding) were added to the sensitized plates and incubated for 2
h at room temperature. All assays were performed in triplicate.
The plates were washed and incubated 1 h at room temperature
with 100 µL of appropriate optimally diluted conjugate ([125I]cIgG,
[125I]nIgG, [125I]cFab, or [125I]nFab, 70 000 cpm, respectively).
Plates were washed three times with PBS-Tween and dried. Each
well was cut out and placed in a 5-mL plastic tube. All tubes were
capped and counted in a gamma counter. The radioactivity in each
tube was expressed as % binding; that is, (B - NS)/(T - NS) ×
100%, where B ) bound, T ) total radioactivity and N ) the
nonspecific binding of the tracer.

Pharmacokinetic and Statistical AnalysissPlasma cIgG,
nIgG, cFab, and nFab TCA-precipitable concentrations were
analyzed by model-independent techniques using the SIPHAR
program (SIMED, Creteil, France). The terminal disposition rate
constant (λd) was determined by linear regression analysis and
the corresponding half-life (t1/2λd) was calculated as 0.693/λ. The
area under the curve (AUC) of plasma 125I-cationized or native
IgG and Fab concentration versus time curve from zero to infinity
was determined by linear trapezoidal estimation from zero to the
last measured time with extrapolation to infinity by adding the
value of the last measured plasma concentration divided by the
terminal rate constant. Total body clearance (CL) and volume of
distribution (Vd) were calculated using standard equations.17

Renal clearance was calculated by dividing the amount of
protein in urine by the plasma AUC at the same time interval.
Mean values for pharmacokinetic parameters were compared
using one-way analysis of variance (ANOVA) followed by the
Student-Newman-Keuls Multiple Comparisons Test (GraphPad
software V 2.04 a). Significance was set at p < 0.05.

Results

Characteristics of Antibodies after Cationization
and 125I RadiolabelingsAs measured by IEF, the pI of
nIgG and nFab ranged from 5.85 to 9.0 and 8.65 to 9.3,
respectively. The pI of cIgG and cFab were both raised
and ranged from 8.65 to 10.3 and 9.5 to 11, respectively.
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However, the process of cationization did not significantly
change the affinity and specificity of IgG and Fab frag-
ments. The affinity constants of cIgG and nIgG were 1.2
( 0.13× 109 and 1.58 ( 0.2 × 109 M-1 (p > 0.05)
respectively, and 1.08 ( 0.21 × 109 and 0.64 ( 0.18 × 109

M-1 (p > 0.05) for cFab and nFab, respectively. The cross-
reactivity to thiocolchicine did not differ significantly
between cationized and native forms. The percentages
were 8.6 ( 1.13 and 8.9 ( 0.58% (p > 0.05) for cIgG and
nIgG, respectively, and 25 ( 5.9 and 37 ( 8.67% (p > 0.05)
for cFab and nFab, respectively. Furthermore, after cat-
ionization of IgG and Fab, high molecular weight ag-
gregates were not detected by SDS-PAGE, and no alter-
ation of the migration bands of the native and cationized
antibodies were observed by autoradiography after iodi-
nation. Most (90-94%) of the total radioactivity of cat-
ionized and native antibodies was recovered by immuno-
precipitation just after iodination or even 3 weeks later.
The percentage of TCA-precipitable radioactivity of the
native and cationized antibodies changed from 96-98%
following iodination to 85 ( 5% at two weeks later. As a
consequence, all pharmacokinetic studies were performed
within 24 h after the radiolabeling of the native and
cationized antibodies. Finally, we found that the cationized
molecules bound nonspecifically to silicon and plastic
tubing (nonspecific binding was 1.9 and 2.1%, respectively),
we thus used glass tubing to avoid nonspecific binding
(<1%).

Detection of Rat Anti-goat Immune Response to
Cationized and Native IgG and FabsThe binding
capacity of each antibody-treated (cIgG, cFab, nIgG, and
nFab) rat plasma sample to its corresponding antigen
accounted for <0.3% (but 46.12 ( 1.3% for the positive
control) of the total radioactivity during the 3 weeks
following the protein administration. This result indicates
that no anti-goat immune response occurred during the
experimental time period of the pharmacokinetic study
after a single iv dose (700 µg/kg,) of the antibodies, not even
for cationized IgG and Fab.

Comparison of Pharmacokinetics Following TCA
Precipitation and ImmunoprecipitationsFigure 1
shows the plasma concentration of cationized and native
antibodies detected by TCA precipitation and immunopre-
cipitation in the satellite group of rats. Except at the
earlier time of 5 min, the plasma concentration of each
antibody detected by immunoprecipitation was lower than
that detected by TCA precipitation, but plasma decline was
parallel during terminal decay with both analytical meth-
ods. The ratios between immunoprecipitated and the TCA-

precipitable AUC0-48h were 0.53, 0.56, 0.41, and 0.39 for
nIgG, cIgG, nFab, and cFab, respectively.

Pharmacokinetics of cIgG, nIgG, cFab, and nFab
in RatsPlasma TCA-precipitable cIgG and nIgG concen-
trations are shown in Figure 2. Plasma cIgG declined with
a rapid distribution followed by a relatively slow elimina-
tion with a terminal half-life of 52.9 h. However, plasma
nIgG declined slowly with a terminal half-life of 81.8 h.
The AUC0-∝ of cIgG was 116-fold lower than for nIgG. In
agreement with the reduction in AUC, the Vd and the total
clearance of cIgG were 74 and 114 times higher compared
with those of nIgG (Table 1).

Figure 3 shows the decline of TCA-precipitable cFab and
nFab in plasma. Plasma cFab decreased more rapidly than
plasma nFab in the early phase of decline. The terminal
half-life of cFab (27.85 ( 6.75 h) was longer than that of
nFab (18.23 ( 2.46 h; p > 0.5). However, the AUC of cFab
was 4-fold lower than that of nFab. Systemic clearance of
cFab (162.14 ( 32.2 mL/h/kg) was 3.5-fold higher than for
nFab (46.85 ( 39.33 mL/h/kg), and Vd of cFab was
increased nearly 6.4-fold compared to nFab (Table 1).

The percentage of plasma TCA-precipitable radioactivity
for nIgG was >96% at all times (Figure 2a), whereas that
of cIgG was about 95% at the beginning, then slowly
decreased to 30% at 6 h after the iv injection, then
gradually increased up to a plateau of about 88% at the
end of the pharmacokinetic analysis (Figure 2b). The
plasma TCA-precipitable percentage of cFab and nFab also
changed with time, as shown in Figures 3a and 3b. It
decreased to 12 and 45% for cFab and nFab, respectively,
6 h after iv injection, and then increased again to 63 and
81%, respectively, at the end of the pharmacokinetic
experiment. Autoradiography of plasma samples showed
a time-dependent decrease in the intensity of the protein
bands of both cationized and native antibodies, and lower
molecular weight products (29-35 kDa) were observed with
cIgG and nIgG.

Figure 1sTime courses of plasma 125I-labeled antibody concentrations
precipitated by TCA and immunoprecipitation (IMM) in a satellite rat group.
Graphs a, b, c, and d represent different antibodies. Data are mean ± SD (n
) 3).

Figure 2sPlasma concentration of 125I-nIgG and 125I-cIgG. Plasma data were
corrected for TCA precipitation. (a) The plasma concentration of 125I-nIgG versus
time and the percentage of TCA-precipitable plasma radioactivity for nIgG.
(b) The plasma concentration of 125I-cIgG versus time and the percentage of
TCA-precipitable plasma radioactivity for cIgG. Data are mean ± SD (n ) 5).
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Renal clearance of cIgG (2.4 ( 0.9 mL/h/kg) was only
1.8 ( 0.55% of total body clearance and 30-fold that of
nIgG, which was 0.08 ( 0.05 mL/h/kg, representing 6.95
( 4.0% of total body clearance. Renal elimination of cFab
was the greatest (16.58 ( 1.58 mL/h/kg), which was 10-
fold and 6.9-fold higher, respectively, than those values for
nFab and cIgG (Table 1). The percentage ratios of renal
clearance to the total body clearance of cFab, nFab, and
cIgG were 10.2 ( 1.2, 3.46 ( 0.12, and 1.8 ( 0.8%,
respectively.

The percentage of total radioactivity recovered in feces
for cIgG (over 120 h), nIgG (over 456 h), cFab and nFab
(both over 72 h) were 6.03 ( 0.83, 6.73 ( 0.95, 3.8 ( 0.6,
and 12.08 ( 0.3%, respectively.

Organ Distribution of cIgG, nIgG, cFab and nFab
in RatssFigures 4 and 5 show the organ uptake of cIgG,
nIgG, cFab, and nFab at different times following admin-
istration of antibodies. For both cationized antibodies, the
organ distribution was much greater than for native
antibodies. Nevertheless, this higher uptake of cationized
antibodies varied between organs. Six hours after iv
administration, uptake of cIgG was higher in lung and

spleen (5- and 20-fold that of nIgG, respectively), whereas
the uptake by kidney and liver was not so high and
remained constant up to 120 h. Tissue uptake of cIgG by
kidney, liver, and spleen was greatly superior to that of
nIgG at all time points, whereas in lung, cIgG was

Table 1sPharmacokinetic Parameters of Native and Cationized IgG and Faba

pb

parameter cIgG nIgG cFab nFab cIgG−nIgG cFab−nFab cIgG−cFab

t1/2λd (h) 52.92 ± 5.2 81.84 ± 12.3 27.85 ± 6.75 18.23 ± 2.46 >0.05 >0.05 >0.05
AUC (µg/mL h) 5.3 ± 0.17 620.29 ± 92.92 4.52 ± 0.88 18.05 ± 1.64 <0.001 <0.001 >0.05
CLt (mL/h/kg) 131.6 ± 4.4 1.15 ± 0.16 162.14 ± 32.2 46.85 ± 39.33 <0.001 <0.05 >0.05
CLr (mL/h/kg) 2.4 ± 0.9 0.08 ± 0.05 16.58 ± 1.58 1.62 ± 0.14 <0.001 <0.001 <0.001
Vd (mL/kg) 10042 ± 864 135.9 ± 5.13 6666 ± 2196 1048 ± 211 <0.05 <0.05 >0.05

a In all experiments, the dose was 0.7 mg kg-1; data are mean ± SD (n ) 5); t1/2λd, elimination half-life; AUC, area under the plasma concentration−time
curve; CLt, total body clearance; CLr, renal clearance; Vd, volume of distribution. b Values are given for comparison of cIgG versus nIgG, cFab versus nFab, and
cIgG versus cFab.

Figure 3sPlasma concentration of 125I-nFab and 125I-cFab. Plasma data were
corrected for TCA precipitation. (a) The plasma concentration of 125I-nFab
versus time and the percentage of TCA-precipitable plasma radioactivity for
nFab. (b) The plasma concentration of 125I-cFab versus time and the percentage
of TCA-precipitable plasma radioactivity for cFab. Data are mean ± SD (n )
5).

Figure 4sBiodistribution of 125I-cIgG and 125I-nIgG in several organs at different
times after intravenous administration: (a) 125I-cIgG; (b) 125I-nIgG. Data are
mean ± SD (n ) 5).

Figure 5sBiodistribution of 125I-cFab and 125I-nFab in several organs 2 h
after iv administration. Data are mean ± SD (n ) 5). Key: (*) p < 0.05; (**)
p < 0.01; (***) p < 0.001.

150 / Journal of Pharmaceutical Sciences
Vol. 88, No. 1, January 1999



significantly increased only at 6 h (p < 0.01). There were
no significant differences between heart, brain, intestine,
or thyroid (p > 0.05). Tissue uptake of cIgG measured in
lung, spleen, kidney, and liver at 6 h represented 0.43, 0.37,
0.08, and 0.08% of injected dose per gram of tissue,
respectively. Compared with cIgG, cFab was more rapidly
and extensively distributed to the organs. At 2 h, the
uptake of cFab by kidney, spleen, lung, liver, intestine, and
heart was greater than that of nFab, which accounted for
0.49, 0.32, 0.12, 0.10, 0.08, and 0.04% of injected dose per
gram of tissue, respectively.

Discussion
One of the main problems to be solved to optimize in vivo

use of antibodies is their delivery to the site of action, which
can be located more deeply than the antibody distribution
space. To overcome the physiological barriers limiting their
diffusion, cationization based on absorptive-mediated tran-
scytosis,7 glycosylation,18,19 hydrophobization,20 and micro-
injection or cellular transfection21 has been proposed for
delivery of antibodies to target sites. Successful intracel-
lular immunization of cationized anti-human immunode-
ficiency virus REV monoclonal antibody in human periph-
eral blood lymphocytes11 and enhanced delivery of cationized
immunoglobulin G across the blood-brain barrier6 have
already been described using cationized antibodies. These
data encouraged us to apply the cationization concept to
colchicine-specific IgG and Fab in the hope that they would
be able to bind colchicine intracellularly and improve the
level of detoxification already described by Chappey et al.
with native colchicine-specific Fab.9

Following cationization, colchicine-specific IgG and Fab
were resolvable into monomeric heavy and light chains
with no detection of high molecular weight aggregates
using SDS-PAGE. IEF confirmed that the pI of cIgG and
cFab was increased to values ranging from 8.65 to 10.3 and
9.5 to 11, respectively. Moreover, there was no measurable
alteration of the affinity and specificity of cIgG and cFab
compared with those of nIgG and nFab. Surprisingly, we
found higher cross reactivity of thiocolchicine with Fab
than with either IgG. However, the cationization process
cannot explain these differences because both native and
cationized Fab had a similar cross reactivity. The cation-
ized proteins were radiolabeled with 125I, and the radio-
chemical purity and stability were similar to those of the
native forms.

Radiolabeling by oxidative methods, such as the Iodogen
method, could have two main drawbacks: first, the dena-
turation of the labeled protein and, second, the release of
free iodine or smaller protein fragments labeled with iodine
125I under the influence of catabolism. These drawbacks
have been documented by Bauer et al.22 who compared the
pharmacokinetics of recombinant proteins with molecular
weights ranging from 23 kDa to 80 kDa, which were either
radiolabeled by iodine 125I or quantified by specific immu-
noassay. This study revealed that the pharmacokinetics
of proteins below about 60 kDa were different when
assayed by radioactivity or immunoassay, but those pro-
teins with a molecular weight of at least 80 kDa showed
only minimal differences. A similar perturbation in the
pharmacokinetics of epidermal growth factor, with a mo-
lecular weight of about 6 kDa, was attributed to molecular
change in the protein configuration after radioiodination.23

These findings had important implications for our study
for at least two reasons: first, the molecular weight of Fab,
about 50 kDa, is within the range of iodination side effects
described by Bauer,22 whereas IgG molecules are far above
the side effects range, and, second, cationization could also
have an influence on protein stability following radioiodi-

nation. For these reasons, cationized and native antibodies
iodinated by the Iodogen method were measured in rat
plasma by both TCA precipitation and immunoprecipita-
tion in a satellite group of rats. More than 90% of the total
radioactivity was detected by both TCA precipitation and
immunoprecipitation for the four radiolabeled antibodies
both before administration in the rat and in the early time
in plasma (i.e., 5 min after antibody administration). These
results indicate that both methods are almost equally
efficient for the precipitation of radioactivity and that both
radioiodinated cationized proteins can be kinetically in-
vestigated as well as radioiodinated native IgG and Fab.
Nevertheless, the increased level of free 125I following TCA
precipitation in the distribution phase of the cIgG, cFab,
and nFab kinetics suggests that the native and cationized
antibodies were metabolized or deiodinated for these three
compounds but not for the nIgG. The TCA-precipitable
radioactivity markedly decreased and reached its lowest
level at about 6-8 h after antibody administration and
then increased versus time. This deiodination process
could be caused by the sequestration of the native and
cationized antibodies in the liver, lung, and spleen, which
we have demonstrated to be the major organs of uptake
(see Results section). This effect was more pronounced
with the cationized than the native protein and more
especially with cFab. Furthermore, urinary elimination of
free iodine was maximal at 6 to 8 h after iv injection. Most
of the urinary radioactivity observed with cIgG and cFab
was free 125I, which accounted for 98 ( 1 and 70 ( 1.7% of
total radioactivity, respectively. A similar percentage of
98% of free iodine in the urinary excretion of cationized
albumin has been reported by Bergmann et al.24 However,
although thyroid has a high affinity for free 125I, we did
not observe significant differences in iodine uptake by the
thyroid for cIgG or cFab compared with nIgG and nFab.
These data confirm the previous observation of Bauer22

that high molecular weight radioiodinated proteins, such
as IgG, are more stable than smaller proteins, such as Fab
fragments. In addition, we also found that cationized IgG
and Fab are more sensitive to deiodination than native
antibodies, especially during the distribution phase. Though
the TCA precipitation technique demonstrated the deiodi-
nation of the proteins, the immunoprecipitation technique
showed a 2-fold decrease in the protein concentration that
was similar for both cationized and native forms. This
decrease could suggest that proteins were catabolized,
which was not observed following SDS-PAGE autorad-
iography except with cIgG and nIgG for which a lower
molecular weight band was observed. Nevertheless, the
kinetic decline was parallel with the two techniques. These
data demonstrate the analytical complexity of the analysis
of radioiodinated proteins.

Another factor that could affect antibody pharmacoki-
netics is the immunogenicity of the native or cationized
goat IgG and Fab in rats. The existence of a rat anti-goat
immune response could modify antibody pharmacokinetics
during the experiment. To check for such an immune
response, an IRMA was used because it has been reported
to be a reliable method for detection of trace amounts of
protein as low as 0.013 µg/mL.25 No rat anti-goat antibody
immune response was detected following single-dose ad-
ministration of either native or cationized IgG and Fab.
This result can be explained by the fact that we adminis-
trated a single and relatively low dose of native and
cationized antibodies. Data from the literature are vari-
able. For example, Muckerheide et al.26 reported that
cationized bovine serum albumin (cBSA) exhibited a unique
pattern of enhanced immunogenicity, and Apple et al.27

showed that this enhanced immunogenicity was due to the
increased uptake of cationized protein by antigen-present-
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ing cells. In that study, the cationized antigens were
administrated at high dose (100 µg/mouse) and emulsified
in incomplete Freund’s adjuvant. Pardridge et al.28 re-
ported that the repetitive administration of cationized rat
albumin to rats (1 mg/kg/day for 8 weeks, sc) resulted in
the development of a relatively low antibody response
directed against the cationized rat albumin protein. In
another study, Pardridge et al.29 did not find any formation
of antibodies directed against mouse IgG in mice treated
with either native or cationized mouse IgG (7.5 mg/kg/day
for 4 weeks, iv).

Taking into consideration all this methodological infor-
mation, we have assessed whether the cationization process
could offer significant advantages in terms of distribution
and clearance between IgG or Fab. Because of the size
difference between native IgG (150 kDa) and Fab (50 kDa),
the volume of distribution and total clearance of native Fab
are known to be higher than those of IgG because of their
greater intercompartmental diffusion and glomerular fil-
tration. Our pharmacokinetic parameters for both native
molecules reflect these differences and are similar to those
of previous studies,30-32 with the exception that the ter-
minal half-life and volume of distribution of nFab are
slightly more elevated than the values most often reported.
This effect could result from the persistence of a non-Fab
specific radioactivity that is precipitable by TCA. In
addition, our cationized antibody data clearly indicate that
both cIgG and cFab were rapidly cleared from the plasma.
The kinetic differences between the cationized and native
forms reflect both phenomena: a marked increase in the
volume of distribution, which was more pronounced for
cIgG versus nIgG (ratio ) 74) than for cFab versus nFab
(ratio ) 6.4), and in the total body clearance, which was
also more pronounced for cIgG versus nIgG (ratio) 114)
than for cFab versus nFab (ratio ) 3.5). This higher
reactivity of cIgG resulted in a volume of distribution and
total body clearance that were similar to those of cFab
despite its greater molecular size. The pharmacokinetic
parameters of cationized and native IgG are consistent with
those previously reported,29,33,34 whereas no data were
available for cFab. Based on comparison of the primary
pharmacokinetic parameters, there are no marked phar-
macokinetic differences between cIgG and cFab, except for
the higher renal clearance of cFab (Table 1).

Even if increased transport to the extracellular fluid is
in part responsible for the higher distribution and clearance
of cIgG and cFab, it cannot be the only mechanism. The
extracellular fluid volume in rat is approximately 240 mL/
kg,30 so the Vd values of cIgG and cFab are, respectively,
41- and 28-fold greater than the extracellular fluid volume,
suggesting extensive tissue interactions and possible en-
docytosis. Thus, the rapid removal of cIgG and cFab from
the plasma could be attributed to several mechanisms, such
as increased escape to the extracellular space, binding to
cells and basement membrane, intracellular uptake, and
degradation or elimination in urine and feces. All these
mechanisms are compatible with the observed increase in
volume of distribution and total body clearance of cation-
ized IgG and Fab.

The binding of cationized proteins to cells and basement
membrane has already been demonstrated.18,29 However,
we have also observed enhanced intracellular uptake of
colchicine-specific cIgG and cFab compared with nIgG and
nFab by isolated parenchymal and nonparenchymal cells
of the rat liver35and also in HL60 cells and human
peripheral lymphocytes (results not given). Our data
confirm the greater organ interaction of cIgG and cFab,
although the distribution pattern was not exactly the same
for cIgG and cFab. cIgG was predominantly taken up by
lung and spleen, whereas kidney and spleen were more

interactive with cFab; and, with both cationized com-
pounds, liver uptake was also enhanced, whereas no or only
moderate enhancement was observed in brain, thyroid, and
intestine. This organ distribution profile is in agreement
with previous studies,7,29 except that we found a greater
cIgG uptake in lung and spleen. These observations
suggest that the transcapillary or transcellular passage of
cationic proteins is an organ- and protein-specific process.
The morphology of the vascular endothelium, which varies
from organ to organ and from one location to another
within the vasculature of the same organ,33 could explain
the differences in uptake of cationized proteins by different
organs. Uptake of both cFab and cIgG was higher than
that of the native forms in liver, which is to be expected
because liver is an important interactive organ for cationic
macromolecules.36 Receptors for positively charged pro-
teins have been identified on Kupffer cells as well as on
endothelial cells.24,37 In contrast to other organs in which
the capillaries present a substantial barrier between
vascular and interstitial spaces, the discontinuous endo-
thelial capillaries of the liver favor the electrostatic inter-
action of cationic proteins with the negative charges of the
liver cell surfaces.36 A substance with a net cationic charge
can reach a 4-fold higher intracellular concentration due
to the inside negative membrane potential of the hepato-
cyte (-30 to 40 mV).38 This effect might be the main
explanation for the higher liver uptake of cIgG and cFab
than of nIgG and nFab. In contrast, the poor enhancement
of brain uptake of both cationized antibodies could be
explained by the special anatomical features of the endo-
thelial cells in brain capillaries. The tight junctions linking
the endothelial cells of the cerebral vessels form a continu-
ous endothelium that does not seem as favorable as
fenestrated or discontinuous endothelium for the uptake
of cationized antibodies.

In addition to these distribution properties, several
clearance mechanisms can be observed with both cationized
antibodies. First, renal clearance was enhanced for cat-
ionized proteins compared with native forms. The glom-
erular capillary wall functions as a barrier based on
discrimination of molecular size and electric charge.39

Normally, this wall restricts almost completely the passage
of compounds with molecular weight >50 kDa40 such as
IgG. In contrast, the 50 kDa Fab is filtered and partially
reabsorbed at the level of the proximal tubule,41 and then
undergoes extensive catabolism into peptides that recir-
culate in the blood. Little information is available concern-
ing the influence of electric charge. Filtration of negatively
charged dextran sulfate (64 kDa) is greatly restricted,
whereas the positively charged diethylaminoethyldextran
(DEAED, molecular weight 64 kDa) shows enhanced ability
to cross the glomerular wall compared with neutral dex-
trans of similar size.40 We found increased kidney distri-
bution and renal clearance for both cIgG and cFab, in which
renal clearance of cFab accounted for 10% of total body
clearance.

Clearance could also be dependent on the degradation
process affecting the protein itself and on iodine release.
These last effects have been discussed by comparing the
TCA and immunoprecipitation data.

In conclusion, this study demonstrates that cationization
of both colchicine-specific polyclonal IgG and Fab fragments
increased their organ distribution in vivo and markedly
altered their plasma pharmacokinetics compared with the
native compounds. These pharmacokinetic properties give
new insights into the increased detoxification capability of
these cationized antibodies. Colchicine has been reported
to be ubiquitously distributed, with high accumulation in
spleen, kidney, lung, liver, and heart.42 Because cIgG and
cFab also distribute within these tissues, cationized specific
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IgG and Fab could be more effective at reversing colchicine
toxicity because of their more extensive distribution to the
intracellular colchicine action site within the tissues.
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Abstract 0 Artificial neural networks applied to in vitro−in vivo
correlations (ANN−IVIVC) have the potential to be a reliable predictive
tool that overcomes some of the difficulties associated with classical
regression methods, principally, that of providing an a priori specifica-
tion of the regression equation structure. A number of unique ANN
configurations are presented, that have been evaluated for their ability
to determine an IVIVC from different formulations of the same product.
Configuration variables included a combination of architectural
structures, learning algorithms, and input−output association structures.
The initial training set consisted of two formulations and included the
dissolution from each of the six cells in the dissolution bath as inputs,
with associated outputs consisting of 1512 pharmacokinetic time points
from nine patients enrolled in a crossover study. A third formulation
IVIVC data set was used for predictive validation. Using these data,
a total of 29 ANN configurations were evaluated. The ANN structures
included the traditional feed forward, recurrent, jump connections, and
general regression neural networks, with input−output association types
consisting of the direct mapping of the dissolution profiles to the
pharmacokinetic observations, mapping the individual dissolution points
to the individual observations, and using a “memorative” input−output
association. The ANNs were evaluated on the basis of their predictive
performance, which was excellent for some of these ANN models.
This work provides a basic foundation for ANN−IVIVC modeling and
is the basis for continued modeling with other desirable inputs, such
as formulation variables and subject demographics.

Introduction
It is often desirable to determine a good correlation

between the in vitro dissolution data and the in vivo
pharmacokinetics. This modeled relationship can then be
used in product development or in establishing dissolution
specifications. Many of the previous examples of defining
an in vitro-in vivo correlation (IVIVC) in drug studies
follow simple linear models, relating a parameter or a time
point descriptive of the dissolution to a parameter or a time
point descriptive of the pharmacokinetic absorption.1-3

However, often a model is unsuccessful in completely
describing the IVIVC and sometimes no relationship can
be determined. The number of possible variables, the
model being unable to account for some physiological rate
determining process, and the possible amount of variability

intrinsic to the parameters of these modeled relationships
are some examples of these difficulties.4-6

It is an aim of the IVIVR Cooperative Working Group
to extend the development of IVIVC using newer modeling
tools, such as those in the field of artificial intelligence.
The self-organizational properties of these methods and
their ability to incorporate a large number of possible
variables and relationships without a predefined model
structure encourage the evaluation of artificial neural
networks (ANN) in determining an IVIVC.

The term ANN refers to a group of algorithms used for
pattern recognition and data modeling. As its name
implies, ANN systems are loosely based on neural physiol-
ogy, using the concept of a highly interconnected system
of parallel processing units. It is not the intent of this
paper to intensively cover ANN methodology; a review of
the development of ANN can be found elsewhere,7 as well
as a complete description of the theory involved and tested
in this research.8-10

The application of neural network concepts is relatively
new to the field of pharmacokinetics and pharmacodynam-
ics. An introduction to ANN as applied to the field of
pharmacokinetics was given by Erb, who described the
common back-propagation learning algorithm11 and dem-
onstrated its ability to be used as a bayesian classifier using
simulated data.12 The application of real pharmacokinetic
data for the task of learning interspecies scaling, using
different input-output data formats and neural network
configurations, has been described by Hussain et al.13 They
also described the problem of the lack of a structured set
of rules or guidelines in determining network configuration
variables, such as the number of hidden nodes, the neces-
sary number of training iterations, and the proper data
format. Application of an ANN to predict drug behavior
based on patient demographics and patient factors, and a
comparison to a more traditional approach has also been
described.14 The implementation of ANNs in pharmaco-
dynamics to predict the central nervous system activity due
to the drug alfentanil has been examined.15 ANNs have
also been successfully implemented in problems very
similar to IVIVC, such as product development16 and
quantitative structure-pharmacokinetic relationships,17

again using a common back-propagation approach to ANN
learning.

It is our eventual aim to develop a methodical approach
to ANN-IVIVC, and the intent of this paper and current
research is to show the feasibility of ANN-IVIVC by
presenting the results from some common ANN configura-
tions and data formats, using a relatively small set of
IVIVC data for training and prediction. The results from
a newer ANN, which does not use the back-propagation
iterative learning paradigm, are also presented. It is not
the intent of this paper to rigorously compare this method
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with other available IVIVC methods, suggest this approach
as appropriate for different situations, nor suggest that this
method is a simpler means for correlating in vitro-in vivo
data. Such comparisons and analyses, which are ongoing
within our group, require numerous types of data and
experimental design.

Methods

Description of TermssThere is a great deal of diversity in
terminology within the ANN literature, and it is necessary to
define some important terms that will be used throughout this
paper. These defintions are not intended to be a glossary of terms
in the area of artificial intelligence programming, but rather a
necessary beginning in establishing a common foundation. Begin-
ning with the format of data, each correlation between a set of
input variable(s) and a set of output variable(s) is defined as an
input-output association and all of the input-output associations
collectively form a pattern file. ANNs learn using a pattern file
known as a training pattern file, in which the individual input-
output associations from this file are presented either randomly
or in a defined order. A validation pattern file, which does not
use data involved in training, is applied to the trained ANN to
test the predictive capabilities of the trained ANN. Memorization
of an ANN is a common problem referring to when an ANN has
become over-trained and is mimicking the training pattern file.
This is a situation where the ANN does not have the ability to
predict well using inputs other than those found in the training
pattern file. To avoid memorization and to establish a criteria to
stop training, a test pattern file is constructed using associations
from the training pattern file and applied periodically to the ANN
during training. The input-output associations from the test
pattern file are not used in the training, but as a measure of
memorization and as a criteria to terminate training. The basic
functional element of a neural network is defined as a node, which
possesses a certain type of transfer function. The connections
between nodes carry a weighting term, which is the element of
an ANN that is continually adjusted during training. Nodes are
arranged in layers: input layer, hidden layer(s), and output layer.
It is necessary to define these terms prior to describing any
methodology or discussing the results to prevent any confusion
due to a lack of formalized vocabulary in artificial intelligence
research.

Trial Data and SoftwaresThe data set reported in this study
included in vitro inputs (% dissolved) and in vivo outputs (plasma
concentrations). Inputs in the training pattern files consisted of
the dissolution values from two extended-release formulations with
seven dissolution time points each, at which six tablets were tested
per formulation. Each formulation was administered to nine
individuals in a crossover trial. Corresponding ANN outputs
consisted of the drug plasma concentrations, sampled at 15 time
points following oral tablet administration. A third extended
release formulation, with the same experimental setup and part
of the same crossover study, was used as a validation set. Success
of the ANNs was based on the prediction of the validation profile.

The complete data set, consisting of the three separate formula-
tions and correlated kinetics, was chosen because the pharmaco-
kinetics for this drug was known to follow a “flip-flop” first-order
absorption model, where the absorption of this drug was relatively
slow compared with its elimination. This situation, as a trial for
ANN-IVIVC, gave reasonable assurance that the dissolution
kinetics could be considered a variable influential throughout the
pharmacokinetic profile.

All ANN training and application were performed using Ward
Systems’ software package, NeuroShell 2.18

Choice of Neural Network ConfigurationssPart of the aim
of these studies and the focus of this paper was to determine the
best network configuration for this relatively small set of in vitro-
in vivo data using a systematic approach. This determination was
performed by initially selecting a set of common network archi-
tectures. Network configuration variables that are the focus here
included the type of input-output association, network architec-
ture, and for some architectures, the number of hidden layers.

Network ArchitecturessThese trials involved four basic
types of ANN architectures contained within the NeuroShell 2
software: traditional feed forward neural networks, recurrent
neural networks, jump connection neural networks, and general-
ized regression neural networks. Diagrams of these network
structures, with the nodes represented collectively as functional
blocks, are shown in Figure 1. Including the type of network
architecture and the number of hidden layers, we have tested a
total of eight types of network architectures. A summary of each
ANN architecture is given below and shown in Table 1.

Two of these ANN architectures are the common three and four
layer feed forward neural networks (FFNN3 and FFNN4 shown
in Figures 1a and 1b, respectively), which have one and two hidden
layers, respectively. To give the network functional flexibility, a
linear function (f1 (x) ) x) was used for the nodes in the input

Figure 1sBlock diagrams of the ANN architectures used in the study. Almost all of the architectures employ some type of back-propagation learning. The general
regression neural network uses a statistical technique known as kernel regression.
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layer and a logistic function (f2 (x), f3 (x), f4 (x) ) 1/(1 + exp(-x)))
was used for each node in the hidden and output layers.

The recurrent networks defined as RNNi, RNNh, and RNNo
(Figures 1c, 1d, and 1e, respectively) had recurrent connections
to the input, hidden, and output layers, respectively. Recurrent
architectures do not have the input to output feed forward design;
their recurrent design allows for a “long-term memory”. This type
of structure has the ability to learn sequences of input-output
associations. Therefore, the setup of input-output data sequence
presented in training and prediction becomes very important to
these networks and their order must be considered, such as when
the data is presented as a time series. The transfer function of
each node in the hidden and output layers was set as a logistic
function, whereas the input layer nodes were set to a linear
function. The fourth layer can be called the network’s “long-term
memory”, and has no node functionality. It contains the contents
of the connected layer as it was in the previous training. These
types of networks have been shown to work well with time series
data that depend on history.19

The following two network architectures are a type of ANN
known as jump connections. In this type of back-propagation
network, every layer is connected in a feed forward manner. Three
and four layer jump connection ANN architectures, designated
JCNN3 and JCNN4 (Figures 1f and 1g), respectively, were used
because they may be possible alternatives to the traditional feed
forward structures, and were given the same node functions as
FFNN3 and FFNN4.

Unlike the other ANNs, a general regression neural network
(GRNN) is not an ANN that uses the back-propagation learning
paradigm. The GRNN is an ANN system that involves a statistical
technique known as kernel regression and requires the data to
only be iterated once through the network during training.10

Training of the GRNN was done using two options available in
the NeuroShell 2 software. Patterns were compared based on their
differences in distance using the vanilla or Euclidean distance
metric, and smoothing was performed by using a genetic algorithm
that selectively breeds a solution to the problem using a fitness
function as a measure of survival. The mean squared error of the
outputs in the test pattern file is used as the fitness function in
the software. The NeuroShell 2 software manual contains de-
scriptions of this terminology and these options with suggestions
for their implementation.18

In all but the GRNN, training was performed by the software
using a back-propagation scheme. Back-propagation is the most
widely used learning algorithm employed in training neural
networks. In its simplest form, it should be very familiar to those
involved in data fitting and regression because it is an iterative
gradient descent procedure that minimizes the error.20

Network Training CriteriasIn all nonrecurrent networks,
10% of the training pattern file was randomly selected and placed
aside as a test pattern file during training. Recurrent neural
networks, however, rely on previous history, which required the
data to be presented as a time series across input-output
associations. This presentation also included the application of
any test or validation pattern file. For this reason, the test pattern
file applied to any recurrent architecture consisted of the associa-
tions from the ninth subject/second formulation, kept in time
sequence.

The test pattern file was not included in the training, but was
used as a periodic measure of the network’s ability to successfully
predict while being trained. The test pattern file was applied to
the network after every 200 input-output associations (training
events), using the NET-PERFECT feature in the NeuroShell 2
software. The prediction of the outputs in the test pattern file
was used as a stop criterion. In each case, the network was
directed to stop training after 20000 training events following a
minimum error, and the weights corresponding to that minimum
were saved as the trained ANN.

Associations and Pattern FilessFour different types of
pattern files constructed from the same data were selected for
evaluation. The pattern files, named ASSOCIATION 1 through
4, were unique because of different formatting of the input-output
association. Each training pattern file had corresponding valida-
tion and test pattern files constructed with the same type of input-
output association. A diagram of each type of input-output
association is shown in Figure 2, indicating the structure of the
relationship as well as using subscripts to show how the data are
formatted across associations to create a pattern file. General
descriptions of the input-output associations are given next, and
a summary of the constructed pattern files is shown in Table 2.

ASSOCIATION 1sInitially the data were presented as the
functional relationship shown in Figure 2a, with an input-output
association that used all of the pharmacokinetic concentration
values from an individual as an output set associated with an input
set that consisted of the dissolution profile from an individual
tablet. The pattern file then contained each pharmacokinetic
observation set associated with each of the six tablet dissolution
profiles. The dissolution mean was not used in this type of pattern
file, or in either of the other three pattern files.

ASSOCIATION 2sLike ASSOCIATION 1, the input-output
associations in this pattern file included the complete kinetic set
of dissolution values for each tested tablet, but each was associated
with a single respective pharmacokinetic output. Collectively, the
input-output association lines of the pattern file formed a
pharmacokinetic time sequence. The pharmacokinetic time point

Table 1sSummary of the Eight Types of ANN Architectures Tested

type architecture
data

presentation test set
node configuration

(input-hidden-output)

FFNN3 feed forward 3 layers random ≈10% randomly selected linear−logistic−logistic
FFNN4 feed forward 4 layers random ≈10% randomly selected linear−logistic−logistic−logistic
RNNi recurrent input−input rotational individual subject with single formulation with all 6 dissolution sets linear−logistic−logistic
RNNh recurrent hidden−input rotational individual subject with single formulation with all 6 dissolution sets linear−logistic−logistic
RNNo recurrent output−input rotational individual subject with single formulation with all 6 dissolution sets linear−logistic−logistic
JCNN3 jump connections 3 layers random ≈10% randomly selected linear−logistic−logistic
JCNN4 jump connections 4 layers random ≈10% randomly selected linear−logistic−logistic−logistic
GRNN general regression neural network N/A ≈10% randomly selected to determine smoothing N/A

Table 2sPattern Files Constructed from the Different Input−Output Association Typesa

# association type association input(s) association output(s) pattern structure
#associations/

formulation

1 functional (7) dissolution setj (tDISS1:tDISS7) (15) PKi (tPK1:tPK15) subject1-9 (dissolution set1-6) 54
2 time series (8) tPK, dissolution setj (tDISS1:tDISS7) (1) PKi (tPK) subject1-9 (dissolution set1-6(tPK 1-15)) 810
3 time series (2) tDISS|PK, dissolution setj (tDISS) (1) PKi (tPK) only those

outputs where tPK ) tDISS

subject1-9 (dissolution set1-6(tDISS|PK 1-7)) 378

4 time series memorative
association

(1−8) tPK, dissolution setj (if tDISS < tPK ) (1) PKi (tPK) subject1-9 (dissolution set1-6(tPK 1-15)) 810

a PK ) Pharmacokinetic observations (in vivo); DISS ) % dissolved (in vitro); i ) subject number; j ) tablet number; tPK ) pharmacokinetic time point;
tDISS ) dissolution time point.
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was also included as an input. A diagram of this relationship is
shown in Figure 2b.

ASSOCIATION 3sThe input-output associations of this pat-
tern file, shown in Figure 2c, consisted of each in vitro value as
an input associated with each in vivo output. Pharmacokinetic
observations with no directly associated dissolution observations
were not used in the training. The time of the observation was
also added as an input.

ASSOCIATION 4sThis pattern file, shown in Figure 2d,
attempted to unite some of the more desirable features of the
previous pattern files that included presenting the entire dissolu-
tion profile per tested tablet as inputs (ASSOCIATIONS 1 and
2), presenting the data as a time sequence (ASSOCIATIONS 1, 2,
and 3), and utilizing all of the in vitro data (ASSOCIATIONS 1,
2, and 4). Pattern file ASSOCIATION 4 was a sequential time
series and included previous dissolution values as inputs. This
type of pattern file can be termed a memorative association and
was a type of time progressive synthesis neural network config-
uration described by Veng-Pedersen.15 The output consisted of
the pharmacokinetic concentration value, whereas the inputs were
the pharmacokinetic time point and all the dissolution values that
preceded that point in time. Dissolution values that occurred after
that pharmacokinetic time point were set to zero in the pattern
file and were interpreted as null inputs by the software.

Results and Discussion

A total of 29 network configurations, which included the
eight different types of ANN architectures and four types
of input-output associations, were tested. The three
recurrent architectures were not used with ASSOCIATION
1, because this type of relationship did not have a sequen-
tial format across associations.

Each network was trained as described in the methodol-
ogy, and the weights of each of the 29 trained ANNs were
saved. Inputs from the training and validation pattern
files were applied to the trained networks and these
respective ANN outputs were compared to the actual
observations. Shown in Table 3 are the results for both
the training and validation pattern files for each ANN
configuration, consisting of the correlation coefficient (R2),

mean prediction error (MPE), and mean absolute error
(MAE). These values are defined as

where y ) actual observation, ŷ ) ANN prediction, yj )
average observation, and N ) number of observations. Also
shown is the ratio of R2 between the predictions and
training pattern files, as an indicator of possible network
memorization.

Results from these trials, as summarized in Table 3,
reflect the success of each ANN configuration with this
particular set of IVIVC data. These results are measured
by the precision and bias of the outputs from the training
and validation pattern files. The ANNs attempted to
determine a mean concentration curve based on the
information contained in the dissolution kinetics, and in
some configurations, attempted to account for the vari-
ability in the pharmacokinetics due to variability in the
dissolution kinetics.

More than half of these ANN configurations could be
considered successful in predicting the pharmacokinetic
data from the dissolution kinetics. The better network
architectures for this IVIVC data set seem to be the feed
forward and the generalized regression architectures, based
on their ability to give good model predictions with all four
pattern files. The more successful pattern files included
formatting the data as a functional relationship (AS-
SOCIATION 1) and as a memorative pattern file (AS-
SOCIATION 4). An example of a model prediction from
one of these network configurations is shown in Figure 3
and Figure 4. In this example, the ASSOCIATION 4

Figure 2sDiagrams of the input−output associations used in pattern files ASSOCIATION 1 through 4. The subscripts i and j are used to show the number of
associations across association types.

R2 ) ∑(y - ŷ)2

∑(y - yj)2

MPE ) 1
N∑(ŷ - y)

MAE ) 1
N∑|y - ŷ|
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pattern file was used to train the GRNN. Following
training, the dissolution values from the training pattern
files were used as inputs to predict the pharmacokinetic
data. Comparisons of the actual observations with these
ANN outputs are shown in Figure 3. The dissolution
values from the validation pattern file were then presented
to this trained ANN, interpolating the pharmacokinetic
predictions shown in a comparison with the actual phar-
macokinetic observations in Figure 4. These figures are
representative of those network configurations that did
relatively well, with a MPE close to zero for both training
and validation sets, an R2 of >0.85 for the training set,
and an R2 of >0.77 for the validation set (R2 ratio >0.9).

The common and relatively simple FFNN architectures
(Figures 1a and 1b) worked well with this data set based
on the predictions of the validation pattern file outputs,
especially when the data were presented as a functional
relationship (ASSOCIATION 1). For some IVIVC data,
however, these types of architectures may not work as well
as time series predictors. Some IVIVC tend to be nonlin-
ear, requiring the ANN to incorporate past history. The
feed forward structure cannot incorporate history, but this
may be accounted for if the data is arranged as a memo-
rative association (ASSOCIATION 4), which also proved
successful with this IVIVC data. An interesting example
of network performance as a function of configuration
variables is seen in comparing the ASSOCIATION 2-
FFNN3 trial with the ASSOCIATION 2-FFNN4 trial,

where the additional hidden layer improved prediction
dramatically. Practical ANN experience has shown that
a majority of problems can be solved with a three-layered
design, and that a four-layered ANN may be prone to fall
into a local minima.21 However, with this IVIVC data set
formatted as the ASSOCIATION 2 pattern file, a four-
layered feed forward structure predicted well, whereas the
three-layered ANN failed to converge on a solution.

The JCNN architectures (Figures 1f and 1g), which are
structurally very similar to the FFNN architectures, also
compared well. The lack of any significant improvement
in describing these data, however, suggests that the
additional jump connections were not necessary.

Table 3sStatistical Results for the 29 Network Configurations Applied
to ANN−IVIVC

training set validation set

network R2 MPE MAE R2 MPE MAE

R2 ratio
(prediction/

training)

Association 1
FFNN3 0.878 −0.229 3.110 0.803 −1.431 3.992 0.915
FFNN4 0.880 −0.196 3.109 0.790 −1.435 4.089 0.897
RNNi N/A N/A N/A N/A N/A N/A N/A
RNNh N/A N/A N/A N/A N/A N/A N/A
RNNo N/A N/A N/A N/A N/A N/A N/A
JCNN3 0.875 0.454 3.207 0.819 −0.415 3.957 0.937
JCNN4 0.872 0.574 3.238 0.815 −0.526 4.007 0.935
GRNN 0.877 −0.001 3.180 0.800 −1.302 3.997 0.912

Association 2
FFNN3 0.136 −1.371 9.486 0.142 −2.180 9.588 1.041
FFNN4 0.865 0.493 3.316 0.792 −0.910 4.179 0.915
RNNi 0.732 3.642 5.080 0.742 3.061 5.422 1.013
RNNh 0.728 4.351 5.101 0.692 3.731 5.749 0.950
RNNo 0.741 4.273 5.268 0.763 2.312 5.336 1.029
JCNN3 0.101 −2.234 9.520 0.114 −3.062 9.612 1.134
JCNN4 0.078 −1.365 9.653 0.149 −1.396 9.592 1.910
GRNN 0.878 −0.035 3.184 0.788 −1.357 4.178 0.897

Association 3
FFNN3 0.749 −0.825 4.184 0.608 −2.931 5.352 0.812
FFNN4 0.752 −0.514 4.167 0.620 −2.623 5.296 0.824
RNNi 0.539 4.583 6.237 0.594 2.642 6.088 1.102
RNNh 0.420 6.089 7.171 0.559 3.493 6.381 1.333
RNNo 0.478 4.347 6.668 0.578 1.404 6.093 1.210
JCNN3 0.745 −0.073 4.267 0.614 −2.259 5.327 0.825
JCNN4 0.746 −0.235 4.238 0.617 −2.391 5.265 0.827
GRNN 0.769 0.031 3.998 0.634 −2.110 5.092 0.825

Association 4
FFNN3 0.846 −0.076 3.540 0.771 −1.573 4.465 0.911
FFNN4 0.854 −0.538 3.389 0.770 −1.683 4.280 0.901
RNNi 0.658 4.650 5.626 0.571 5.540 7.196 0.868
RNNh 0.696 0.744 5.187 0.580 5.174 7.135 0.834
RNNo 0.596 1.252 6.111 0.628 3.404 6.303 1.054
JCNN3 0.841 −0.192 3.607 0.789 −0.798 4.230 0.938
JCNN4 0.856 −0.286 3.357 0.787 −1.618 4.098 0.919
GRNN 0.859 −0.015 3.303 0.773 −0.749 4.295 0.900

Figure 3sActual pharmacokinetic observations from the training data set are
compared with ANN pharmacokinetic predictions using in vitro inputs from
the training data set. The GRNN was trained with the training pattern file
ASSOCIATION 4.

Figure 4sActual pharmacokinetic observations from the validation data set
are compared with ANN pharmacokinetic predictions using in vitro inputs from
the validation data set. The GRNN was trained with the training pattern file
ASSOCIATION 4.
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A thorough description of the theoretical development
and implementation of the GRNN is too involved for this
discussion, but can be referenced in the work by Specht.10

This network structure requires only a single iteration to
provide estimates of continuous variables and has a distinct
advantage in that it can converge to a linear or nonlinear
regression surface, even with relatively little data. This
property as well as its success in these trials with all of
the different types of pattern files encourage its use in this
type of research.

A problem in implementing the recurrent network
structures, as reflected in the results presented here, was
the determination of a stopping criteria. As with all back-
propagation network training performed in these trials, the
test pattern file was applied periodically throughout train-
ing and was a measure used to indicate the completion of
training before the onset of memorization. Because of the
importance in keeping a sequential structure with recur-
rent networks, rather than the test set randomly con-
structed from the training data, the ninth subject receiving
the second formulation was used as the selected test
pattern file. This procedure proved to be a good measure
that prevented memorization, but biased the trained
network in the favor of this test set. A typical plot of the
error as a function of the training intervals for a recurrent
network is shown in Figure 5. Once a minimum is found,
network training oscillates across subjects until training
is stopped, the time of which is based on the number of
iterations following a minimum in the test set. A trained
network based on a minimum corresponding to the test
pattern file is saved, biasing the results to the data used
as the test set. So, although the recurrent ANN structures
produced fair results, these results were biased to the
selected test pattern file. Better results may be expected
if a better “average” or unbiased test pattern can be found,
the intersubject variability can be better described using
additional inputs, or another method to protect against
network memorization can be found.

In most ANN structures, the number of inputs and
outputs dictate the number of input and output nodes,
respectively. Hence, more inputs and outputs lead to a
more complicated network structure. Although relatively
successful here, the ASSOCIATION 1 pattern file had a

total of 15 outputs, which must be considered in the
evaluation of these types of input-output associations for
ANN-IVIVC. When the level of complexity of the struc-
ture increases, the likelihood of obtaining a good solution
decreases. As this research progresses, it is expected that
the number of independent variables, or inputs, will be
increased, adding to the complexity of the models and
making input-output associations, like that found in
ASSOCIATION 1, undesirable. The memorative type of
input-output association used to construct the ASSOCIA-
TION 4 pattern files worked well with all eight ANN
architectures. This type of pattern file had the advantage
of being a generalized format with a single output, which
also allows the network to incorporate relationships from
the previous inputs. A disadvantage of this pattern file is
its inability to use information from dissolution values with
a time of dissolution greater than the corresponding time
of the pharmacokinetic observation. This pattern file may
not predict well in data sets where the dissolution lags
behind the pharmacokinetics.

The number of network configurations can be immense
when considering some of the variables examined here,
such as network architecture, data formats, and number
of hidden layers, and considering some of the other possible
network configuration variables not addressed; for ex-
amples, number of hidden nodes, additional network
structures, learning algorithms, and the different types of
node transfer functions. The number of hidden nodes in
these trials were set to the software defaults, which were
allowed to be conservatively large, because the periodic
application of the test pattern file helps to prevent memo-
rization. Some of the more common network architectures
were examined in this study, but there were many more
that may prove to be as good or better in ANN-IVIVC.
Other possible structures that may prove to be applicable
are the newer multilayer networks that include a lag in
the data between the dependent and independent vari-
ables.9 The node transfer functions were limited to the
linear and logistic transfer functions in this study, but
many other different types of functions, such as a limit,
competitive, hyperbolic tangent, sine, or Gaussian may be
used.

Conclusion
We have evaluated a number of possible network con-

figurations, many of which successfully predicted a mean
in vivo plasma concentration profile using dissolution
kinetics. This work has demonstrated the feasibility of
ANN-IVIVC by showing a number of potential ANN
configurations that can be considered successful with this
data set, but has illustrated a need for a methodical
approach in applying ANN to problems. Additional input
variables, including subject demographics, dissolution
method variables, and formulation variables, are currently
being introduced to attempt to account for the nonrandom
error associated in the relationship. The ANN-IVIVC has
the potential to establish complex relationships and may
also possess the ability to interpolate pharmacokinetic
parameters and profiles given formulation specifications.
Also, algorithms and software currently exist to reverse
map from the plasma concentration curve to the dissolution
profile, possibly forecasting a range of dissolution profiles
that will provide bioequivalent formulations.
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Abstract 0 The purpose of this study was to test the utility of infrared
(IR) spectroscopy to determine protein secondary structure in
biodegradable microspheres. Encapsulation of proteins within biode-
gradable polymers, [e.g. poly(lactic-co-glycolic acid) (PLGA)] for
controlled drug release has recently been the subject of intense
research effort. The ability to assess protein integrity after microsphere
production is necessary to successfully produce microspheres that
release native proteins. We used IR spectroscopy, a noninvasive
methodsas opposed to conventional organic solvent extraction or in
vitro release at elevated temperaturesto assess the secondary
structure of recombinant human growth hormone (rhGH) within dry
and rehydrated microspheres. PLGA microspheres containing rhGH
with different excipients were prepared by a conventional double-
emulsion method. The protein IR spectra indicated that the encapsula-
tion process could perturb the structure of rhGH and that excipients
could inhibit this damage to varying degrees. A strong positive
correlation was found between intensity of the dominant R-helical band
in the spectra of rhGH in rehydrated microspheres and the percent
monomer released from microspheres during incubation in buffer. We
also studied microspheres prepared with zinc-precipitated rhGH. The
addition of Zn2+ during microsphere processing partially inhibited protein
unfolding and fostered complete refolding of rhGH upon rehydration.
In conclusion, IR spectroscopy can serve as a valuable tool to assess
protein structure within both dried and rehydrated microspheres.

Introduction

Over the past several years, there have been numerous
reports of encapsulation of proteins within biodegradable
microspheres (for a recent review, see ref 1), which are used
for sustained release of therapeutic proteins. For these
systems to be successful clinically it is essential that the
encapsulated protein be released in a native, functional
state. In addition, the structure of the protein in the dried
microsphere product could greatly affect the storage stabil-
ity of the encapsulated protein. However, the integrity of
the encapsulated protein is difficult to assess. Organic
solvents used in the fabrication process may be required
to remove the protein from the microspheres for charac-
terization, and this extraction process may itself cause
degradation of the protein. Alternatively, the microspheres
may be incubated in aqueous buffers at elevated temper-
atures (e.g., 37 °C) to facilitate erosion of the polymer
matrix and release of the protein into the buffer. During
this incubation period, the protein may undergo both
physical and chemical degradation. Thus, protein degrada-
tion caused by the method of removing the protein from
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the microspheres could prevent the accurate determination
of protein integrity within microspheres.

Such assessment is necessary to ensure production of
microspheres that release native proteins. For example,
with a valid method, excipients may be screened for their
ability to stabilize the protein during encapsulation and
drying, and during rehydration under physiological condi-
tions. The most valuable method is one that allows the
encapsulated protein to be studied directly in the micro-
spheres, without the need for extraction or dissolution
steps. Infrared (IR) spectroscopy is one promising method
because it can be used to study directly the secondary
structure of proteins in any state, including dried solids,
precipitates and, potentially, intact microspheres.2-5 In this
study, we investigated the utility of this method to deter-
mine the structure of recombinant human growth hormone
(rhGH) in polylactic-co-glycolic acid (PLGA) microspheres.
The secondary structure of rhGH in both dry and rehy-
drated, intact microspheres was compared with that for the
native, aqueous soluble protein. Several different formula-
tions of rhGH were screened for their ability to maintain
the protein in its native state during a double-emulsion
encapsulation process.6 The degree of nativelike structure
was compared with recoveries of native protein with the
traditional in vitro release and organic solvent extraction
methods.7-9 Finally, the structure of rhGH was assessed
in microspheres prepared by an alternative strategy, which
employed protein that was precipitated with Zn2+ and
spray-freeze-dried prior to encapsulation in PLGA.7

Experimental Section

Microsphere PreparationsTwo different encapsulation pro-
cesses were used to produce PLGA microspheres containing rhGH.
PLGA polymer (RG502, RG752, and RG756) was purchased from
Boehringer Ingelheim, and rhGH was supplied by Genentech
Production Recovery Operations. The first encapsulation method
was the conventional water-in-oil-in-water double emulsion pro-
cess, which was performed as described previously.6 To compare
the results of secondary structural analysis obtained with IR
spectroscopy to results obtained with dissolution and extraction
procedures, microspheres prepared with rhGH containing various
different excipients (e.g., mannitol, trehalose, carboxymethylcel-
lulose, and dextran) were studied.6 These different formulations
had already been shown to provide a range of protein stabilities,
as assessed by extraction of the native protein from the micro-
spheres.6 The same samples of these formulations were used here
to determine if there would be a corresponding range in the degree
of native secondary structure retention in the encapsulated rhGH.

With the second encapsulation method, rhGH was initially
precipitated with Zn2+ and then spray-freeze-dried.7 The protein
powder was homogenized in methylene chloride containing PLGA
and sprayed into liquid nitrogen and solid ethanol, as discussed
previously.7 For both methods, the final microspheres were stored
as a dry powders at 2-8 °C prior to analysis.

Analysis of rhGH Release and Extraction from Micro-
spheres Produced by the Double-Emulsion ProceduresTo
quantify the in vitro release of rhGH from PLGA, the microspheres
were incubated in isotonic HEPES buffer, pH 7.4, at 37 °C for 1
h, using a previously described method.8,9 The protein was
extracted from a parallel set of microspheres by dissolution in
methylene chloride, as previously described.7 Protein released or
extracted was analyzed by native size exclusion chromatography
(SEC) to determine the amount of native monomeric rhGH.8

Analysis of Infrared SpectrasThe IR spectra were obtained
with a Nicolet Magna 550 spectrometer equipped with a DTGS
KBr detector. For dry powder and microspheres samples, 0.5-1
mg of sample was mixed with 300 mg of KBr and annealed into
disks. This process has previously been shown not to alter the IR
spectra of dried proteins.4 The aqueous protein or rehydrated
microspheres samples were placed in a variable path length
sample cell containing CaF2 windows, which were separated by
ca. 6 µm.

For each spectrum, 64 or 256 scans for dry or liquid sample,
respectively, were collected in a single beam mode with a 4 cm-1

resolution. A reference spectrum was recorded under identical scan
conditions with protein-free PLGA (placebo) or buffer, as needed.
The protein spectra were obtained by subtraction of the reference
spectra according to the criteria described in the Results section.
Signals for liquid and gaseous water were digitally subtracted, as
previously described.10 Final spectra are presented as second
derivatives in the conformationally sensitive amide I region.
Seven-point smoothing using Omnic software (Nicloet) was per-
formed to remove white noise. To compare spectra, the second-
derivative spectra were imported into GRAMS/386 (Galactic) and
the area of amide I region was normalized as described previ-
ously.2,11 Finally, the relative degree of retention of native second-
ary structure was determined by calculating the depth of the
dominant R-helix band, relative to that for native, aqueous rhGH.

To examine protein structure in rehydrated microspheres, the
samples were incubated in H2O for 4 h prior to the measurement.
For microspheres rehydrated in D2O, 2 mg of dry microspheres
were incubated with 60 µL of D2O for at least 20 h at room
temperature. Prior to measurement, the supernatant was replaced
with the same volume of D2O. This treatment was used to ensure
consistent deuterium-hydrogen exchange for each sample.

Results and Discussion

The Structure of rhGH in Dry PLGA Microspheress
For storage of the final product, protein encapsulated in
microspheres must be stable in the dried state. There are
no published studies defining the critical criteria for storage
stability of proteins encapsulated in dried microspheres.
However, it is well established for freeze-dried protein
formulations that retention of native protein structure is
one important factor for storage stability.3 It seems reason-
able to suggest that this factor may also be the case for
long-term storage stability of encapsulated proteins. Thus,
a noninvasive method, such as IR spectroscopy, to assess
the effect of processing and/or formulations on protein
structure within dry microspheres is essential to the
ultimate development of products with sufficient shelf life.

To obtain a high quality IR spectrum of protein in
microspheres, it is necessary to subtract out the contribu-
tion of PLGA from the amide I region, which is used for
assessment of protein secondary structure. As shown in
Figure 1A, the PLGA used in the current study had only
minimal absorbance in the amide I region (1600-1700
cm-1). There is a large absorbance of PLGA centered
around 1750 cm-1, but only a slight shoulder from this
band extends into the region of 1680-1720 cm-1. To ensure
that this small contribution from PLGA was not affecting
the final protein spectra, we digitally subtracted the
absorbance of PLGA microspheres without protein from the
spectrum of the microspheres containing rhGH (Figure 1).
A successful subtraction was indicated by the presence of
a flat region at about 1730-1710 cm-1. We found this
criterion provided reproducible results and consistent final
protein spectra, even when different investigators per-
formed the spectral subtractions.

Figure 2 shows examples of the resulting spectra of
rhGH with different formulations in dry microspheres and
the spectrum of native aqueous rhGH. The native protein
is primarily R-helical in structure, and hence, its spectrum
is dominated by a helix band at 1656 cm-1. In the spectra
of the dried microsphere samples, this band is greatly
reduced in intensity, indicating a loss of native helix
structure. This loss is compensated by an increase in
â-sheet, as evidenced by the increase absorbance at ca. 1685
cm-1. The greatest reduction in helix was seen for the
microspheres prepared without excipient or with mannitol.
There was a slight improvement in recovery of helix content
with trehalose. However, in all cases (Figure 2), the helix
content of rhGH in dried microspheres was less than that
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for the protein in a lyophilized powder (prepared without
excipient). This result indicates that in addition to the
denaturation caused by the initial freeze-drying step, the
protein structure could further be perturbed by the sub-
sequent emulsion and encapsulation steps. Further re-
search is needed to assess the relative effectiveness of
excipients at inhibiting protein denaturation during the
initial lyophilization and subsequent processing steps. This
work will be necessary to obtain a final microsphere
preparation with the optimal retention of native protein
structure. With IR spectroscopy it should be straightfor-
ward to monitor the structure at each step.

The Structure of rhGH Microspheres rehydrated
in H2OsAlthough the structure of proteins in dried mi-
crospheres may be important for storage stability of the
product, protein structure in rehydrated microspheres is

most relevant to the performance of the product under
physiological conditions. The structure of a dried protein
is not necessarily predictive of that obtained after rehy-
dration.2-5,11 For example, with lyophilized protein formu-
lations it has been found that unfolded protein molecules
in the dried state may fully refold during rehydration.2-5,11

Conversely, with some systems, it has been observed that
not only is the native structure not recovered upon rehy-
dration, but a substantial fraction of the protein population
may form non-native aggregates.2-5,11 These aggregates
often have a large fraction of intermolecular beta sheet
strucuture, which can be detected by specific bands in the
amide I region of the IR spectrum.2 The behavior of a given
sample during rehydration depends on, at least, (1) the
physicochemical properties of the protein itself, (2) the
initial and final pH, (3) the effects of excipients on protein
structure during the drying process and rehydration, and
(4) the macroscopic properties of the dried material that
dictate rates of rehydration and dissolution of protein
molecules.2-5,11 Clearly, it is not possible to predict how
all of these parameters would affect the behavior of protein
molecules during rehydration of microsphere formulations.
Thus, direct examination of protein structure in the rehy-
drated microspheres is essential.

With rehydrated samples, we found that the PLGA used
in the study had minimal absorbance in the amide I region.
As is the case with all aqueous protein samples, the
absorbance in this region was dominated by H2O itself. We
found that the well-established methods10 for quantita-
tively subtracting this contribution from spectra of protein
solutions also was appropriate for spectra of rhGH in
rehydrated microspheres. The criterion for a successful
subtraction was a flat baseline in the region 1800-2300
cm-1, which has a strong absorbance from water but no
signal from protein. This approach worked well for micro-
spheres with a protein content >1% w/w (data not shown).

Figure 3 presents some examples of the second-deriva-
tive IR spectra in the amide I region of the rehydrated
rhGH microspheres with different formulations. For the
trehalose formulation, the R-helix band was almost identi-
cal to that for the native protein, indicating that the protein
in the microspheres had refolded during rehydration
(Figures 2 and 3). In contrast, the apparent extent of
recovery of native R-helix was much less for the micro-
spheres containing no excipients or for the mannitol
formulation. Furthermore, the spectra for these samples
had prominent absorbances in the 1620-1630 cm-1 region,

Figure 1s(A) Infrared spectra of dried rhGH in PLGA microspheres and PLGA
microspheres alone. (B) The resulting spectrum of rhGH after the PLGA
background was properly subtracted. The bold arrow indicates the criterion
for the subtraction where a flat region should appear in the region between
1710 and 1730 cm-1.

Figure 2sThe second-derivative amide I spectra of dried rhGH powder and
rhGH with different excipients within microspheres (MS). For comparison, the
spectrum of aqueous, native rhGH in solution (measured at concentration of
20 mg/mL) is also shown. The major band at 1656 cm-1 is the R-helix, which
is the main secondary structure of rhGH. The mannitol and trehalose
formulations contained 1:1 and 0.25:1 mass ratios of excipient:rhGH,
respectively, and 100 mM potassium phophate buffer, as described previously.6

Figure 3sThe second-derivative amide I spectra of H2O-rehydrated rhGH
microspheres (MS) and aqueous rhGH. The mannitol and trehalose formula-
tions contained 1:1 and 0.25:1 mass ratios of excipient:rhGH, respectively,
and 100 mM potassium phophate buffer, as described previously.6
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which are most likely due to the presence of intermolecular
â-sheet.2 This result indicates that a substantial fraction
of the rhGH in these microsphere preparations formed
aggregates during rehydration. These three examples
clearly document that the behavior of proteins during
rehydration of microspheres cannot necessarily be pre-
dicted from the structure of the protein in dried micro-
spheres, as is the case for lyophilized protein formulations.

The Structure of rhGH Microspheres Rehydrated
in D2O and Its Correlation with Percent Monomer
Released or Extracted from the Same Microspheress
When the protein content of microspheres was <1% wt/
wt, we were not able to successfully subtract the contri-
butions of water and PLGA from the spectrum of rhGH in
microspheres (data not shown), which was, at least in part,
because the concentration of protein relative to the total
solution was relatively low. We have found that, even for
protein solutions, the contributions of water to the amide
I region cannot be subtracted quantitatively if the protein
concentration is less than about 5 mg/mL (unpublished
observation).

Because D2O does not absorb strongly in the amide I
region, we tested this solvent system for analyzing rehy-
drated microspheres. Contributions from solvent and PLGA
were digitally subtracted from the spectrum for the protein
in D2O-rehydrated microspheres such that the region from
2100 to 2300 cm-1 was flat (data not shown).

As shown in Figure 4, the intensity of the R-helical band
was again dependent on the formulation used, and we
found the results were comparable overall and showed
similar trends to those of H2O-rehydrated microspheres
(Figure 3). The most nativelike spectrum was seen for the
trehalose formulation. The spectra for the sample prepared
without excipients and that for the mannitol formulation
had less intense R-helix bands and the presence of bands
attributable to â-sheet at ca. 1630 and 1623 cm-1, respec-
tively.

Even microspheres with relatively low protein content
could be studied in D2O. Thus, we rehydrated all of the
different formulations of rhGH in PLGA microspheres,
which have previously been described,6 in this solvent.
Then, the depths of the R-helical band from the second-
derivative spectra, relative to that for the native protein,
were measured and used as indicators of degree of reten-
tion of native structure within the rehydrated micro-
spheres. For each microsphere formulation, this parameter
was plotted against the respective percentage of rhGH
monomer recovered from either the 1-h in vitro release

protocol or the organic solvent extraction of the micro-
spheres (see Methods). As can be seen in Figure 5A, there
is a strong positive correlation between the relative inten-
sity of the R-helical band and the percent monomer
obtained by the in vitro release protocol. The results of this
analysis demonstrate that IR spectroscopy can not only be
a valuable tool to assess the protein structure within
microspheres but also may be useful to predict the integrity
of protein initially released from microspheres.

Interestingly, there was a much weaker positive correla-
tion between the relative intensity of the R-helix band and
the percent of native rhGH monomer extracted from
microspheres (Figure 5B). This result might reflect the fact
that the organic solvent extraction of protein from micro-
spheres could by itself furthur perturb protein structure.

The Structure of Zinc-Complexed rhGH within
PLGA MicrospheressRecently, rhGH precipitated by
Zn2+ and spray-freeze-dried has been used for the prepar-
ing PLGA encapsulated microspheres.3 Figure 6 shows the
spectra of dry rhGH prepared either from a zinc-free
protein solution or from a zinc-induced precipitate (Zn-
rhGH) and the spectra for dried microspheres prepared
with either preparation. Both freeze-dried powders had
similar spectra and almost identical loss in intensity of the
R-helix band. Thus, the perturbation of rhGH secondary
structure during freeze-drying was essentially the same for
both preparations; zinc did not increase resistance to
freeze-drying. For Zn-rhGH within microspheres, the re-
duction of R-helix was slightly greater than that for the
freeze-dried powder, but was much less than that for
microspheres prepared with non-zinc-treated rhGH. These
results suggest that during the encapsulation in PLGA, the
protein secondary structure could be further perturbed but
that this damage is much less if the protein is initially
freeze-dried as a Zn-hGH complex. More importantly, as
shown in Figure 7, the Zn-rhGH within the microspheres
completely refolded upon rehydration in H2O. The spec-
trum for the rehydrated protein is essentially identical to
that for the native, aqueous protein. Water was used in
this rehydration experiment because the protein content

Figure 4sThe second-derivative amide I spectra of D2O-rehydrated rhGH
microspheres (MS) and native rhGH in solution in D2O. The mannitol and
trehalose formulations contained 1:1 and 0.25:1 mass ratios of excipient:rhGH,
respectively, and 100 mM potassium phophate buffer, as described previously.6

Figure 5sThe linear regression analyses of the relative depth of R-helix band
versus percent of recovery of rhGH monomers from either (A) 1-h in vitro
release or (B) organic solvent extraction. The relations are y ) 25.1 + 0.8x,
r2 ) 0.818 and y ) −30.5 + 1.48x, r2 ) 0.618 for A and B, respectively.
The dotted lines indicate the 95% confidence intervals.
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in these microspheres was 15% wt/wt. The refolding of the
Zn-rhGH is in contrast to the aggregation of non-zinc-
complexed protein during rehydration of microspheres
prepared without excipients (Figures 3 and 7).

Conclusions
Noninvasive assessment of protein secondary structure

in dried and rehydrated microspheres can be accomplished
rapidly (e.g., <10 min is needed to acquire a high quality
spectrum) with IR spectroscopy. The structure of the
protein in dried microspheres may be predictive of storage
stability of the protein, as is the case for lyophilized protein
formulations.3 However, more research on storage stability
of proteins in dried microspheres is needed to test this
suggestion. The secondary structure of protein in rehy-
drated microspheres is most relevant to the potential

release of native, functional proteins under physiological
conditions. With rhGH, the degree of retention of native
secondary structure correlated directly with the percent of
native monomer released during incubation in buffer. In
addition, the relative effects of the method of microsphere
preparation and excipients on the structure of rhGH were
clearly discernible with IR spectroscopic determination of
protein secondary structure. These results document that
the method has utility for designing processing conditions
and formulations that provide optimal retention of native
protein structure in the microspheres. Finally, IR spectro-
scopic assessment of protein structure in microspheres
could prove valuable for routine quality assurance testing
of commercial lots.
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Abstract 0 In this work we describe the structural investigation of
the model protein recombinant human growth hormone (rhGH) under
conditions relevant to polymeric sustained-delivery depots, including
the dried protein entrapped in a film of poly(DL-lactic-co-glycolic)acid.
At each step of the procedure, dehydration of rhGH by lyophilization,
suspension in methylene chloride, and drying from that suspension,
the structure of rhGH was probed noninvasively using Fourier transform
infrared (FTIR) spectroscopy. We found that the structure of rhGH
was significantly changed by the dehydration process as indicated by
a marked drop in the R-helix content and increase in the â-sheet
content. Subsequent suspension of this powder in methylene chloride,
drying from that suspension, and drying from a methylene chloride/
PLGA solution introduced only minor additional structural changes
when using appropriate conditions. This result is likely due to the
limited molecular mobility of proteins in nonprotein-dissolving organic
solvents. Finally, when rhGH was co-lyophilized with the lyoprotectant
trehalose, which preserves the secondary structure, the rhGH
entrapped in the PLGA matrix also had a nativelike secondary
structure.

Introduction
Recent advances in biotechnology have facilitated the

development of numerous biopharmaceuticals (peptides
and proteins). The dozens of biopharmaceuticals already
approved by the Federal Drug Administration (FDA),1 in
addition to hundreds of others in clinical trials,2 will
substantially aid in the prevention and management of
disease.1,3 However, drug delivery has been a major stum-
bling block. Because proteins are rapidly degraded in the
gastrointestinal tract,4 the oral route is impractical. Even
when delivered by direct injection (e.g., insulin),5 frequent
administrations are often required. A promising approach
is the sustained delivery of proteins from polymer ma-
trixes,6-8 which offers advantages such as targeting specific
tissues and increasing patient compliance (and comfort).
Poly(lactic-co-glycolic)acid (PLGA) is a good candidate for
a protein encapsulation matrix.9 PLGA, an FDA-approved
material, has been intensively studied for its biocompat-
ibility, toxicology, and degradation kinetics.10-13 For this
investigation we chose the model protein recombinant
human growth hormone (rhGH) under a variety of condi-
tions relevant to its encapsulation in PLGA as the model
polymer.

Protein encapsulation in polymers is challenging because
proteins are susceptible to deleterious chemical and struc-
tural modifications,8,14-17 which may be induced by typical
encapsulation procedures (e.g., the double-emulsion-solvent-
evaporation-technique).8,16 During such encapsulation pro-
cedures, protein structural perturbations may occur due
to exposure to organic solvents,18,19 mechanical stress,20

creation of hydrophobic interfaces,21 and dehydration.22-25

Structural alterations caused by these factors may reverse
upon release of protein from the polymeric device into the
aqueous environment of body fluids. For example, lyo-
philization-induced structural changes are frequently re-
versible for small proteins.25

Even so, structural alteration is often the first step
toward formation of irreversible aggregates when dehy-
drated proteins are exposed to moist environments in vitro,
simulating the slow rehydration process occurring in a
sustained-delivery device in vivo.26-29 Dehydration-induced
structural changes in rhGH are known to promote the
formation of insoluble aggregates under accelerated storage
conditions.30 Aggregates may have lower activity (decreas-
ing the efficiency of the expensive pharmaceutical protein)
and increased immunogenicity, and thus must be avoided.13

The simplest procedure to avoid such detrimental reactions
would be to avoid any protein structural changes when
processing. For rhGH, the addition of sugar excipients, such
as trehalose, efficiently prevented storage-induced solid-
state aggregation and conserved the protein structure upon
lyophilization.30

It may be difficult to avoid such structural alterations
when following the most common protocol of protein
encapsulation in hydrophobic polymers, the double-emul-
sion-solvent-evaporation technique (also called the water-
in-oil-in-water or w/o/w, technique).16 In this approach, an
aqueous protein solution is added to an organic solvent
(typically methylene chloride) to form the first emulsion
after probe sonication. Next, a second emulsion is formed
by adding the first one to an aqueous solution containing
an emulsifier followed by homogenization. Finally, micro-
spheres are obtained after polymer hardening by solvent
evaporation and dehydration of the particles, typically by
lyophilization. A major difficulty is the exposure of the
protein to denaturing conditions in aqueous solution. Under
such conditions, proteins are relatively unstable and easy
to denature, for example by organic solvents.19 Structural
investigations on the consequences of encapsulating the
model proteins bovine serum albumin and lysozyme in
PLGA microspheres by the w/o/w technique demonstrated
substantial structural changes of both proteins.31 Some of
these changes could be prevented by adding the excipient
trehalose to the aqueous protein solutions, but the proteins
still were very much structurally perturbed in the micro-
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spheres, as probed by Fourier transform infrared (FTIR)
spectroscopy.31

Recently, Johnson et al.13 reported the successful stabi-
lization of a Zn-protein complex in PLGA for rhGH using
a novel cryogenic, nonaqueous methodology (no emulsifica-
tion). The encapsulated protein was delivered from PLGA
with unaltered properties compared with rhGH before the
procedure, although the protein structure in the polymer
was not reported.13 Herein, we employ a different (more
general) nonaqueous approach, taking advantage of the
increased rigidity of dehydrated proteins in organic sol-
vents19 and employing a sugar excipient to stabilize the
protein structure. We have specifically focused on the
protein secondary structure under various conditions re-
lated to processing in PLGA.

Recent developments of FTIR spectroscopy make this
technique the method of choice to noninvasively probe the
protein structure under all relevant conditions. Encapsula-
tion in polymers involves steps during which the protein
is in different physical states. All these conditions can be
analyzed using FTIR spectroscopy; several recent works
have utilized this technique to characterize the secondary
structure of proteins in the amorphous solid state,22,24,25,29

in powder suspension in organic solvents,32,33 and also
encapsulated in PLGA.31 Utilizing FTIR spectroscopy as a
noninvasive spectroscopic method, we demonstrate that
rhGH can be encapsulated in PLGA with a nativelike
secondary structure.

Materials and Methods

ProteinsRecombinant human growth hormone (rhGH) was
produced at Genentech, Inc. (South San Francisco, CA). The
protein bulk containing 2 mg/mL of rhGH, 88 mM mannitol, and
5 mM sodium phosphate (pH 7.8) was buffer-exchanged into a 100
mM ammonium bicarbonate solution and lyophilized to obtain
excipient-free protein.34

ChemicalssTrehalose and poly(DL-lactic-co-glycolic)acid (50:
50; MW 40 000-75 000; lot no. 56H1176) were obtained from
Sigma Chemical Company (St. Louis, MO) and used as supplied.
All other chemicals were of analytical grade and from various
suppliers.

Preparation of Lyophilized Excipient/rhGH Sampless
Lyophilized excipient-free rhGH was reconstituted with deionized
water to form a stock solution containing 2 mg/mL of protein, and
trehalose was added at the required protein-to-trehalose ratio of
1:250 (mol:mol). Samples were lyophilized in a Labconco Freezone
6 unit at a chamber pressure of <100 µmHg and a shelf temper-
ature of -42 °C for 48 h. The lyophilized material was used
immediately or was sealed in glass vials and stored at 2-8 °C
until use.

FTIR SpectroscopysFTIR studies were conducted with a
Nicolet Magna-IR System 560 optical bench as described previ-
ously.19,25,30 A total of 256 scans at 2 cm-1 resolution using Happ-
Ganzel apodization were averaged to obtain each spectrum. For
all experiments involving aqueous solutions, a Spectra Tech liquid
cell equipped with CaF2 windows and 15-µm thick spacers was
used. For all experiments involving suspensions in organic sol-
vents, the same liquid cell was used with a 50-µm spacer. Samples
of rhGH were dried in poly(lactic-co-glycolic)acid by casting (vide
infra) and measured as thin films on a CaF2 window.

Lyophilized protein powders were measured as KBr pellets (1
mg of protein per 200 mg of KBr).19,25,33,35 It is important to note
that the influence of the KBr pellet method on the vibrational
spectrum of rhGH has been tested before.35 In the current study,
we have been careful to employ a KBr pellet method that has been
shown previously not to induce any artifactual structural changes
(i.e., same result as obtained with an IR microscope). It has also
been reported that the KBr pellet method does not introduce
spectral changes for various other proteins as well.22 In addition,
for recombinant human deoxyribonuclease, the sole protein re-
ported to exhibit structural alterations due to IR sample prepara-
tion in KBr,36 a recent study revealed that under judiciously mild

conditions there were no structural changes that could be at-
tributed to pressing the protein in a KBr pellet.37

Each protein sample was measured at least four times. When
necessary, spectra were corrected for the solvent background in
an interactive manner using the Nicolet OMNIC 3.1 software19,25,33

to obtain the protein vibrational spectra. We previously confirmed
that this procedure is reliable for water background subtraction
when using 15-µm thick spacers.19

RhGH was suspended in methylene chloride (25 mg protein/
mL) using (1) a homogenizer (Virtishear Tempest 500W with an
18-mm shaft generator) for 2 min at the minimum speed setting
of 1, (2) a probe sonicator (Branson Sonifier model 450) at 50 W
at 50% duty cycle for 2 min, or (3) a sonication bath (Branson
Sonication Bath model 2210) for 2 min. After suspension, the IR
cell was immediately filled with the protein suspensions and the
IR spectra were recorded. Encapsulation of lyophilized and co-
lyophilized rhGH samples in poly(lactic-co-glycolic) acid (50:50)
was carried out by suspending 10 mg of protein in a solution of 98
mg of PLGA in 1 mL of methylene chloride as already described.
After suspension, samples were spread as thin films on a CaF2
window and dried over a flow of dry N2.

Spectra recorded for rhGH entrapped in PLGA were corrected
for the polymer contribution. Although the polymer band with a
maximum at ca. 1760 cm-1 is well separated from the amide I
area (1700-1600 cm-1), we were careful in excluding any artifac-
tual influences of the subtraction procedure on the amide I
spectrum. It can be seen from Figure 1A that the spectrum of
PLGA was not identical in the absence and presence of the protein
and could not be totally eliminated by the subtraction procedure.
Thus, in principle, false subtraction could have led to the creation
of some artifactual bands at ca. 1680-1700 cm-1, where tailing
of the peak into the amide I occurred. However, we were able to
exclude such artifacts. To do so, the PLGA background was
subtracted from lyophilized and co-lyophilized rhGH samples
entrapped in PLGA employing different subtraction factors (e.g.,
2.4133, 2.4737, and 2.5744 for the lyophilized protein and 0.9106,
0.9736, and 1.0456 for the co-lyophilizate), and no subtraction at
all. For each of the spectra obtained, we calculated the secondary

Figure 1sFTIR spectra of (A) rhGH encapsulated in PLGA (solid line) and
of pure PLGA (dotted line) and (B) the rhGH spectrum after subtraction of
the polymer background.

Journal of Pharmaceutical Sciences / 167
Vol. 88, No. 2, February 1999



structure by Gaussian curve-fitting. For the case of the lyophilized
protein, the R-helix content determined was 39%, 35%, 37%, and
41% for four situations tested. For the case of the co-lyophilized
protein, the R-helix content determined was 48%, 45%, 48%, and
46% for the four situations tested. The values were the same
within the error of the method, excluding a significant influence
of the PLGA background subtraction procedure on the amide I
protein spectrum.

In addition, second-derivative spectra of rhGH entrapped in
PLGA (Figure 2) were analyzed for any new components that could
have been the result of the subtraction procedure. This analysis
demonstrated no new components in these samples (Figures 2E
and 2J) when compared with the spectrum of the lyophilized
protein (Figures 2B and 2G). This result also excludes creation of
artificial bands by the subtraction procedure.

FTIR Data AnalysissSecond DerivatizationsAll spectra were
analyzed by second derivatization in the amide I region for their
component composition.19,25,33,38,39 Second-derivative spectra were
smoothed with an 11-point smoothing function (10.6 cm-1).19,25

Fourier Self-Deconvolution (FSD)sFSD was applied to the
unsmoothed spectra to enable quantification of the secondary
structure in the amide I region by Gaussian curve-fitting19,33,40,41

using the program OMNIC 3.1. The parameters chosen, a value
of 24 for the full-width at half-maximum (fwhm) and k ) 2.4 for
the enhancement factor, are in the range of those pub-
lished.19,33,39,41-43 Note that FSD alters the band shapes but
preserves the integrated band intensities when over-deconvolution
is avoided.38,42 The values chosen for FSD in our analyses were
checked for the risk of such over-deconvolution (which could result
in distorted band areas)40,41 by the strategy outlined by Griebenow
and Klibanov.19

Gaussian Curve-FittingsThe frequencies of the band centers
found in the second-derivative spectra in the amide I region were
used as starting parameters for the Gaussian curve-fitting (per-
formed using the program GRAMS 386 from Galactic Industries,
Inc.). The secondary structure contents were calculated from the
areas of the individual assigned bands and their fraction of the

total area in the amide I region.19,33,39 Gaussian curve-fitting was
performed in the amide I region after band-narrowing of the
protein vibrational spectra by FSD.39,41,43 In all cases, a linear
baseline was fitted. The secondary structure content is reported
as the averaged standard deviation of at least four measurements.
To compare the structure of rhGH under different conditions, we
performed a t test to determine within the confidence level of 95%
whether the R-helix and â-sheet content were statistically signifi-
cantly different. The null hypothesis used was that for both
samples the values were the same within the error.

Band AssignmentssThe band assignment in the amide I region
followed those in the literature19,24,30,33,41 and is summarized for
some typical samples in Table 1. For the aqueous solution, the
main band at 1655 cm-1 was assigned to R-helices and a band at
1631 cm-1 to â-sheets. All other bands were assigned to other
structural elements (â-turns, random coil, extended chains). The
solution secondary structure content determined by Gaussian
curve-fitting in the amide I region using these assignments was
very similar to that determined previously 30,35 and to the X-ray
crystal structure (60% R-helix).44 The relatively high R-helix
content of rhGH is advantageous when studying the influence of
the encapsulation procedure on the structure of the protein under
various conditions. For lyophilized or suspended proteins, the
R-helix content is the most reliable criterion to describe their
structural integrity when utilizing FTIR spectroscopy.19,25,30

Results and Discussion
Previously, we reported the use of FTIR spectroscopy as

a tool to investigate the structural alteration of rhGH upon
dehydration35 and to develop strategies for solid-state
stabilization.30 Herein, we have further extended the use
of FTIR spectroscopy to probe rhGH structure under a
variety of conditions relevant to the encapsulation of the
protein in sustained-release formulations.

The structural consequences of the different steps of a
nonaqueous encapsulation procedure were probed. Lyo-
philization of rhGH in the absence of excipients induces
significant structural changes, in particular a decrease in
the R-helix and an increase in the â-sheet content.30,35 Our
FTIR spectroscopic data obtained for rhGH in aqueous
solution at pH 7.8 (Figure 3A) and for the powder lyoph-
ilized from that pH value (Figure 3B) are in agreement

Figure 2sSecond-derivative FTIR spectra of rhGH in the amide I region under
various conditions. (A, F) rhGH in aqueous solution at pH 7.8; (B−E) rhGH
co-lyophilized with trehalose at a 1:250 molar ratio from an aqueous solution
at pH 7.8 under different conditions; [(B) co-lyophilized powder, (C) suspension
in methylene chloride by homogenization, (D) dried powder after suspension
in methylene chloride, and (E) entrapped in PLGA]; (G−J) rhGH powder
lyophilized from pH 7.8 without additives under different conditions [(G)
lyophilized powder, (H) suspension of the powder in methylene chloride by
homogenization, (I) dried from suspension in methylene chloride, and (J)
entrapped in PLGA].

Table 1sInfrared Band Positions, Areas, and Assignments for rhGH
under Various Conditionsa

band position (cm-1)

sample SDb
Gaussian

curve-fittingc area (%) assignment

aqueous solution 1684 1680 18 ± 3 otherd

(pH 7.8) 1670 1670 7 ± 1 other
1655 1655 57 ± 3 R-helix
1641 1639 11 ± 3 other
1628 1631 7 ± 3 â-sheet

co-lyophilized 1692 1693 5 ± 2 â-sheet
with trehalosee 1680 1681 9 ± 2 other

1675 1671 15 ± 3 other
1656 1656 52 ± 3 R-helix
1639 1641 10 ± 1 other
1632 1632 9 ± 2 â-sheet

co-lyophilizate 1683 1681 11 ± 1 other
entrapped in PLGAe,f 1674 1671 7 ± 1 other

1656 1656 48 ± 1 R-helix
1639 1642 23 ± 3 other
1631 1630 11 ± 1 â-sheet

a Data are the average and standard deviation of four to five independent
determinations. b Second derivative. c Gaussian curve-fitting was performed
on Fourier self-deconvolved amide I spectra. d Other structures include random
coil, extended chains, and turns. e rhGH co-lyophilized with 1:250 protein:
trehalose (mol:mol) prior to encapsulation. f The rhGH:trehalose co-lyophilizate
was homogenized in methylene chloride containing PLGA and the suspension
was subsequently dried to entrap the protein.
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with these findings: the spectrum of rhGH in the amide I
spectral region (1700-1600 cm-1) showed pronounced
changes. In particular, a broadening of the spectrum was
observed for the lyophilized powder when compared with
the aqueous spectrum. Such spectral changes are indicative
of structural changes caused by the lyophilization pro-
cess.19,22,24,25,33,45 Quantitative analysis of the spectra by
Gaussian curve-fitting (Table 2) revealed a statistically
significant 20% decrease in the R-helix and 11% increase
of the â-sheet content upon lyophilization, which is in
agreement with results of previous investigations.30,35

When the excipient-free protein was suspended in meth-
ylene chloride using a homogenizer, the FTIR spectrum of
this suspension (Figure 3C) was similar to the one of the
lyophilized protein (Figure 3B). Quantitative analysis also
revealed that there were no significant additional struc-
tural changes in the R-helix content and only a minor (but

statistically significant) increase in the â-sheet content to
22% upon suspension of the protein in the organic solvent
(Table 2).

These data are in agreement with the hypothesis that
dehydrated proteins have lower molecular mobility than
in the aqueous state, which precludes them from being
denatured by the organic solvent.19,33 In contrast, another
FTIR spectroscopic study found that suspension of the
protein subtilisin in ethanol, hexane, and pyridine led to
some structural rearrangements.32 In that report, the exact
details of the suspension conditions were not presented.
Thus, to determine whether the suspension conditions used
could affect the protein structure, we also suspended rhGH
using probe sonication in methylene chloride. In this case,
we found a significant additional reduction in the R-helix
content to 23% and increase of the â-sheet content to 36%
(Table 2). This additional structural instability may be
related to the increased localized heating effect of suspen-
sions achieved by probe sonication versus homogenization,
which would promote increased molecular mobility.46 There-
fore, the means by which the suspension is obtained is
important. FTIR spectroscopy may be useful as a tool to
optimize the processing conditions with respect to struc-
tural preservation of pharmaceutical proteins.

We examined the effect of removing the organic solvent,
which would be the next step in the preparation of an
implantable or injectable depot. The spectra for rhGH
suspended in methylene chloride with the homogenizer and
of the dried powder obtained from that suspension (Figures
2C and 2D) were qualitatively quite similar. Quantitative
analysis of the two spectra showed that some minor
additional structural changes occurred upon drying of the
suspension. There was a slight but statistically significant
decrease in the R-helix content from 35% to 29% observed
during this process, whereas the â-sheet content remained
unchanged (Table 2).

A similar result was obtained when rhGH, suspended
by probe sonication in methylene chloride, was dried from
that solvent. The spectra were qualitatively very similar
(data not shown) and the quantitative data (Table 2) were
also similar. Thus, we conclude that removal of the organic
solvent resulted in only minor additional structural alter-
ations.

We also tested whether the presence of the polymer
PLGA would have any influence on the structure of rhGH
when following the same processing protocol. The protein
was suspended in methylene chloride containing the poly-
mer (98 mg/mL) using the homogenizer.47 This suspension
was directly applied to a FTIR window and a thin film
produced by solvent evaporation under a stream of dry
nitrogen gas. The structure of rhGH dried in the PLGA

Figure 3sFourier self-deconvolved FTIR spectra and Gaussian curve-fitting
of rhGH without additives in the amide I spectral region under various
conditions: (A) aqueous solution at pH 7.8, (B) lyophilized powder from that
solution, (C) suspension of the powder in methylene chloride by homogeniza-
tion, (D) dried from this suspension in methylene chloride, and (E) entrapped
in PLGA. The solid lines represent the superimposed FSD and the curve-fit,
and the dashed curves represent the individual Gaussian bands.

Table 2sSecondary Structure of Excipient-Free rhGH under Various
Conditions

secondary structure
content (%)a

sample R-helix â-sheet otherb

aqueous solution 57 ± 3 7 ± 3 36 ± 1
lyophilized powder 37 ± 4 18 ± 1 45 ± 3
powder suspension by probe sonication

suspended in methylene chloride 23 ± 2 36 ± 2 41 ± 2
dried from methylene chloride 28 ± 3 33 ± 5 39 ± 4

powder suspension by homogenization
suspended in methylene chloride 35 ± 2 22 ± 2 43 ± 2
dried from methylene chloride 29 ± 2 24 ± 1 47 ± 3
dried from methylene chloride/PLGA 39 ± 1 12 ± 3 49 ± 2

a The secondary structure of rhGH was calculated by Gaussian curve-
fitting of the Fourier self-deconvolved amide I spectra. b Other structures include
random coil, extended chains, and turns.
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film was essentially the same as in the lyophilized powder.
The R-helix content was the same, but a small decrease in
the â-sheet content was observed (Table 2). Thus, the
structure of excipient-free rhGH dried in the presence of
PLGA was not native. However, it was the freeze-drying
process beforehand and not exposure to the organic solvent
and/or PLGA that caused the structural perturbations.

Thus, to preserve the structure of rhGH in PLGA, the
lyophilized formulation must first be optimized. It is well
established from FTIR spectroscopic studies that lyo-
philization-induced structural changes can be prevented
by addition of a co-lyophilized sugar or polyol.22,24,25 For
rhGH, several sugars proficient in stabilization against
dehydration-induced structural changes (and also solid-
state aggregation) have been identified; for example, tre-
halose.30 Trehalose is an efficient lyoprotectant,48 and has
been shown to ameliorate the dehydration-induced struc-
tural alteration of various unrelated proteins, such as
lysozyme49,50 and bovine serum albumin.51

rhGH was co-lyophilized with trehalose at an excipient-
to-protein ratio of 250:1 (mol:mol). At this ratio, the
secondary structure of rhGH was largely preserved upon
lyophilization. The second-derivative spectrum of the co-
lyophilizate (Figure 2B) was very similar to that of the
aqueous solution (Figure 2A). The main component was the
band assigned to R-helices with a maximum at 1655 cm-1.
No significant changes in the frequencies or amplitudes of
any component were noted in the second-derivative spectra.
The quantitative analysis of the FTIR spectrum of the co-
lyophilizate (Figure 4B) confirmed that the secondary
structure was largely preserved by the lyoprotectant. The
R-helix content for the sample was 52%, only slightly lower
than in aqueous solution (57%, Table 3). An increase of 7%
for the â-sheet was observed in the co-lyophilizate com-
pared with the 11% increase for the excipient-free protein.

As the subsequent step, the rhGH:trehalose co-lyo-
philizate was suspended in methylene chloride using three
different methods: probe sonication, homogenization, and
a sonication bath. Probe sonication resulted in a statisti-
cally significant decrease in the R-helix content from 52%
to 44%, indicating some pronounced structural changes by
the method (Table 3). When we dried rhGH from this
suspension, no further structural changes were noted
(Table 3). These observations are in agreement with data
for excipient-free protein as already discussed. Probe
sonication in both cases caused some additional structural
perturbation upon suspension in the organic solvent, and
caution should be exercised when using this method.

A higher degree of structural preservation was achieved
upon homogenization (Figures 2C and 4C) or suspension
using the sonication bath (Table 3). The spectral changes
upon suspension were very small in both cases. For
example, the second-derivative spectrum of the rhGH:
trehalose co-lyophilizate suspended by homogenization in
methylene chloride (Figure 2C) was quite similar to that
of the co-lyophilizate before suspension (Figure 2B). Quan-
titative analysis of the spectra by Gaussian curve-fitting
did not indicate any statistically significant structural
alterations upon suspension: the R-helix and â-sheet
contents were, within the 95% confidence interval, the
same as for the co-lyophilizate before suspension (Table 3).

The secondary structure was also determined for the
protein in the co-lyophilizate dried from the organic solvent.
Second-derivative spectra did not indicate any structural
changes upon organic solvent removal. For the case of
rhGH suspended by homogenization, the spectrum of the
suspended protein and of the dried protein after suspension
were very similar (Figures 2C and 2D). Furthermore, the
second-derivative spectrum of the co-lyophilized protein

dried after suspension in methylene chloride was compa-
rable to that in aqueous solution.

Quantitative analysis of the spectra by Gaussian curve-
fitting was in agreement with the qualitative observations
(Figure 4D, Table 3). For the sample suspended by homog-
enization, the R-helix content (50%) and â-sheet content
(13%) were the same, within the 95% confidence interval,
as for the dried protein after suspension (48% and 14%,
respectively). A slight but statistically significant decreases
in R-helix (from 49% to 45%) and â-sheet content (from 16%
to 13%) were noted for the sample suspended with the
sonication bath upon drying (Table 3).

The trehalose-containing protein was then suspended in
a solution of methylene chloride containing PLGA using
the homogenizer and sonication bath because these meth-
ods were mild with respect to maintaining protein struc-
ture. The suspension was cast on a FTIR window and

Figure 4sFourier self-deconvolved FTIR spectra and Gaussian curve-fitting
of rhGH in the amide I spectral region under various conditions: (A) aqueous
solution at pH 7.8; (B) rhGH co-lyophilized with trehalose at pH 7.8; (C)
suspension of the co-lyophilizate in methylene chloride by homogenization;
(D) dried from this suspension in methylene chloride; and (E) entrapped in
PLGA. The solid lines represent the superimposed FSD and the curve-fit,
and the dashed curves represent the individual Gaussian bands.
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evaporated under a stream of dry N2 gas. The second-
derivative spectra qualitatively revealed that the structure
of rhGH was very similar to that in aqueous solution and
to that of the co-lyophilizate. For example, for the sample
obtained by homogenization, only minor differences were
evident when comparing the spectrum of the aqueous
solution (Figure 2A) and of the entrapped protein (Figure
2E). Quantitative data obtained by Gaussian curve-fitting
were in agreement with this qualitative analysis. The
spectra of rhGH co-lyophilized with trehalose dried in
PLGA from a suspension that was homogenized (Figure
4E) or prepared using the sonication bath (data not shown)
were similar to that of the aqueous solution (Figure 4A)
and the co-lyophilizate (Figure 4B). Some minor differences
were noted in both cases for bands representing unordered
secondary structure (ca. 1640 cm-1) and â-sheet structure
(ca. 1631 cm-1). Some changes in the area of these
components indicate a minor structural rearrangement
occurring under the different conditions.

For the protein co-lyophilized with trehalose and en-
trapped in PLGA, quantitative analysis of the spectra
(Table 3) demonstrated that the processing conditions
produced only very minor structural changes. The R-helix
content of rhGH entrapped in PLGA by homogenization
was 48% and thus only slightly lower than for the co-
lyophilizate before encapsulation (52%). In addition, only
small differences were found for the â-sheet content (11%
and 14%, respectively). The same result was evident when
employing the sonication bath. The R-helix content for
rhGH entrapped in PLGA was 51%, the same (within the
95% confidence interval) as for the co-lyophilized powder
(52%), and the â-sheet content was only slightly decreased
(14% and 8%, respectively).

The data clearly demonstrate that a nonaqueous strategy
can be employed to entrap rhGH in PLGA with a nativelike
secondary structure. The key was to lyophilize the protein
under conditions ensuring structural integrity and then
employ processing conditions that are not detrimental to
the structure. This finding is intriguing in light of the
common wisdom that organic solvents, such as the one in
our study, are known to denature proteins.8 It should be
noted that in the present study, following the lyophilization
step, all processes were nonaqueous. A likely explanation
is the proposed decreased molecular mobility of proteins
in anhydrous organic milieu compared with the aqueous
state.

Such increased rigidity of proteins in organic solvents
was originally proposed as an explanation for kinetic
observations when employing suspended dehydrated en-
zymes as catalysts in nonaqueous organic solvents. For
instance, increased rigidity has been attributed to differ-
ences in the enzymatic activity in hydrophobic and hydro-
philic organic solvents.52-54 In addition, it has been hy-
pothesized that the plunge in enzymatic activity when
comparing aqueous and nonaqueous systems can in part
be attributed to increased rigidity of enzymes in organic
solvents.54,55 Also, the phenomenon of so-called ‘molecular
imprinting’ can only be explained when assuming an
increased rigidity of enzymes in organic solvents.56-58

Furthermore, proteins show an increased stability toward
thermal denaturation in organic solvents.59,60 A few spec-
troscopic investigations have directly addressed the issue
of protein rigidity in organic solvents. Nuclear magnetic
resonance experiments on the tyrosyl ring motion in R-lytic
protease,61 electron spin resonance spectroscopic stud-
ies,62,63 time-resolved fluorescence anisotropy measure-
ments,64 and recently FTIR spectroscopic experiments19

support the view that proteins have restricted mobility in
organic solvents when compared with aqueous systems.
Theoretical works support this picture,65,66 and it has also
been pointed out that water serves as a molecular lubricant
and promotes extremely fast conformational fluctuations.67

In summary, this report illustrates that FTIR spectros-
copy can be used as a tool to probe protein structure under
various conditions relevant to encapsulation in PLGA. This
approach should be generally applicable to the structural
stabilization of proteins during encapsulation in other
polymeric depots.
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Abstract 0 The pressure susceptibility (øp), which is defined as the
decrease of porosity (ε) under pressure was investigated. Of special
interest are compacts obtained at very low pressures, because of the
transition between the state of a powder and the state of a tablet.
This range was found to be critical in respect to a diverging pressure
susceptibility. Above a critical porosity (εc) or below the corresponding
relative density (Fc), no pressure susceptibility can be defined, because
of no rigid structure exists. To take this into account, a simple function
was proposed for the pressure susceptibility: øp ∝ 1/(εc − ε). This
proposal leads to a new porosity vs pressure relationship. The new
model was compared to the Heckel equation that involves a constant
pressure susceptibility. Various polymers were tested from “out of die”
measurements, and the new relationship was found superior to the
Heckel equation. As a conclusion, the pressure susceptibility exhibits
a curvature that can be called critical at low relative densities.
Consequently, a better understanding evolves as to why the Heckel
equation is not valid at low pressures. The new model has proven to
be adequate for polymer tablets but, so far it is not clear whether
other substances exhibit the same performance. Especially tableting
materials exhibiting brittle fracture will be of interest considering their
importance in compaction technology.

Introduction

Porosity-Pressure RelationshipsA tablet can be
considered as a special type of dispersion. The solid fraction
and the air in pores constitute two phases of the system.
This heterogeneous character of such a particulate material
leads to a very complex mechanical behavior. In case of
low packing fractions, rheological properties can be found.
Thus, individual particles are movable to some extent,
enabling many possible configurations. This aspect of a
disordered structure holds for an analogy to liquids, and
even an entropy St can be attributed to a particle packing.1
Yet, the individuality of particles gets lost in tablets
compacted at higher pressures. Consequently, also the
entropy of the diverse particle configurations vanishes.
Such very dense compacts can approach a continuum of
the solid fraction, and therefore mechanics of practically
homogeneous solids will evolve.

As a result, the character of the system undergoes
dramatic changes as a function of the relative density.
Particle rearrangements, occurrence of plastic flow, and
possible brittle fracture contribute to a vast complexity.
Hence, there is a number of different mathematical models,
which are mostly empirical or contain at least some
heuristic elements.

The most widespread models used in the field of phar-
maceutical technology are the Kawakita equation,2 the
approach according to Cooper and Eaton,3 and the Heckel
equation.4,5 The latter model is of special interest for the
present study:

where F equals the relative density and σ is the compres-
sion pressure, whereas K and A are constants. It is known
that tablets compressed at higher pressures fulfill the
relationship properly.6 In a plot of ln(1/(1 - F)) versus
applied pressure, K is determined from the slope, and A
from the intercept. The general limitations of Heckel plots
have been analyzed rigorously by Rue and Rees.7

Recent DevelopmentssThe lacking adequacy of the
classical compression equations stimulated efforts for cur-
rent investigations. Yu and Hall8 analyzed very porous
particle packings, using a double-logarithmic form of the
Heckel plot. The fit of the new model was better than the
original Heckel equation. Yet, the empirical nature of this
approach lacking any theoretical background can be con-
sidered as a drawback. The same also can be remarked for
the heuristic equation proposed by Lordi et al.9

An interesting modification of the original Heckel equa-
tion was attained by Carstensen et al.10 They assumed the
final compact of a pharmaceutical powder to always possess
some residual porosity. Accordingly, the void volume
decreases exponentially toward a value different from zero.
The resulting model seemed capable to also describe
experimental data in the nonlinear part of the Heckel plot
and can potentially be extended to more than a one-
component system.

Confined compression of particle agglomerates is mainly
focused by an approach of Adams et al.11 The bed in the
die was modeled as a series of parallel columns, where only
processes of friction were allowed. Thus, any system where
elastic energy also is stored is not covered by this theory.
However, the assumptions lead to a result that took
approximately the same form as the Kawakita equation
and therefore enabled a physical interpretation of its
parameters.

Coming finally to a microscopic theory, Duncan-
Hewitt12 attempted a model of the compression process,
where compact properties were predicted by the charac-
teristics of single crystals. The behavior of brittle particles
was found to be substantially different from the one of more
ductile crystals, and so two distinct models evolved.
However, the main problem of any microscopic theory can
be understood in the change of relevant binding points. The
tablet is heterogeneous, built up by particles whose binding
points are distributed randomly to some extent. Conse-
quently, disorder has to be taken into account by any
theoretical approach.

The aspect of disorder is most interesting in that some
very different physical problems can be treated similarly
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from a theoretical point of view.13 Modern physics of phase
transitions and critical phenomena14 provides interesting
new concepts that can potentially be applied to many
scientific fields. Yet, an analogy between relevant physical
problems may not always be obvious at first, but similari-
ties can be revealed by studying the response functions of
a system. The present paper introduces such a function in
the context of powder compaction.

Theoretical Section
Pressure SusceptibilitysFor particle systems, a pres-

sure susceptibility can be defined as a function of the
porosity and compression pressure as stated below:

The porosity can equally be expressed by the relative
density:

Hence, eq 2 reads:

In case of a constant øp, eq 4 just holds for the differential
form of the Heckel equation where øp equals K. Thus, a
constant pressure susceptibility is the base of the theoreti-
cal concept of Heckel. Physically, this can be motivated by
thinking of uniformly shrinking pores in a solid continuum.
However, at low relative densities and pressures, the
compacts are essentially particle agglomerates rather than
homogeneously dispersed holes in a solid matrix. Conse-
quently, a very different physical behavior can be expected.

Critical Behavior of the Pressure Susceptibilitys
Especially in the initial stage of the compression process,
particle rearrangements dominate in many cases. In ad-
dition, fine particle systems can exhibit very porous
structures by arching and formation of very loose ag-
glomerates. Such structures are highly unstable and can
collapse if only a minimal force is applied. Thus, the
susceptibility to an external pressure can theoretically take
any high value. Yet, it needs to be highlighted that in the
case of a total lack of mechanical rigidity between the
punches, the possibility to define pressure susceptibility
is not available. Accordingly, a threshold value of the
porosity εc or corresponding relative density Fc can be
introduced, where a rigidity starts to evolve. The property
øp exists therefore only for porosities lower than εc or
relative densities higher than Fc. Hence, from these char-
acteristics of the pressure susceptibility, the range in
vicinity of the threshold can be called critical.

In line with these considerations, the Heckel model,
where øp equals a constant K, needs to be replaced by an
alternative approach, taking better account of the charac-
teristics of pressure susceptibility. A related conjecture is
an equation describing a hyperbola:

Where, C holds for a constant. Considering eq 5, it is
interesting to notice that very different physical systems
exhibit similar critical behavior. For example, the van der
Waals theory expresses the compressibility (øT) of a gas as
being proportional to (T - Tc)-1, where T is the tempera-
ture and Tc is the critical temperature. Another example

is the Curie-Weiss law that states the same for the
magnetic susceptibility (øm). Here the critical temperature
(Tc) is known in textbooks as the Curie temperature.
However, the latter cases both hold for thermal phase
transitions, whereas for tablets the relative density holds
for an order parameter,14 describing a geometric phase
transition. Yet, it should be mentioned that such simple
functions for øT or øm are based on a so-called mean field
approach.14 This theoretical view implies a simple mean
potential, approximating the molecular interaction. In the
context of compaction, the mean field can correspond to a
mean pressure. A mean field approximation usually pro-
vides a rather good model and is valid in a broad range.

It should further be mentioned that percolation theory15-18

assumes a power law for modeling a critical property.
Unfortunately, such a power law has an unknown range
of validity in the critical range. Keeping in mind the goal
to find a new relationship between pressure and relative
density, we used eq 5 for the present model.

A Modified Heckel EquationsCombination of eqs 2
and 5 results in the differential equation given below:

after separation of variables, it reads:

Integration can be performed starting from the critical
porosity εc at a negligible resting pressure σ0 = 0:

Hence, replacing porosity ε with the relative density F,
a modified Heckel equation results:

Materials and Methods
Tablets (round, flat, 11 mm diameter, 400 ( 1 mg weight) were

manufactured with a Zwick 1478 Universal Testing Instrument
(Zwick GmbH, Ulm, Germany). Different pharmaceutical polymers
were chosen as model substances, because of their ability to form
tablets in the interesting critical range at comparatively low
relative densities (Table 1). True density was determined with an
Beckman Air Comparison Pycnometer Model 930 and the particle
size assayed using a Malvern Mastersizer X.

For each powder system, five tablets were compressed at
different pressure levels ranging from 1.05 MPa up to 105.23 MPa
at a relative humidity of 45% ( 10%. The compression speed was
10 mm/min and tablets’ geometry was assessed 48 h after
manufacture (“out of die” determination).

All data of different substances were used for statistical
evaluation, except for Klucel, where only values to a pressure of

øp ≡ - 1
ε

dε

dσ
(2)

F ) 1 - ε, or in differential form: dF ) - dε (3)

dF
dσ

) øp(1 - F) (4)

øp ) C
εc - ε

) C
F - Fc

(5)

- 1
ε

dε

dσ
) C 1

εc - ε
(6)

-
εc - ε

ε
dε ) Cdσ (7)

∫
εc

ε ε - εc

ε
dε ) C ∫0

σ
dσ (8)

[ε - εc ln(ε)]|εc

ε ) Cσ (9)

ε - εc ln(ε) - [εc - εc ln(εc)] ) Cσ (10)

ε - εc + εc [ln(εc) - ln(ε)] ) ε - εc + εc ln(εc

ε ) ) Cσ (11)

σ ) 1
C [ε - εc - εc ln( ε

εc
)] (12)

σ ) 1
C [Fc - F - (1 - Fc) ln( 1 - F

1 - Fc
)] (13)
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36.8 MPa were evaluated. The program used for all calculations
was SYSTAT for Windows Version 7.0 (SPSS Inc.).

Results and Discussion
The pressure susceptibility was calculated from experi-

mental data according to eq 4 using finite differences for
the differential quotient and plotted against F (see Figures1-
4A). The graphs show that very high compressibility

decreases sharply with increasing relative densities. Thus,
the assumption of Heckel to use a constant pressure
susceptibility is only acceptable as a first approximation
for comparatively dense compacts. Still, further changes
of the property øp will take place, until a minimum is
achieved at about zero porosity. Note that for the slight
changes in this range, the experimental accuracy is a
limiting factor. This is reflected by the scatter of the values
for PEG 8000 (see Figure 4A).

Very porous tablets produce considerable porosity changes
under strain. Such high compressibility can only be ex-
plained by particle displacement, i.e., particle rearrange-
ments in the initial stages of compression. As long as a
large extraparticulate void volume exists, a reduction of
porosity can be achieved by a small pressure. The conse-
quence is a high value of øp that was also observed in the
experimental results (Figure 1-4A). Theoretically, the
curve close to Fc can even extend to infinity but directly at
the threshold and below the function øp vanishes. As a
conclusion, the assumption of a hyperbola for øp eq 5
appears very suitable, whereas the approximation of a
constant value for øp is clearly not correct for low-density
tablets.

Focusing on the relationship between pressure and
relative density,we compared the new model eq 13 and the
Heckel eq 1, on the basis of “out of die” measurements
(Table 2). A nonlinear fit was conducted with all substances
using the new model equation (See Figure 1-4B). It shows
that eq 13 is in good agreement with experimental results.

Table 1sCharacterization of the Polymer Substances

substance

true
density
[g/cm3]

relative
bulk

density

relative
tapped
density

mean particle
size

(Sauter)[µm]

Emcocel 50Ma 1.57 0.207 0.250 54
Avicel PH101a 1.57 0.205 0.260 48
Avicel PH102a 1.56 0.213 0.258 81
Klucelb 1.20 0.358 0.388 307
Pharmacoat 606c 1.33 0.275 0.357 45
Ac-Di-Sold 1.57 0.317 0.393 41
Kollidon K17e 1.19 0.405 0.436 73
Kollidon CLe 1.26 0.283 0.345 41
Kollidon K90Fe 1.22 0.427 0.466 138
PEG 8000f 1.23 0.466 0.543 50
PEG 10000f 1.22 0.525 0.572 158
PEG 20000f 1.22 0.522 0.558 229

a Type of microcrystalline cellulose. b Type of hydroxypropyl cellulose. c Type
of hydroxypropyl methylcellulose. d Type of croscarmellose sodium. e Type of
poly(vinylpyrrolidone). f Type of poly(ethyleneglycol)s.

Figure 1sAvicel PH101: (A) Pressure susceptibility øp (MPa-1) vs relative
density (0). (B) Compression pressure σ (MPa) as a function of the relative
density (0). The solid line represents the model according to eq 13.

Figure 2sPharmacoat 606: (A) Pressure susceptibility øp (MPa-1) vs relative
density (0). (B) Compression pressure σ (MPa) as a function of the relative
density (0). The solid line represents the model according to eq 13.
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In addition, the comparison with the Heckel equation
(Table 2) clearly showed a better goodness of fit of the new
model. Yet, in some cases such as for Pharmacoat 606
(Figure 2) and Kollidon CL (Figure 3), the highest pressure
did not properly match the new model.

It should be noticed that the number of parameters is
the same for the Heckel equation and the new model. This
low number of parameters, i.e., the simplicity of a model,
is an important aspect. Yet, the complexity of the compres-
sion process is awesome, involving several physical phe-
nomena of changing significance in different stages.19,20

Thus, the proposal of a power series might be most
adequate to describe the change of pressure susceptibility
close to the threshold Fc. On the other hand, new param-
eters would be introduced and the problem of an a priori
limited range of validity is still present. Therefore, a simple
approximation on the average, as proposed by eq 5, is
justified.

Comparing the constants C and K (Table 2), values for
the new parameter C were all smaller than those of K by
a factor of roughly between 2 and 4. Qualitatively it can
be said that both parameters incorporate an experimental
minimal susceptibility (øpmin) close to zero porosity. This
parameter is independent of the tablet’s pore structure
because it is a characteristic of the solid continuum. The
constant C is proportional to øpmin but further involves the
threshold value Fc, which becomes apparent evaluating eq
5 at unity density. Thus, C depends on the initial structure
of the particle packing.

Considering the parameter Fc, this value was defined in
the theoretical section as a rigidity threshold. Thus, this

critical value holds for the packing fraction, producing a
negligible mechanical resistance between the punches. In
a strictly geometric interpretation, this threshold Fc dem-
onstrates the transition between dispersed solid in air and
voids in a solid matrix. The coherent contact within the
powder column will be already present only when the
powder is poured in the die. Yet, it can be argued that
contact between particles might not be enough for estab-
lishing a relevant rigidity.21 Some initial particle rear-
rangements might require only minimal forces that can be

Figure 3sKollidon CL: (A) Pressure susceptibility øp (MPa-1) vs relative
density (0). (B) Compression pressure σ (MPa) as a function of the relative
density (0). The solid line represents the model according to eq 13.

Figure 4sPEG 8000: (A) Pressure susceptibility øp (MPa-1) vs relative density
(0). (B) Compression pressure σ (MPa) as a function of the relative density
(0). The solid line represents the model according to eq 13.

Table 2sComparison between the Heckel Equation and the Proposed
Modified Equation

Heckel equation Modified Heckel equation

K A r2 a C Fc r2 a

Emcocel 50M 0.015 0.449 0.960 0.006 0.217 0.998
Avicel PH101 0.016 0.453 0.978 0.007 0.167 1.000
Avicel PH102 0.016 0.442 0.969 0.007 0.180 0.998
Klucel 0.044 0.682 0.934 0.014 0.379 0.986
Pharmacoat 606 0.017 0.638 0.952 0.006 0.356 0.993
Ac-Di-Sol 0.007 0.503 0.978 0.002 0.291 0.999
Kollidon K17 0.021 0.593 0.989 0.012 0.195 0.996
Kollidon CL 0.010 0.505 0.965 0.003 0.284 0.996
Kollidon K90F 0.011 0.621 0.986 0.003 0.323 0.998
PEG 8000 0.028 1.200 0.979 0.010 0.528 0.995
PEG10000 0.029 1.292 0.953 0.008 0.601 0.984
PEG 20000 0.028 1.127 0.933 0.009 0.560 0.971

a Corrected squared correlation coefficient.
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neglected. Thus, the rigidity threshold Fc can be higher than
the relative density needed for coherent contact.

The values for Fc (Table 2) according to eq 13 ranged for
all substances close to the interval of the relative bulk
density and tapped density (Table 1). It is interesting to
notice that the different types of microcrystalline cellulose
and poly(vinylpyrrolidone) displayed a trend for lower
thresholds. This tendency seemed especially pronounced
for Avicel PH102, Kollidon K17, and K90F, where values
for Fc were even lower than the relative bulk density. The
poly(ethylene)glycol)s showed reversed tendency, where
critical rigidity was achieved close to the relative tapped
density or slightly above as produced by PEG 10000 and
PEG 20000. In line with these considerations, it can be
concluded that the microstructure, being specific for a given
substance, plays an important role for Fc.

The Heckel constant K in eq 1 can be used to characterize
substances.22 The question can therefore be asked if a
similar information can also be acquired from the new
parameters Fc and C. In line with the considerations so far,
Fc appears to be a parameter being strongly affected by the
microstructure of the powder system. Of further special
interest is that particle systems can behave differently
under compression or tension. The behavior under com-
pression gives information on rigidity, whereas a behavior
under tension is related to compact strength. Thus, the
compressibility of a particle assembly can therefore be
considered as a characteristic on its own apart from the
binding capabilities. Yet again the situation is different for
the dense compacts. If the applied pressure is high enough,
plastic flow occurs at a compressive yield pressure (σY).
Accordingly, the value for øpmin can be expected to depend
on σY. This aspect can further be stressed by defining a
compression modulus (G):

The property G expresses the pressure needed to reduce
porosity of a tablet. A maximal value (Gmax) will therefore
be limited by a compressive yield strength. Alternatively,
it can be stated that the maximal compression modulus
equals the maximal hardness (Pmax) of the material if
exclusive plastic flow occurs.

The inverse of the constant K can also be regarded as a
compression modulus G. Its determination only from the
linear part of the Heckel plot, results again in an estimate
of compressibility at high pressures and therefore ap-
proximates Gmax. Note that the constant K was assessed
instead over the entire range of the relative density.

However, Heckel already conjectured that the inverse
of the Heckel slope was proportional to the yield point of
the particles with a proportionality factor equal to three.5
This observation agrees with our considerations that
maximal compressibility is limited by a compressive yield
pressure. Furthermore, it should be mentioned that the
yield point of a plastic material is known to equal one-third
of the indentation hardness.23 This again supports the view
that for plastic substances, the inverse Heckel slope can
also be regarded as a measure of maximal hardness. From
these considerations it can be qualitatively concluded that
Gmax is a specific property of a substance and can poten-
tially be used for characterization of a tableting material.
Yet, it needs to be stressed that experimentally the zero
porosity state can hardly be achieved even at highest
pressures.24 Therefore, arguments on Gmax should be
understood qualitatively first.

It is interesting to normalize the compression modulus
G by its maximum Gmax. This quotient only depends on the
structure of the tablet. Using eq 5, one obtains:

This result is consistent with the model of Leuenberger
and Leu25 based on the percolation theory. The eq 15 was
previously pointed out to be consistent with a so-called
effective medium approximation,26-28 where a disordered
medium is replaced on the average by a hypothetical
homogeneous one.

Conclusions
It was shown that the pressure susceptibility exhibits

very high values at comparatively low relative densities.
The property øp was expected to be divergent in this range
having a singularity at a critical relative density Fc. As a
consequence, the Heckel equation, assuming a constant
value for øp, is inadequate in this critical range. The
proposal of a simple hyperbola function leads in the
integrated form to a modified Heckel equation. This model
has shown to be superior in describing different polymer
tablets from “out of die” measurements. The understanding
of the pressure susceptibility as a critical property links
the process of compression to the theory of phase transi-
tions. Thus, the present concept provides not only a new
equation for the relationship between pressure and relative
density, but contributes also to further insights in the
complex nature of the compaction process.

Additional studies are needed for a complete evaluation
of the proposed model equation. So far in this study,
porosity was determined after manufacture and storage.
Additional “in die” measurements would be of interest
because no elastic recovery or other postcompressional
changes are allowed under these conditions. Plus, brittle
substances should be tested. This is especially of interest,
regarding the importance of tableting material undergoing
fragmentation during compaction.

Glossary
ε, εc Porosity and critical porosity. The latter value

is defined as the threshold porosity of a
vanishing rigidity between the punches

F, Fc Relative density and critical relative density. The
threshold density corresponds to 1 - εc

σ Applied pressure (MPa)
K, A Constants of the Heckel equation, where K

(MPa-1) equals the slope, and A the intercept
of the plot ln(1/(1 - F)) with respect to σ

øp Pressure susceptibility or compressibility, de-
fined as øp ≡ - (1/ε)(dε/dσ) ) [1/(1 - F)](dF/
dσ)(MPa-1)

øpmin Minimal value of the pressure susceptibility
(MPa-1) at zero porosity

C Proportionality constant (MPa-1) that links the
porosity with the pressure susceptibility øp )
C/(εc - ε) ) C/(F - Fc). Hence, C can also be
related to with the minimal pressure suscep-
tibility at zero porosity: C ) øpminεc ) øpmin (1
- Fc).

øT Isothermal compressibility of a gas defined by a
relation to the volume V (m3), pressure P (Pa)
and gas density Fg (kg m-3): øT ≡ - (1/V)(dV/
dP) ) (1/Fg)/(dFg/dP)

øm Magnetic susceptibility, defined over the rela-
tionship: øm ≡ (dM/dH), where M (A m-1) is
the magnetization and H (A m-1) the magnetic
field.

G ≡ 1
øp

(14)

G
Gmax

)
øp

-1

øpmin
-1

)
(F - Fc)C

(1 - Fc)C
) 1

1 - Fc
(F - Fc) (15)
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T, Tc Temperature and critical temperature. The
threshold temperature can hold, for example,
for the singularity at the end of the vapor vs
pressure curve, or in case of magnetic systems,
it marks the transition of ferromagnetism and
paramagnetic behavior.

G Compression modulus (MPa) is by definition the
reciprocal of øp.

Gmax Maximal compression modulus (MPa) defined
over the reciprocal of øpmin.

σN Compressive yield pressure (MPa).
Pmax Maximal value of the deformation hardness

(MPa).

References and Notes
1. Rivier, N. Order and disorder in packings and froths. In

Disorder and Granular media; Bideau, D., Hansen, A., Eds.;
Elsevier Publishers: North Holland, 1993; pp 93-95.
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Abstract 0 The purpose of this study was to evaluate the permeability
characteristics of a previously reported in vitro corneal model that
utilizes SIRC rabbbit corneal cells and to investigate the permeability
of three novel esters of phenylephrone chemical delivery systems
(CDS) under different pH conditions using this in vitro model. The
SIRC rabbit corneal cell line was grown on transwell polycarbonate
membranes, and the barrier properties were assessed by measuring
transepithelial electrical resistance (TEER) using a voltohmmeter. The
permeabilities of esters of phenylephrone CDS across the SIRC cell
layers were measured over a pH range 4.0−7.4. The esters tested
include phenylacetyl (1), isovaleryl (2), and pivalyl (3). The SIRC rabbit
corneal cell line, when grown on permeable filters, formed tight
monolayers of high electrical resistance with TEER values increasing
from 71.6 ± 20.8 Ω‚cm2 at day 3 in culture to 2233.42 ± 15.2 Ω‚cm2

at day 8 in culture and remained constant through day 14 in culture.
The transepithelial permeability coefficients (Papp) at pH 7.4 ranged
from 0.58 × 10-6 cm/s for the hydrophilic marker, mannitol, to 43.5
× 10-6 cm/s for the most lipophilic molecule, testosterone. The Papp
at pH 7.4 for phenylephrine was 4.21 × 10-6 cm/s. The Papp values
and the lag times of the three esters of phenylephrone were pH
dependent. The Papp for 1, 2, and 3 at pH 7.4 were 14.76 × 10-6,
13.19 × 10-6, and 12.86 × 10-6 cm/s, respectively and the
permeabilities decreased at conditions below pH 7.4. The lag times
at pH 7.4 were 0.10, 0.17, and 0.12 h for 1, 2, and 3, respectively,
and the values increased at lower pH conditions. The TEER values
of SIRC cell line observed at day 8 to day 14 in the present
investigation are similar to the resistance value reported for rabbit
cornea (2 kΩ‚cm2). All the esters showed significantly (p < 0.05)
higher permeabilities than phenylephrine at pH 7.4. The rate and extent
of transport of the drugs across the cell layers were influenced by
the fraction of ionized and un-ionized species and the intrinsic partition
coefficient of the drug. The results indicate that the permeability of
ophthalmic drugs through ocular membranes may be predicted by
measuring the permeability through the new in vitro cell culture model.

Introduction
Phenylephrine hydrochloride (HCl) is an R-adrenergic

agonist and is commonly used in routine ophthalmic
practice as a mydriatic and vasoconstrictor agent. Several
cases of adverse systemic reactions after topical ocular
application of phenylephrine HCl have been reported and
include severe hypertension, subarachnoid hemorrhage,
ventricular arrhythmia, and possible myocardial infarc-
tion.1-6 Therefore, it would be most desirable to design a
drug that could be delivered to the eye compartments with
the least possible systemic absorption and/or no systemic

side effects. Previous reports have shown that, after topical
application to the eye, esters of adrenalone but not adrena-
lone itself can be converted via a reduction-hydrolysis
sequence to deliver adrenaline (epinephrine) only at the
iris-ciliary body, the site of action.7,8 This suggested that
lipophilic ketones can be reduced in the iris-ciliary body.
Accordingly, phenylephrone chemical delivery systems
(CDS) (Figure 1) were designed to release the active species
phenylephrine, by a “reductive-hydrolytic activation” mech-
anism, selectively to iris-ciliary body, thus avoiding the
various systemic side effects. We recently reported the
physicochemical properties of the novel compounds as a
part of preformulation study.9

Investigation of the absorption properties of a new drug
moiety is also an important part in the preformulation
process. The rate and extent of intraocular absorption and
therapeutic effectiveness of topically applied drugs are
dependent on the transport characteristics of ocular mem-
branes, especially the cornea.10-12 Characterization of the
ocular penetration of drugs has been performed using hard-
to-obtain ocular membranes from many animals. The
establishment of a predictive method for the drug perme-
ation using a cell culture model would be useful. In vitro
cell culture models are of potential utility for some screen-
ing studies in which large quantities of corneas are needed.
The SIRC rabbit cell line has been used by many research-
ers as a cellular model in studies of corneal physiology,
immunology, and toxicology.13-17 Hutak et al. recently
developed an in vitro model for corneal permeability and
reported that a single inoculation of SIRC rabbit corneal
cells resulted in the formation of multiple epithelioid cell
layers, with the number of layers increasing with culture
time.18 The objectives of the present study are to (a)
evaluate the permeability characteristics of the SIRC rabbit
corneal cell line system for potential use as an in vitro
model for assessing drug permeability and (b) characterize
the transport characteristics of three novel esters of the
phenylephrone CDS using this model at varying pH condi-
tions.

Materials and Methods
The SIRC cell line was obtained from American Type Culture

Collection (ATCC no. CCL60; Rockville, MD). Earle’s balanced salt
solution (EBSS) without sodium bicarbonate, bovine calf serum,

* Corresponding author: Tel: (318) 342-1709. Fax: (318) 342-1606.
E-mail: pyreddy@alpha.nlu.edu.

Figure 1sStructures of phenylephrone CDS.
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lactalbumin hydrolysate, yeast extract, trypsin, and gentamycin
sulfate were obtained from Gibco BRL, Grand Island, NY. All other
chemicals were of tissue culture grade. Plastic filter units, cell
culture flasks (75 cm2), and transwell inserts were obtained from
Fisher Scientific, Houston, TX. D-[1-14C]mannitol (mol wt 182.2)
with a specific activity of 50.0 mCi/mmol and a radiochemical
purity of 98% was purchased from Sigma Chemical Co., St. Louis,
MO. [4-14C]testosterone, having a specific activity of 57.0 mCi/
mmol and a radiochemical purity of 98.2%, was purchased from
Nycomed Amersham, Arlington Heights, IL.

Cell CulturesSIRC cells were cultured as previously described
by Hutak et al.18 The cells were maintained at 37° C in EBSS
containing 10% bovine calf serum, 1760 mg/L lactalbumin hy-
drolysate, 570 mg/L yeast extract, 860 mg/L sodium bicarbonate,
and 50 mg/L gentamycin sulfate in an atmosphere of 5% CO2 and
95% relative humidity. The cells grown in 75 cm2 flasks were
passaged every seventh day of culture at a split ratio of 1:2. The
cells were rinsed with 0.1% EDTA (pH 7.4), suspended using
trypsin-EDTA in EBSS (37° C, 5 min), and transferred to two
new flasks containing fresh growth medium.

In the present investigations, 0.5 mL of growth medium was
placed in each well of the microwell plates, and the tissue culture
inserts were placed in the wells. The cells, grown for 7 days in
culture, were suspended in 50 mL of growth medium. A 0.15 mL
aliquot of culture medium was placed into each filter insert,
followed by the addition of 0.1 mL cell suspension. The total
volume of media and cell suspension was predetermined by the
filter capacity specifications. The volume of cell suspension added
to the inserts was determined by the relative surface area of the
microwell insert to the culture flask. The cell layers were given
fresh growth medium on every seventh day of growth. One
milliliter of fresh growth medium was placed into a new well.
Following removal of the old medium, the insert was placed into
this new well, and 0.1 mL of fresh medium was added to each
insert.

Electrical Resistance MeasurementssThe permeability of
the cell monolayers was determined by electrical resistance
measurements using a voltohmeter. The culture media (0.6 mL
and 0.1 mL to the apical and basolateral chamber, respectively)
were added prior to electrical measurements. Transepithelial
electrical resistance (TEER) values, obtained in the absence of cells
(caused by the electrical system and the collagen-coated polycar-
bonate membrane), were considered as background. For each
experiment, total electrical resistance values were corrected for
background, which ranged from 20 to 40 Ω‚cm2, to obtain the
TEER values of the cell monolayers.

Transport StudiessSIRC cell monolayers grown on collagen-
coated polycarbonate filters (Transwell) for 8-10 days were used
for transport experiments. On the day of the transport experiment,
the culture media (0.6 mL and 0.1 mL to the apical and basolateral
chamber, respectively) was replaced with EBSS containing 25 mM
glucose. The pH of the transport medium was adjusted with HCl
or NaOH. After equilibration at 37 °C for 30 min, TEER values
were obtained prior to transport study. The integrity of each batch
of cells was further tested by measuring the flux of radiolabeled
mannitol (0.01 mM) in representative cell monolayers (n ) 3). The
transport of the novel mydriatic agents (phenylephrone CDS)
across SIRC cell monolayers at pH 4.0, 5.0, 6.0, and 7.4 was
determined in triplicate. In apical (donor compartment) to baso-
lateral (receiver compartment) transport studies, each well in the
24 well clusters received 0.6 mL of transport medium that had
previously been equilibrated at 37 °C. Transport medium (0.1 mL)
containing the drug [phenylephrine, 0.1 mM; phenylephrone CDS,
0.1 mM; testosterone, 0.01 mM] was applied to the apical side.
Samples (100 µL) were removed from the basolateral side at
various times up to 180 min and replaced with the same volume
of fresh transport medium. Aliquots of 20 µL were taken from the
apical side at the beginning and end of each experiment.

Assay MethodsThe esters of phenylephrone (phenylacetyl 1,
isovaleryl 2, and pivalyl 3) were analyzed by HPLC (Isco pump,
Model 2350; Model 484, waters) using an electrochemical detector.
The detection potential was 1.15 V. A µBondapak C18 column with
a similar 6 cm guard column and a mobile phase (pH 3.6)
consisting of acetonitrile:acetate buffer:triethylamine (25:75:0.05)
with a flow rate of 1 mL/min were used for the resolution of the
compounds. Calibration curves were obtained by plotting the peak

area as a function of drug concentration. The radioactive materials
were analyzed by using a Beckman LS-3801 liquid scintillation
counter.

Data AnalysissApparent permeability coefficients (Papp) of the
three esters of phenylephrone and D-[1-14C]mannitol and [4-14C]tes-
tosterone were calculated using the following equation:

where dM/dt is the flux across the cell layers (µg/hr), A is the
surface area of the membrane (0.33 cm2), and C0 is the initial drug
concentration (µg/mL) in the donor compartment at t ) 0. Flux
per unit surface area (1/A × dM/dt) was determined from the slope
of linear portion of the cumulative amount permeated per unit
surface area vs time plot. The lag time was also determined from
this plot by extrapolating the linear portion to the abscissa. The
results of experiments performed in triplicate are presented as
mean ( SD. Statistical differences between the novel compounds
in the amount permeated at each time point, and the means were
determined by one-way analysis of variance (ANOVA). The
criterion for statistical significance was p < 0.05.

Results and Discussion
Transepithelial Electrical Resistance Measure-

mentssMeasurement of electrical resistance across the
cellular layers is a convenient and relatively sensitive
measure of the integrity and permeability of the layer.
These measurements reflect predominantly the resistance
across the tight junctions and not the cell membranes.19-23

The transcellular electrical resistance of the SIRC rabbit
corneal cell layers increased with time up to the eighth day
of culture with a resistance of 2233.42 ( 15.2 Ω‚cm2 and
remained constant through the 14th day of culture (Figure
2). The electrical resistances shown by the SIRC cell line
are slightly higher than the transepithelial resistances
across the corneal membranes (2 kiloohms‚cm2).24 However,
methods used to derive resistance values from cell mono-
layers and excised tissue are different, and therefore
comparisons should be considered with caution. The resis-
tance values shown by the cell layers used in the flux
experiments are slightly lower due to effects of media
changes during washing. The TEER values were constant

Figure 2sTransepithelial electrical resistance across SIRC cells grown on a
polycarbonate membrane. Each value represents average (±SEM) of six
experiments.

Papp ) (1/AC0) (dM/dt)
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throughout the transport studies at pH 6.0 and 7.4, but
the values decreased when exposed to pH 4.0 and 5.0 after
a period of 120 min.

Transport StudiessThe permeability of the hydro-
philic marker, D-[1-14C]mannitol, was determined to further
characterize the SIRC cell monolayers regarding its integ-
rity as a molecular barrier. Mannitol, a molecule which is
transported predominantly via the paracellular pathway,
showed low permeabilities (0.58 × 10-6 cm/s) (Table 1)
across the SIRC cell layers confirming that the cells formed
tight junctions when grown on polycarbonate membranes.
The permeability of mannitol across the SIRC cells was
less when compared to the permeability across isolated
corneal membranes.25 Figure 3 shows the cumulative
amount of mannitol permeated over time at different pH
conditions. At pH 4.0, the mannitol permeability at 120
min was 0.62 × 10-6 cm/s and later increased to 2.1 × 10-6

cm/s. Similarly, the Papp values at pH 5.0 increased from
0.59 × 10-6 cm/s to 2.02 × 10-6 cm/s after 120 min. These
differences in the permeabilities of the paracellular marker
over time (and decrease in the resistance values) might be
due to the damage caused to the surface layers of the SIRC
cells when exposed to low pH conditions.

The gradual and reproducible development of resistance
across the SIRC cells, when grown in culture medium,
allowed study of the permeability characteristics of a group
of novel mydriatic agents, esters of phenylephrone, and the
lipophilic marker, testosterone. The highly lipophilic mol-

ecule, testosterone, is transported via the transcellular
pathway. Testosterone exhibited a high permeability (43.5
× 10-6 cm/s) in the SIRC model at pH 7.4 (Table 1). Figure
4 illustrates the apical to basolateral transport of the
phenylephrone esters, mannitol, phenylephrine, and test-
osterone across SIRC cell layers at pH 7.4.

The physicochemical properties of the diffusing solute
and the physiologic function of the cell layer involved are
the important factors affecting the transport rate. The
phenylephrone esters had molecular weights 285.7-305.6,
pKa’s 7.19-7.21, and log P values ranging from 1.92 to
2.35.9 As shown in Table 2, the permeabilities of all the
esters were significantly higher than that of mannitol (p
< 0.05), indicating that the compounds might be permeat-

Table 1sThe Flux and Papp Values of D-[1-14C]Mannitol and
[4-14C]Testosterone across SIRC Cell Layers at Different pH
Conditionsa,b

pH 4.0 pH 5.0 pH 6.0 pH 7.4

Mannitol
flux (ng/cm2 hr) 4.03 ± 0.08 3.87 ± 0.11 3.86 ± 0.21 3.80 ± 0.22
Papp × 106 (cm/s) 0.62 ± 0.02 0.59 ± 0.01 0.59 ± 0.02 0.58 ± 0.02

Testosterone
flux (ng/cm2 hr) 462.8 ± 12.6 459.3 ± 16.8 451.9 ± 14.7 456.5 ± 18.1
Papp × 106 (cm/s) 44.1 ± 1.2 43.8 ± 1.6 43.1 ± 1.4 43.5 ± 1.8

a Values are means ± SEM of at least three experiments. b The values
were obtained from the permeation studies performed up to 120 min at pH
4.0 and 5.0 and up to 150 min at pH 6.0 and 7.4.

Figure 3sApical to basolateral transport of mannitol across SIRC cell layers
at different pH conditions. Each value represents average (±SEM) of at least
three experiments.

Figure 4sApical to basolateral transport of testosterone, phenylephrone CDS,
phenylephrine, and mannitol across SIRC cell layers at pH 7.4. Each value
represents average (±SEM) of at least three experiments.

Table 2sThe Flux, Papp, and Lag Time Values of Phenylephrone
Esters across SIRC Cell Layers at Different pH Conditionsa,b

flux (µg/cm2 h) Papp × 106 (cm/s) lag time (h)

Phenylephrine
pH 4.0 0.33 ± 0.04 3.20 ± 0.08 0.51 ± 0.05
pH 5.0 0.35 ± 0.03 3.42 ± 0.10 0.49 ± 0.03
pH 6.0 0.40 ± 0.05 3.91 ± 0.26 0.31 ± 0.04
pH 7.4 0.43 ± 0.02 4.21 ± 0.34 0.28 ± 0.02

Phenylacetyl Ester
pH 4.0 1.18 ± 0.03 10.67 ± 0.28 0.39 ± 0.03
pH 5.0 1.22 ± 0.02 11.09 ± 0.31 0.30 ± 0.01
pH 6.0 1.41 ± 0.02 12.83 ± 0.21 0.19 ± 0.03
pH 7.4 1.62 ± 0.08 14.76 ± 0.61 0.10 ± 0.02

Isovaleryl Ester
pH 4.0 1.04 ± 0.02 10.08 ± 0.19 0.44 ± 0.02
pH 5.0 1.11 ± 0.02 10.77 ± 0.16 0.35 ± 0.02
pH 6.0 1.25 ± 0.03 12.17 ± 0.25 0.23 ± 0.03
pH 7.4 1.36 ± 0.05 13.19 ± 0.42 0.17 ± 0.01

Pivalyl Ester
pH 4.0 0.97 ± 0.01 9.51 ± 0.15 0.47 ± 0.03
pH 5.0 1.04 ± 0.02 10.14 ± 0.19 0.39 ± 0.01
pH 6.0 1.19 ± 0.01 11.65 ± 0.11 0.17 ± 0.02
pH 7.4 1.31 ± 0.04 12.86 ± 0.38 0.12 ± 0.02

a Values are means ± SEM of at least three experiments. b The values
were obtained from the permeation studies performed up to 120 min at pH
4.0 and 5.0 and up to 150 min at pH 6.0 and 7.4.
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ing via the transcellular pathway. Hamalainen et al.
reported that molecules having a molecular weight less
than 500 permeate through paracellular route.26 Since all
the compounds under investigation have low molecular
weight, the paracellular route can also be considered as a
pathway for permeation.

The permeabilities of the phenylpehrone CDS ranged
from 12.86 × 10-6 cm/s to 14.76 × 10-6 cm/s at pH 7.4 and
were found to be 3-fold higher compared to phenylephrine
(4.21 × 10-6). The rank order of permeation of the esters
at any given pH was in accordance with their lipophilicities
(1 > 2 > 3).27 Phenylacetyl ester (1), which is the most
lipophilic, exhibited a higher permeability compared to
isovaleryl (2) and pivalyl (3) esters. Figure 5 illustrates the
relationship between log octanol/water partition coefficients
and transport rates of the compounds.

Permeability of all the three compounds was markedly
dependent on the pH of the transport medium and also on
the resistance of SIRC cell layers. The change in pH will
affect the degree of ionization of the drug molecule if the
drug has pKa-value in that specific region. At pH 6.0 and
pH 7.4, the esters showed significant differences in their
permeation at all time points after 15 min (p < 0.05) but
at pH 4.0 and pH 5.0 the differences in the amount
permeated were found significant (p < 0.05) at time points
after 45 min. At pH 6.0 and 7.4, the Papp value of
phenylacetyl ester was significantly different from iso-
valeryl and pivalyl but at pH 4.0 and 5.0, only phenylacetyl
and pivalyl esters showed significant difference in their Papp
values. At higher pH conditions, the compounds under
investigation predominantly exist in un-ionized form, caus-
ing an increase in diffusion through transcellular pathway
resulting in higher permeabilities. The results showed
decrease in permeabilities and increase in lag times of the
compounds at lower pH conditions. One possible reason for
the lag times might be due to the hydrolysis of the esters
during the transport studies which are undetectable in the
initial time points. Compound 2 showed higher lag time
compared to 1 and 3 because of its higher rate of hydroly-
sis.9 It is also possible that the lag times may be due to
the hydrogen bonding between the compounds and the

structures within the intercellular space that could impede
molecular movement.28

The epithelia are negatively charged and are selective
to positively charged solutes at physiological pH or pH
above the isoelectric point (pI). Below the pI the reverse
was observed.29,30 Compounds used in this study are
positively charged at low pH conditions and are excluded
from absorption through aqueous paracellular pathway.
This could be another possible explanation for the high lag
times and low permeabilities of the phenylephrone esters
at low pH conditions.

Conclusions
This paper reports the transport characteristics of the

novel mydriatic agents and also the use of SIRC rabbit
corneal cell line as an in vitro cell culture model for
assessing corneal transport of drug molecules. The SIRC
cell layers when grown on polycarbonate membranes
exhibited high TEER and a low permeability to the
hydrophilic marker, mannitol. This barrier property func-
tionally characterizes these cell lines as “tight” ion trans-
porting cell layers. Testosterone (a lipophilic molecule with
a log P of 3.31), however, showed a high permeability across
the SIRC cells. The results of this investigation suggest
that the SIRC cell line, when grown on polycarbonate
membranes, is a valid in vitro cell culture model for the
study of corneal absorption and transepithelial transport
of drugs. Studies on the permeability characteristics of
novel mydriatic agents across the SIRC cell layers have
shown that the esters of phenylephrone had higher trans-
port rates compared to phenylephrine. The rate and extent
of the transport of these compounds are influenced by the
fraction of ionized and un-ionized species (which in turn
depends on the pKa of the drug and the pH of the solution)
and the intrinsic partition coefficient of the drug. Studies
are in progress to test the pharmacological activity and to
assess the in vivo distribution and metabolism of the novel
compounds in rabbits eyes.
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Abstract 0 The purpose of these studies was to determine the
distribution of a lipophilic antimalarial agent, halofantrine hydrochloride
(Hf), in fasted plasma from hypo-, normo-, and hyperlipidemic patients
that displayed differences in lipoprotein concentration and lipid transfer
protein I (LTP I) activity. To assess the influence of modified lipoprotein
concentrations and LTP I activity on the plasma distribution of Hf, Hf
at a concentration of 1000 ng/mL was incubated in either hypo-,
normo-, or hyperlipidemic human plasma for 1 h at 37 °C. Following
incubation, the plasma samples were separated into their lipoprotein
and lipoprotein-deficient plasma (LPDP) fractions by density gradient
ultracentrifugation and assayed for Hf by high-pressure liquid chro-
matography. The activity of LTP I in the dyslipidemic plasma samples
was determined in terms of its ability to transfer cholesteryl ester from
low-density lipoproteins (LDL) to high-density lipoproteins (HDL). Total
plasma and lipoprotein cholesterol (esterified and unesterified),
triglyceride, and protein levels in the dyslipidemic plasma samples
were determined by enzymatic assays. When Hf was incubated in
normolipidemic plasma for 1 h at 37 °C, the majority of drug was
found in the LPDP fraction. When Hf was incubated in human plasma
of varying total lipid, lipoprotein lipid, and protein concentrations and
LTP I activity, the following relationships were observed. As the
triglyceride-rich lipoprotein (TRL) lipid and protein concentration
increased from hypolipidemia through to hyperlipidemia, the proportion
of Hf associated with TRL increased (r > 0.90). As the HDL lipid and
protein concentration increased, the proportion of Hf associated with
HDL decreased (r > 0.70). As the total and lipoprotein lipid levels
increased, the LTP I activity of the plasma also proportionally increased
(r > 0.85). Furthermore, with the increase in LTP I activity, the
proportion of Hf associated with the TRL fraction increased (r > 0.70)
and the proportion of Hf associated with the HDL fraction decreased
(r > 0.80). In addition, a positive correlation between the proportion
of apolar lipid and Hf recovered within each lipoprotein fraction was
observed within hypo- (r > 0.80), normo- (r ) 0.70), and hyperlipidemic
(r > 0.90) plasmas. These findings suggest that changes in the HDL
and TRL lipid and protein concentrations, LTP I activity, and the
proportion of apolar lipid within each lipoprotein fraction may influence
the plasma lipoprotein distribution of Hf in dyslipidemia.

Introduction
Lipoproteins are macromolecules of lipid and protein that

transport lipids through the vascular and extravascular

bodily fluids.1 Great diversity in the composition and
physical properties of lipoproteins are possible, particularly
in disease states. However, it is becoming apparent that
lipoproteins have a wider biological significance than
simply in lipid transport. It has been demonstrated that
the interaction of several compounds, including ampho-
tericin B (AmpB)2,3 and cyclosporine (CSA),4 with plasma
lipoproteins modifies the pharmacokinetics, tissue distribu-
tion, and pharmacologic activity of these compounds. In
addition, recent studies have suggested that not only the
relative levels of individual lipoproteins but also their lipid
composition define the distribution of a number of hydro-
phobic compounds among plasma lipoproteins.5-7

Halofantrine (Hf), an effective agent in the treatment of
malaria, has been shown to bind to lipoproteins upon
incubation in human blood8 and plasma.9 Cenni et al.8 have
suggested that Hf interacts and binds mostly to low-density
lipoproteins (LDL) and high-density lipoproteins (HDL)
upon incubation in human blood from noninfected and
malaria subjects. However two drawbacks of this work
were that the Hf distribution experiments were not done
at a physiologic temperature, but rather at 20 °C, and that
the total Hf recovery from plasma was as low as 40%.
Humberstone et al.10 have demonstrated that the lipopro-
tein distribution of Hf within fasted and fed beagle plasma
samples may be influenced by the relative pre- and post-
prandial lipoprotein profiles. Furthermore, McIntosh et al.9
have recently concluded that these differences are regu-
lated by the respective masses of core apolar lipoprotein
lipid.

Recent studies have suggested that the binding of Hf to
lipoproteins may also alter its pharmacokinetics and
pharmacological effect. Humberstone et al.10 have observed,
following intravenous Hf administration to fasted and fed
beagles, that a decrease in Hf clearance and a decrease in
Hf volume of distribution was correlated with an increased
binding of Hf to plasma lipoproteins in the post-prandial
state compared with the fasted state. In addition, they
demonstrated that the concentration that is inhibitory in
50% of test subjects (IC50) of Hf within an in vitro culture
of Plasmodium falciparum was significantly decreased
when incubated in the presence of 10% post-prandial
serum.11 Taken together, these studies suggest that the
effect of human dylipidemias (aberrant plasma lipoprotein
and lipid concentrations) on the plasma distribution of Hf
merit further investigation.

Most patients infected with malaria may exhibit distur-
bances in their lipid metabolism resulting in modified
lipoprotein-lipid composition,8 so we conducted studies to
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determine whether the human plasma distribution of Hf
was influenced by changes in lipoprotein concentration and
composition. Our working hypothesis was that the associa-
tion of Hf with different lipoprotein classes would be
influenced by the relative abundance of these lipid-protein
complexes and apolar lipid content. In addition, because
Hf is lipophilic, we believed that lipid transfer protein I
(LTP I), an endogenous glycoprotein responsible for the
transfer of lipids between lipoproteins,12 may influence Hf
lipoprotein distribution in a similar manner as it regulates
the transfer of AmpB13 and CSA14 between HDL and LDL.

Materials and Methods
Chemicals and PlasmasHalofantrine was provided by Smith-

Kline Beecham Pharmaceuticals (King of Prussia, PA). Sodium
bromide was purchased from Sigma Chemical Company (St. Louis,
MO). Liquid chromatography grade acetonitrile and tert-butyl
methyl ether (TBME) were obtained from Fisher Canada (Mon-
treal, Quebec). Electrophoresis grade sodium dodecyl sulfate (SDS)
was obtained from Eastman Kodak (Rochester, NY). Fasted
human plasma samples from hypolipidemic, normolipidemic, and
a hyperlipidemic subjects were obtained from the Vancouver Red
Cross (Vancouver, British Columbia). Ten microliters of 0.4 M
ethylenediaminetetraacetic acid, pH 7.1 (EDTA; Sigma Chemical
Company) was added to 1.0 mL of whole blood. In this study, a
hypolipidemic plasma sample was defined as having a total plasma
cholesterol of <130 mg/dL and total plasma triglyceride of <100
mg/dL, a normolipidemic plasma sample was defined as having a
total plasma cholesterol of 130-200 mg/dL and total plasma
triglyceride of 100-200 mg/dL, and a hyperlipidemic plasma
sample was defined as having a total plasma cholesterol of >350
mg/dL and total plasma triglyceride of >280 mg/dL.1 For all Hf
plasma distribution studies, Hf was dissolved in 100% methanol.
The addition of methanol alone did not modify lipoprotein-lipid
composition or plasma LTP I activity (data not shown).

Lipoprotein SeparationsThe plasma was separated into its
HDL, LDL, triglyceride-rich lipoproteins (TRL), which consists of
VLDL and chylomicrons, and lipoprotein deficient plasma (LPDP)
fractions by ultracentrifugation.15,16 Briefly, human plasma (3.0
mL) samples were placed in centrifuge tubes and their solvent
densities were adjusted to 1.006 g/mL by sodium bromide. Fol-
lowing centrifugation (L8-80M; Beckman Canada) at 50 000 rpm
for 18 h at 4 °C, the TRL-containing and TRL-deficient plasma
fractions were recovered. The TRL-deficient plasma fraction was
readjusted to a density of 1.063 g/mL and respun at 50 000 rpm
for 18 h at 4 °C to separate the LDL-rich and TRL/LDL-deficient
plasma fractions. This fraction was readjusted to a density of 1.21
g/mL and respun at 50 000 rpm for 18 h at 4 °C to separate the
HDL-rich and lipoprotein-deficient plasma (LPDP) fractions.

Isolation and Purification of Lipid Transfer Protein (LTP
I)sLTP I was purified from human lipoprotein-deficient plasma
as has been previously described.12 Briefly, citrated human plasma
was made lipoprotein deficient by the dextran-MnCl2 procedure
of Burstein and co-workers.17 LTP I was then partially purified
by sequential chromatography on phenyl-Sepharose and carboxy
methyl cellulose gel (CM-52, Whatman Inc., Chifton, NJ). Partially
purified LTP I (1.05 mg protein/mL), enriched 800-fold relative to
lipoprotein-deficient plasma, was stored at 4 °C in 0.01% disodium
EDTA, pH 7.4. The CM-cellulose fraction of LTP I was used in all
experiments.

Radiolabeling of Plasma LipoproteinssHuman LDL was
labeled by the lipid dispersion technique as previously described.12

Briefly, human plasma was incubated with a lipid dispersion
containing egg phosphatidylcholine (PC), triglyceride (5 mol %),
and [3H]cholesteryl ester (CE) (12 mol %) at 37 °C for 20-24 h in
the presence of LTP I and diethyl (p-nitrophenyl) phosphate. Then
the LDL fractions were isolated from the total lipoprotein pre-
cipitate by centrifugation as previously described. LDL had a
specific activity of 3.423 × 106 cpm/mL (1352 cpm/µg of total
cholesterol).

Lipid Transfer AssayssTo assess the LTP I activity within
the different human plasma samples used in this study, the
following protocol was used. Lipid (CE) transfer was performed
within the lipoprotein-deficient plasma samples as has been
previously described.14,18 Typically, 10 µg (total cholesterol) of

radiolabeled donor (3H-CE LDL) and unlabeled acceptor (HDL)
are incubated ( LTP I source (which are the different delipidated
human plasma samples used in this study), pH 7.4, for 90 min at
37 °C. Lipid transfer between donor and acceptor lipoprotein is
then quantitated by scintillation counting. The fraction of lipid
and drug transferred (kt) was calculated as described by Pattnaik
and Zilversmit:19

where D0 and At are the amounts of radioactivity in the donor at
time 0 and in the acceptor at time t, respectively. The constant k
is the fraction of label transferred per unit time (t). Acceptor
radioactivity in the absence of LTP (usually < 2-3%) is subtracted
before calculating kt values. Calculations assume steady-state
conditions, where all lipid transfer is an exchange process. To
minimize calculation errors due to mass transfer, all values were
determined from assays in which the extent of radiolabel transfer
was small (e15%).

Quantification of HalofantrinesPlasma lipoprotein and
lipoprotein-deficient samples containing Hf (1-mL aliquot) were
mixed with 2 mL of acetonitrile and 8 mL of TBME; the mixture
was vortexed for 30 s after the addition of acetonitrile and TBME
and centrifuged (2000x g for 2 min). The supernatant was
transferred to another tube, dried under nitrogen at 30 °C, and
reconstituted with 0.5 mL of acetonitrile. The reconstituted
extractant was analyzed against an external standard calibration
curve for Hf by a high-pressure liquid chromatography (HPLC)
procedure developed by Humberstone and co-workers.20 The
internal standard used to account for variation between samples
is 2,4-dichloro-6-trifluoromethyl-9-{1-(2-(dibutylamino)ethyl)}-
phenanthrenemethanol.20 The HPLC system consisted of a Beck-
man model 110A pump, a Shimadzu SIL-9A autoinjector, and a
Shimadzu SPD-6A variable wavelength detector. The detector was
set at a wavelength of 257 nm, with absorbance sensitivity of 0.05
absorbency units, full scale. Results were recorded on a Shimadzu
C-R3A chromatopac integrator. For chromatographic separation,
a ultrasphere ODS column (4.6 mm × 25 cm) packed with
trimethylsilyl particles (particles of 5 µm in diameter) was used
at ambient temperatures. The mobile phase consisted of 75:25 (v/
v) acetonitrile:water with 0.2% (w/v) SDS and 0.2% (V/v) glacial
acetic acid at a flow rate of 1.5 mL min-1. This assay had a limit
of quantitation for Hf of 39 ng/mL and external calibration curves
in total plasma, lipoprotein, and lipoprotein-deficient fractions that
were linear in a concentration range of 39-5000 ng/mL of Hf (r >
0.90), with an intraday coefficient of variation of 5-8%.

Determination of Plasma Lipoprotein Triglyceride, Cho-
lesterol, and Protein ConcentrationssTotal plasma triglyc-
erides (TG), cholesterol, and protein concentrations were deter-
mined by enzymatic assays purchased from Sigma Diagnostics (St.
Louis Mo.) as previously described.17 The external calibration
curve for plasma and lipoprotein triglyceride was linear in a
concentration range 10-300 mg/dL (r > 0.95), for cholesterol was
linear in a concentration range 10-450 mg/dL (r > 0.96), and for
protein was linear in a concentration range of 5-2000 mg/dL (r >
0.90). Free cholesterol was determined using an enzymatic assay
purchased from Boehringer Mannheim and was linear in a
concentration range 1-100 mg/dL (r > 0.90). Cholesteryl ester
concentration was determined by calculating the difference be-
tween total and free cholesterol.

Halofantrine (Hf) Distribution Studies in Specific Human
Plasma Samples of Varying Lipoprotein Concentration and
Composition and LTP I ActivitysTo gain an understanding
on how lipoprotein lipid and protein concentration and LTP I
influences the plasma distribution of Hf, Hf (1000 ng/mL) was
incubated in 3 mL of plasma samples (total amount of Hf in plasma
was 3000 ng) from three different patients (hypo-, normo-, and
hyperlipidemic) of varying total and lipoprotein cholesterol, tri-
glyceride, and protein concentrations (Table 1) and composition
(Table 2) for 60 min at 37 °C. A Hf concentration of 1000 ng/mL
was chosen as a value broadly representative of serum concentra-
tions expected in a clinical enviroment.21 Following incubation,
the plasma was cooled to 4 °C to prevent any drug redistribution
(data not shown) and separated into its lipoprotein and lipoprotein-
deficient fractions by density gradient ultracentrifugation, and
each fraction was quantified for Hf by HPLC.20 To ensure that
the distribution of Hf found in each of these fractions was a result
of its association with each lipoprotein or lipoprotein-deficient

kt ) -ln(1 - At/D0) (1)
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fraction and not a result of the density of the drug, the density
profile of Hf reconstituted in 100% methanol and incubated in
lipoprotein-deficient plasma was determined by ultracentrifuga-
tion. The majority of Hf (>85%) was found in the density range
>1.21 g/mL (data not shown), suggesting that the Hf distribution
within the ultracentrifuge tubes following incubation in human
plasma is not a function of drug density.

In addition, to provide further evidence that LTP I may facilitate
the movement of Hf between lipoprotein fractions, the lipoprotein
distribution of Hf within normolipidemic human plasma (contain-
ing 1.0 µg protein/mL of LTP I), which has been supplemented
with exogenous LTP I (0.67 µg protein/mL), was determined.

Data and Statistical AnalysissCorrelation coefficients be-
tween the amount of Hf recovered within the TRL, HDL, and LDL
plasma fractions and the amount of cholesterol, triglyceride, and
protein within these fractions (Figures 1-3), proportion of apolar
lipid within each lipoprotein fraction (Figure 4), and LTP I activity
(Figure 5) were determined using Pearson’s test. Differences in
the human plasma distribution of Hf following incubation in
human plasmas of varying lipid and protein concentrations were
determined by a two-way analysis of variance (PCANOVA; Human
Systems Dynamics). Critical differences were assessed by Neu-
man-Keuls posthoc tests. Differences were considered significant
if p was <0.05. All data are expressed as mean ( standard
deviation.

Results and Discussion
Total and Lipoprotein Lipid and Protein Levels in

Plasma from Human SubjectssThe differences in total

and lipoprotein plasma cholesterol (esterified + unesteri-
fied), triglyceride, and protein concentrations and composi-
tion between hypolipidemic, normolipidemic, and hyper-
lipidemic human subjects chosen for this study are reported
in Tables 1 and 2.

Distribution of Halofantrine (Hf) Following Incu-
bation in Plasma from Human Subjects with Varying
Lipid ConcentrationssTable 3 reports the plasma dis-
tribution of Hf at 1000 ng/mL within plasma obtained from
hypolipidemic, normolipidemic, and hyperlipidemic human
subjects following incubation for 60 min at 37 °C. A
significantly greater percentage of Hf was recovered within
the TRL fraction following incubation in hyperlipidemic
and normolipidemic patient plasma for 60 min at 37 °C
than following incubation in hypolipidemic patient plasma.
At the same time, a significantly lower percentage of Hf
was recovered within the HDL fraction following incubation
in hyperlipidemic and normolipidemic patient plasma
samples than following the incubation in hypolipidemic
patient plasma samples. In addition, a significantly higher
percentage of Hf was recovered within the TRL fraction
and significantly lower percentage of Hf was recovered in
the HDL and LPDP fractions following incubation in
hyperlipidemic compared with normolipidemic patient
plasma samples.

Table 1sFasted Total and Lipoprotein Plasma Cholesterol (Esterified + Unesterified), Triglyceride, and Protein Concentrations in Plasma Samples
from Three Individual Patientsa

patient profile TRL, mg/dL LDL, mg/dL HDL, mg/dL total, mg/dL

cholesterol (esterified + unesterified)
hypolipidemic 20.6 ± 2.6 70.8 ± 3.1 32.3 ± 1.7 123.7 ± 5.6
normolipidemic 43.9 ± 1.8* 108.2 ± 9.9* 44.7± 6.1* 196.9 ± 4.0*
hyperlipidemic 112.6 ± 9.4* 180.7 ± 16.1* 105.2 ± 13.9* 398.5 ± 18.1*

triglyceride
hypolipidemic 31.1± 2.1 22.7 ± 1.1 21.4 ± 3.4 75.1 ± 2.1
normolipidemic 92.1 ± 8.5* 45.3 ± 7.8* 33.0 ± 3.6* 170.4 ± 4.8*
hyperlipidemic 153.5 ± 16.9* 80.3 ± 11.3* 61.4 ± 6.6* 295.1 ± 18.6*

protein
hypolipidemic 7.4 ± 1.2 25.0 ± 2.3 132.4 ± 11.8 164.7 ± 11.8
normolipidemic 34.8 ± 2.8* 94.4 ± 2.8* 217.6 ± 9.0* 346.8 ± 10.2*
hyperlipidemic 77.9 ± 6.8* 156.3 ± 11.1* 936.9 ± 111* 1171 ± 115*

a Data are expressed as mean ± standard deviation (n ) 4 replicates for hypolipidemic; n ) 6 replicates for normolipidemic and hyperlipidemic). Abbreviations:
TRL, triglyceride rich lipoproteins, which includes very low-density lipoproteins and chylomicrons; LDL, low-density lipoproteins; HDL, high-density lipoproteins. (*)
p < 0.05 versus hypolipidemic patient profile.

Table 2sLipoprotein Composition of Plasma from Hypolipidemic,
Normolipidemic, and Hyperlipidemic Patientsa

lipoprotein fraction hypolipidemic normolipidemic hyperlipidemic

triglyceride rich lipoproteins
TC/TP (wt/wt) 2.8 ± 0.3 1.2 ± 0.1* 1.5 ± 0.2*
TG/TP (wt/wt) 4.3 ± 1.0 2.5 ± 0.1* 2.0 ± 0.3* **
TG/TC (wt/wt) 2.2 ± 0.4 2.9 ± 0.1* 1.4 ± 0.1* **

low-density lipoproteins
TC/TP (wt/wt) 2.9 ± 0.3 1.2 ± 0.1* 1.2 ± 0.1*
TG/TP (wt/wt) 0.9 ± 0.1 0.5 ± 0.1* 0.5 ± 0.1*
TG/TC (wt/wt) 0.30 ± 0.03 0.4 ± 0.1 0.44 ± 0.05*

high-density lipoproteins
TC/TP (wt/wt) 0.25 ± 0.02 0.13 ± 0.03* 0.12 ± 0.03*
TG/TP (wt/wt) 0.16 ± 0.01 0.11 ± 0.02* 0.07 ± 0.01* **
TG/TC (wt/wt) 0.66 ± 0.06 0.87 ± 0.17 0.59 ± 0.07**

a Data are expressed as mean ± standard deviation (n ) 4 replicates for
hypolipidemic and n ) 6 replicates for normolipidemic and hyperlipidemic);
(*) p < 0.05 versus hypolipidemic; (**) p < 0.05 versus normolipidemic; TC,
total cholesterol (esterified + unesterified); TG, total triglycerides; TP, total
protein; wt/wt, weight/weight; plasma type, hypolipidemic (total cholesterol <130
mg/dL and triglyceride < 100 mg/dL); normolipidemic (total cholesterol 130−
200 mg/dL and triglyceride 100−200 mg/dL); hyperlipidemic (total cholesterol
> 350 mg/dL and triglyceride > 280 mg/dL).

Figure 1sDistribution of Hf at 1000 ng/mL incubated for 60 min at 37 °C in
hypolipidemic, normolipidemic, or hyperlipidemic plasma samples: (A) triglyc-
eride-rich lipoprotein (TRL) protein; (B) TRL cholesterol, (C) TRL TG; and (D)
TRL apolar lipid (cholesteryl ester and triglyceride) content versus the amount
of Hf within the TRL fraction.
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When correlations between the amount of Hf recovered
within the TRL, LDL, and HDL plasma fractions and the
amount of cholesterol, triglyceride, and protein were
calculated for all three patient plasma subgroups, the
following relationships were observed. As TRL cholesterol,
triglyceride, protein, and apolar lipid (cholesteryl esters and
triglycerides) levels increased, the amount of Hf recovered
in this fraction proportionally increased (Figure 1; r > 0.70).
However, as HDL cholesterol, triglyceride, protein, and

apolar lipid levels increased, the amount of Hf recovered
in this fraction proportionally decreased (Figure 2; r >
0.70). Although no correlation between LDL lipid and
protein levels and the amount of Hf recovered in this
fraction was observed (Figure 3), a positive correlation
between the proportion of apolar lipid and percentage of
Hf recovered within each lipoprotein fraction was observed
within all three plasma groups (Figure 4; r > 0.70).

We have further observed that although HDL choles-
terol, triglyceride, and protein concentrations increased
3-fold, 3-fold, and 7-fold, respectively, from hypolipidemia
through to hyperlipidemia (Table 1), the percent (Table 3)

Table 3sDistribution of Halofantrine Hydrochloride (Hf‚HCl) at 1000 ng/mL within Fasted Plasma from Three Individual Patients Following
Incubation for 60 min at 37 °C (following incubation plasma samples were assayed by high-pressure liquid chromatography for drug in each of
the lipoprotein and lipoprotein-deficient plasma fractions)a

patient profile TRL fraction, %b LDL fraction, % HDL fraction, % LPDP fraction, % percent recoveryc LTP I activity, %kt

hypolipidemic (n ) 4 replicates) 8.2 ± 0.7 17.5 ± 1.8 12.2 ± 3.3 59.1 ± 3.4 97.0 ± 2.6 2.2 ± 0.8
normolipidemic (n ) 6 replicates) 18.5 ± 2.1* 15.6 ± 3.2 11.1 ± 1.9* 53.5 ± 5.2 98.7 ± 2.8 11.6 ± 0.6*
hyperlipidemic (n ) 6 replicates) 31.4 ± 3.3* ** 21.0 ± 4.4 4.9 ± 1.0* ** 37.5 ± 4.8* ** 94.6 ± 4.8 14.6 ± 2.5*

a Data are expressed as mean ± standard; (*) p < 0.05 vs hypolipidemic patients; (**) p, 0.05 versus normolipidemic patients. b Percent of initial Hf‚HCL
concentration. b Percent of initial drug incubated; LPDP, lipoprotein-deficient plasma; HDL, high-density lipoprotein; LDL, low-density lipoprotein; TRL, triglyceride-
rich lipoproteins, which includes very-low-density lipoproteins and chylomirons; LTP I, lipid transfer protein I; k, fraction of labeled lipid transferred; t, time; plasma
type, hypolipidemic (total cholesterol < 130 mg/dL and triglyceride < 100 mg/dL); normolipidemic (total cholesterol 130−200 mg/dL and triglyceride 100−200
mg/dL); hyperlipidemic (total cholesterol > 350 mg/dL and triglyceride > 280 mg/dL).

Figure 2sDistribution of Hf at 1000 ng/mL incubated for 60 min at 37 °C in
hypolipidemic, normolipidemic, or hyperlipidemic plasma samples: (A) high-
density lipoprotein (HDL) protein; (B) HDL cholesterol; (C) HDL TG; and (D)
HDL apolar lipid (cholesteryl ester and triglyceride) content versus the amount
of Hf within the HDL fraction.

Figure 3sDistribution of Hf at 1000 ng/mL incubated for 60 min at 37 °C in
hypolipidemic, normolipidemic, or hyperlipidemic plasma samples: (A) low-
density lipoprotein (LDL) protein; (B) LDL cholesterol; (C) LDL TG; and (D)
LDL apolar lipid (cholesteryl ester and triglyceride) content versus the amount
of Hf within the LDL fraction.

Figure 4s(A) Correlation between the percentage of Hf recovered in
triglyceride-rich (TRL), low-density (LDL), and high-density lipoprotein (HDL)
fractions in hypolipidemic human plasma and the proportional distribution of
apolar lipids (cholesteryl esters and triglycerides) within the individual lipoprotein
fractions. (B) Correlation between the percentage of Hf recovered in TRL,
LDL, and HDL fractions in normolipidemic human plasma and the proportional
distribution of apolar lipids (cholesteryl esters and triglycerides) within the
individual lipoprotein fractions. (C) Correlation between the percentage of Hf
recovered in TRL, LDL, and HDL fractions in hyperlipidemic human plasma
and the proportional distribution of apolar lipids (cholesteryl esters and
triglycerides) within the individual lipoprotein fractions.

Figure 5sLipid transfer protein I activity in hypolipidemic, normolipidemic, or
hyperlipidemic plasma samples versus the amount of Hf within the (A) high-
density lipoprotein (HDL) and (B) triglyceride-rich lipoprotein (TRL) fractions.
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and amount (Figure 2) of Hf recovered within the HDL
fraction significantly decreased. However, in these same
plasmas, TRL cholesterol, triglyceride, and protein con-
centrations increased 5.5-fold, 5-fold, and 10-fold, respec-
tively, from hypolipidemia through to hyperlipidemia
(Table 1). This resulted in a significant and proportional
increase in the percent (Table 3) and amount (Figure 1) of
Hf recovered within the TRL fraction. These findings
suggest that Hf lipoprotein distribution may be regulated
by mass plasma lipoprotein triglyceride concentrations and
the number of TRL particles present within plasma. Thus,
Hf moved from one lipoprotein class to another and its
movement could be influenced by different disease states,
such as malaria, and adjunct therapies, such as Intralipid
infusion,3 where lipoprotein composition and plasma con-
centrations are altered. Furthermore, not only are triglyc-
eride mass and particle number important factors in
determining Hf lipoprotein distribution, but to which
lipoprotein subfraction changes in composition ocurr may
also be important in determining to which component the
drug binds. It further appears that TRL may be more
effective at binding Hf than either HDL or LDL as you
increase lipoprotein lipid-load and particle number.

Influence of Lipid Transfer Protein I (LTP I) on
the Plasma Distribution of Halofantrine (Hf)sThe
LTP I activity within the plasma of these patients were
determined by measuring the transfer rate of [3H]CE from
LDL to HDL. As the total plasma and lipoprotein lipid
concentrations increased from hypolipidemia through to
hyerlipidemia, LTP I activity increased from 2.2 ( 0.8% kt
to 14.6 ( 2.5% kt (Table 3). Furthermore, as LTP I-
mediated transfer of CE increased, the amount of Hf
recovered in the HDL fraction decreased (Figure 5A),
whereas the amount of Hf recovered in the TRL fraction
increased (Figure 5B). In addition, a significantly lower
percentage of Hf was recovered in the LDL, HDL, and
LPDP fractions and a significantly greater percentage of
Hf was recovered in the TRL fraction compared with
controls when fasted normolipidemic plasma containing 1
µg protein/mL of LTP I was supplemented with 0.67 µg
protein/mL of exogenous LTP I (Table 4).

Taken together, these studies demonstrate that as LTP
I activity increases, the proportion of Hf associated with
the TRL fraction increases (r > 0.70) and the proportion
of Hf associated with HDL decreases (r > 0.80). Because
LTP I is the protein that catalyzes the transfer exchange
of apolar lipids CE from CE-rich lipoproteins (HDL and
LDL) for TG from TG-rich lipoproteins (i.e., VLDL and
chylomicrons), our findings suggest that Hf plasma distri-
bution may be related to its lipoprotein apolar lipid content.
This suggestion is further supported by the observation
within hypo- (r > 0.80), normo- (r ) 0.70), and hyperlipi-
demic (r > 0.90) plasma samples that a proportionally
greater percentage of Hf was recovered in those lipoprotein
fractions that contained a larger proportion of apolar lipid
(Figure 4). These findings are in agreement with our
previous studies in pre- and postprandial plasma samples
from beagles and humans,9 where it was concluded that

the mechanism of Hf association with plasma lipoprotein
was primarily by way of solubilization in the apolar lipid
core.

Summary

In conclusion we have determined that Hf associates
with lipoproteins upon entrance into the plasma component
of the bloodstream and that the distribution of Hf among
lipoproteins is defined by the relative levels of individual
lipoproteins and the proportion of apolar lipid content
within each lipoprotein fraction, and is influenced by LTP
I. Furthermore, the amount of Hf recovered in the TRL
and HDL fractions correlates to lipoprotein lipid and
protein mass and LTP-I activity. The alterations in plasma
lipoprotein concentrations, including decreases in HDL-
cholesterol and elevations in TRL-triglyceride concentra-
tions,8 often exhibited by patients with malaria, raises the
possibility of altered efficacy and/or toxicity of drugs, such
as Hf, which associate with lipoproteins. Recently, Hum-
berstone et al.11 demonstrated that the IC50 of Hf was
significantly increased when incubated in the presence of
10% post-prandial serum (which contains elevated TRL
triglyceride serum concentrations) compared with normo-
lipidemic serum in a continuous in vitro culture of Plas-
modium falciparum. In addition, there is an apparent
linkage between excessively high plasma Hf concentrations
and cardiac toxicity in patients with or without a preexist-
ing cardiopathy.22 As higher plasma concentrations of Hf
are typically observed after post-prandial administration,
distribution of Hf into post-prandial lipoproteins (particu-
larly TRL) may contribute to the cardiac side effects of Hf
observed in these patients. Future studies are warranted
to investigate the pharmacological implications of the
predominant association of Hf with TRL when total plasma
TG concentrations are elevated.
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Abstract 0 This work investigates the relationships between the wet
mass consistency/viscosity of samples prepared in a mixer-granulator
and physical properties of the dry granules produced from the wet
mass; namely, size distribution, bulk density (Hausner ratio), friability,
and flow avalanching behavior. The correlation between the consis-
tency of the wet mass and the downstream dry granule properties
confirms that consistency is the key parameter to control in wet
granulation by mechanical agitation. Variations in the formulation affect
the dimensionless power relationship of the mixer-granulator consid-
ered; that is, the equivalence between wet mass consistency and
mixer net power consumption, which is actually the parameter used
to monitor the wet granulation process. The same variations in
formulation also affect the relationships between wet mass consistency
and dry granule properties.

Introduction

Over recent years, a strategy based on the use of
dimensionless numbers has been designed to allow a better
control and scale-up of wet granulation processes in
pharmaceutical mixer-granulators.1-4 The granulation end
point is classically detected by monitoring the power
consumption of the mixer-granulator. In this new approach,
a dimensionless power relationship is determined that
summarizes the overall effect of various process parameters
linked to the wet mass and to the mixer-granulator itself.
Hence, knowing the wet mass characteristics wanted and
the conditions in which the mixer is to be operated, the
dimensionless power relationship is employed to give the
corresponding target power consumption value that will
signal the end point of the granulation.

However, several assumptions are made in this ap-
proach. In particular, the wet mass has to be considered
as a continuous phase, which is described solely by the
composition of its dry formulation, its wet bulk density,
and viscosity. The viscosity of the wet mass is assessed
using a mixer torque rheometer, an instrument that has
been specifically developed to quantify the rheological
consistency of the pharmaceutical wet masses.4,5 It has
been demonstrated that wet mass consistency was linearly
proportional to wet mass viscosity,5 while offering the
advantage of being easier to measure. Intrinsically, it is
also assumed in the methodology that if the wet mass
quality can be reproduced, through the control of the wet
mass consistency, then the quality of the dry granules

produced downstream from the wet mass will also be
controlled. This assumption presupposes that there exists
a link between the wet mass consistency and the dry
granule characteristics.

The objective of this work was to verify this assumption
by proving the existence of a relationship between the wet
mass consistency and several dry granule properties judged
important with regards to tableting. The effect of formula-
tion on the dimensionless power relationship of a given
mixer-granulator will also be investigated.

Experimental Section
The wet mass samples were produced in a pharmaceutical, high-

shear mixer-granulator (Aeromatic Fielder PMA 100 L, Eastleigh,
Hampshire, UK) using five different hydrophilic formulations,
coded as ‘R’, ‘L’, ‘P’, ‘C’, and ‘D’ and defined in Table 1. Lactose
450 mesh (DMV International, Veghel, The Netherlands), starch
(National Starch and Chemical GmbH, Neustadt, Germany),
pregelatinized starch (PGS, National Starch and Chemical GmbH,
Neustadt, Germany), and dibasic calcium phosphate dihydrate
(DCPD, Calipharm, UK) were generously supplied by Zeneca
Pharmaceuticals. Lactose 200 mesh was a gift from DMV Inter-
national, Veghel, The Netherlands. Poly(vinylpyrrolidone) (PVP
K25) was supplied by BASF, Ludwigshafen, Germany.

Wet massing runs were carried out at different impeller speeds,
whereas water was sprayed at a constant rate. The spray nozzle
and the water flow rate were chosen to ensure a quick distribution
of the water among the mix. Samples were withdrawn at regular
intervals to give a range of increasing consistency values and were
immediately analyzed for their bulk density and consistency.

The consistency was determined using a mixer torque rheom-
eter (Caleva MTR, Sturminster-Newton, Dorset, UK) as previously
described by Rowe and Parker,4 run at a shaft speed of 50 rpm. A
baseline was recorded for 20 s, then 35 g of wet sample was
introduced and mixed for 30 s, and then data were recorded for
30 s. The wet mass consistency of the sample was calculated as
the mean torque value recorded with the sample in the mixer less
the mean torque value of the baseline recording. All reported
values were the average of two determinations.

To obtain dry granules for further analysis, the wet mass
samples were subsequently processed, by first passing through a
1000 µm screen, then tray-drying in an oven at 40 °C for 24 h,
and finally screening once again through a 850 µm sieve. The
undersized fractions were analyzed for size distribution (by sieve
analysis); apparent bulk density (aerated and tapped to derive
their Hausner ratio); flow (using an Aero-Flow, Amherst Process
Instruments, Hadley, MA), based on an avalanching principle;6
and friability index (using a modified test procedure in a Roche
tablet friability test apparatus). The densities were determined
in a tapping apparatus similar to that described in the European
Pharmacopoeia (second edition, V.5.5.4.). The Aero-Flow measures
the time intervals between avalanches generated within a granule
sample placed in the slow rotating drum of the apparatus. The
assay was made with the 1-600-µm fractions of the samples. The
quantity used varied according to the density of the formulation,
with 25 g for the lactose-based and 40 g for the DCPD-based
formulations. Compilation of the frequency and irregularity of
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these time intervals was then used to describe the flow behavior
of the sample. In the friability test, 10 g of sample was used
regardless of formulation, and the Roche tablet friabilator was run
5 min at 90 rpm with a sample and five small glass balls. The
glass balls had a mean diameter of 16 mm and a density of 2.34
g/cm3. They were preferred to lighter materials (plastic and wooden
balls) to maximize the differences in results obtained from various
granule samples. The friability index was taken as 100 - x%,
where x is the percentage of the original sample fraction 250-
600 µm retained by a 250 µm sieve after testing. Similar methods
are encountered in the literature with various drum speeds,
sample sizes, and sieve fractions, and presence or absence of inert
balls.7-9 Mechanically stronger granules produce a lower friability
index.

Results and Discussion
The dimensionless power relationship of the mixer-

granulator gives the relationship between the power con-
sumption of the mixer and the wet mass consistency. The
following expression will be used:2

where Np is the Power number

ΨRe is the pseudo Reynolds number

Fr is the Froude number

and fill ratio indicates the fraction of bowl working capacity
occupied by the wet mass, and can be represented, for
example, by2

The dimensionless numbers 2 to 5 are defined with the
following notations:

∆P ) the net power consumption of the mixer-granulator
(W)

(total power consumption less power required to stir the
dry mix)

m ) the amount of wet mass (kg)
F ) the wet mass bulk density (kg‚m-3)
µ ) the wet mass consistency (Nm)
N ) the impeller rotational speed (s-1)
R ) the impeller radius (m)

RB ) the bowl radius (m)
g ) the gravitational constant (9.81 ms-2)

Data from the experimental granulation runs were used
to determine the dimensionless power relationship of the
Fielder PMA 100 L mixer-granulator and to investigate the
effect of formulation on this relationship. The results are
graphically presented in Figures 1a and b. The statistical
analysis on the regression lines was compiled using a
statistical software package (SPSS 6 for Windows, SPSS
UK Ltd, Chertsey, Surrey, UK) and the results are sum-
marized in Table 2.

No statistical difference can be seen between the regres-
sion lines of the three lactose formulations. This result
indicates that the dimensionless power relationship is little
affected by the change of binder, from PGS to PVP, or by
the change of filler particle size from lactose 450 mesh to
lactose 200 mesh.

The slope and intercept of the regression line for the ‘C’
formulation, DCPD based, are distinct from these of the
corresponding lactose ‘R’ formulation. Note, however, that
as the confidence limits are determined at (1 standard
deviation, the observations made are only at 68% confi-
dence. At 95% confidence (i.e., p ) 0.05), with the confi-

Table 1sComposition of the Different Powder Mixes Granulateda

formulation lactose/DCPD maize starch, % PGS/PVP composition

R 450 mesh 80% 18 PGS 2% reference formulation
L 200 mesh 80% 18 PGS 2% same source of lactose but different grade, with larger particles
P 450 mesh 80% 18 PVP 2% same as reference formulation except binder (water soluble grade of PVP)
C DCPD 80% 18 PGS 2% filler replaced by an inorganic, water-insoluble but still hydrophilic filler
D 450 mesh DCPD 40% + 40%

450 mesh lactose
18 PGS 2% intermediate composition between ‘R’ and ‘C’ formulations

a % indicated are on a weight basis.

log10 Np ) a + b*log10 (ΨRe*Fr*fill ratio) (1)

Np ) ∆P
FN3R5

(2)

ΨRe ) FNR2

µ
(3)

Fr ) RN2

g
(4)

FRB
3

m
(5)

Figure 1sScale-up relationships obtained for the five formulations tested in
the Fielder PMA 100 L mixer-granulator.
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dence limits at (1.96 standard deviation, the comparisons
between slope and intercepts of the ‘C’ and ‘R’ regression
lines are inconclusive.

When half the DCPD in the ‘C’ formulation is replaced
by lactose 450 mesh (‘D’ formulation), the effect of this
variation of filler on the slope and intercept of the regres-
sion line is again not significant. Interestingly the ‘D’
formulation does not behave intermediate to the ‘C’ and
‘R’ formulations but, on the contrary, would tend to present
a curve similar to these of the lactose formulations.

To verify the quality of the model, or in other words the
accuracy of the target net power consumption deduced from
the dimensionless power relationship of the bowl, the case
of the ‘P’ formulation was further studied. Figure 2
represents the percentage of error made in the estimation
of ∆P with regards to the real value of ∆P measured
experimentally, when the dimensionless power relation-
ships specific to this formulation and the ‘R’ formulation
are respectively used. Figure 2 shows that the dimension-
less power relationship specific to the ‘P’ formulation
permits a good prediction of the net power consumption,
usually within 5% of error. On the other hand if the
relationship established for the ‘R’ formulation is used, then
the predicted power consumption value is systematically
underestimated by around 10-20%. For scale-up purposes
(i.e., when considering other geometrically similar bowls
in the same series of mixer-granulators), it is therefore
important to determine the dimensionless power relation-
ship specific to the formulation considered to determine
workable power consumption predictions.

In the remainder of this work, the dry granules obtained
from the granulation runs on the different formulations
were compared to study the link between the consistency
of the mass prior to drying and the quality of the down-
stream granules, and to investigate once again the effect
of varying the formulation.

Figures 3 to 6 illustrate the relationships found between
the wet mass consistency and different dry granule proper-
ties; they are, geometric mean diameter by weight and its
standard deviation, Hausner ratio, and friability index.
With these tests no significant differences are seen between

the three lactose formulations investigated, despite the
change in binder composition (PVP or PGS) or in filler
particle size (volume median diameter of lactose 450 and
200 mesh were respectively found to be 26 and 44 µm by
laser diffraction, Malvern Instruments, Malvern, Worces-
tershire, UK). Only the granule size distribution of the ‘P’
formulation is slightly wider than that of the other two
lactose formulations, at low levels of granulation (i.e., low
wet mass consistency values).

The DCPD-based formulation, ‘C’, shows a distinct trend
for granule size distribution and friability. Higher wet mass
consistency values are required to obtain dry granules of
a given size compared with the lactose formulation. The
‘C’ formulation is also more friable than its lactose coun-
terparts, probably due to the absence of a ‘secondary binder’
effect. DCPD is indeed insoluble in water, the solvent used
for granulation, whereas lactose is partially soluble and
contributes therefore to the strength of the final dry
bridges. The ‘D’ formulation, made up in equal parts of
lactose 450 mesh and DCPD, was only analyzed for

Table 2sScale-up Regression Line Resultsa

formulation a σa interval of confidence for ab b σb interval of confidence for b r2c nd

‘R’ −0.473 0.067 [−0.540; −0.406] 2.620 0.202 [2.418; 2.822] 0.847 11
‘L’ −0.500 0.057 [−0.557; −0.443] 2.734 0.170 [2.564; 2.904] 0.855 15
‘P’ −0.499 0.037 [−0.536; −0.462] 2.775 0.105 [2.670; 2.880] 0.935 15
‘C’ −0.717 0.079 [−0.796; −0.638] 3.439 0.230 [3.209; 3.669] 0.864 15
‘D’ −0.426 0.064 [−0.490; −0.362] 2.542 0.178 [2.364; 2.720] 0.833 11

a Log10Np ) a log10[ΨRe‚Fr‚FRB
3/m] + b. b The confidence limits were calculated at ± one standard deviation (σ). c Regression coefficient. d Number of data

points.

Figure 2sPercentage of error made on the net power consumptions of the
‘P’ formulation samples when the dimensionless power relationship of this
formulation and of the ‘R’ formulation are used.

Figure 3sRelationship between the wet mass consistency and the dry granule
geometric mean diameter by weight.

Figure 4sRelationship between the wet mass consistency and the dry granule
size distribution standard deviation.
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friability. It behaved somewhat intermediate to the ‘R’ and
‘C’ formulations, except at high wet mass consistency
values, where the level of moisture is such that the lactose
contribution to the granule strength was almost compa-
rable to a pure lactose formulation. The differences found
between the lactose- and DCPD-based formulations are
unlikely to be due to the variation in initial particle size
(volume median diameter of 14 µm for DCPD), as there
was already no difference in the wet mass consistency/dry
granule properties relationships between the ‘R’ and ‘L’
formulations.

Overall, it is observed that the dry granule properties
considered vary almost linearly with the consistency of the
original wet mass, up to approximately 0.08 Nm for the
lactose-based formulations, and 0.12 Nm for the ‘C’ for-
mulation. Above these respective values, further addition
of binder liquid (water) does not significantly affect the
granule growth and densification (granule geometric mean
diameter, standard deviation, and Hausner ratio all roughly
level off). Additionally, the mechanical strength of the dry
granules stops improving at exactly the same levels of wet
mass consistency.

The flow avalanching behavior of the granules was
analyzed using the Aero-Flow. As an example, the patterns
obtained for different samples prepared from one granula-
tion run with the ‘P’ formulation are shown in Figure 7a.
These graphical representations are compiled by plotting
the time between avalanches number n and n+1 (‘time
n+1’) against the time between avalanches number n - 1
and n (‘time n’), for 1 < n < nt - 1, where nt is the total
number of avalanches recorded during the analysis. Such
plots are characterized by their centroid, representing the

mean time between avalanches, and the scatter around the
centroid (irregularity factor). Free-flowing materials will
give a dense pattern (small irregularity factor), close to the
origin of the axes (frequent avalanches). The link between
the granule size distribution of each of these samples and
their flow avalanching behavior is shown in Figure 7b. Flow
improves with increasingly bigger granule size, but as the
fines almost disappear, the flow of the corresponding
sample reverses back to less regular.

It is therefore concluded that a single parameter, the wet
mass consistency, can be used to describe a wet mass and
the dry granules that will ultimately be generated from it.
In this case study of five formulations, it is clearly un-
necessary to carry on wet massing beyond the 0.08 Nm
consistency value for the lactose-based formulations or 0.12
Nm for the ‘C’ formulation, as further addition will only
lengthen the drying process but not significantly modify
the dry granule properties. Hence, the optimal dry granules

Figure 5sRelationship between the wet mass consistency and the dry granule
Hausner ratio.

Figure 6sRelationship between wet mass consistency and the dry granule
friability index.

Figure 7sExample of granule size distribution and corresponding flow patterns
observed on four granule samples of increasing wet mass consistency (taken
for the same granulation run at 180 rpm with the ‘P’ formulation).
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should be probed among the batches with consistencies in
the 0.02-0.08 and 0.02-0.12 Nm ranges, respectively.

In conclusion, this work has shown that the wet mass
consistency, as determined by mixer torque rheometry, is
an essential parameter in the development of pharmaceu-
tical wet granulation processes. It links the ‘wet’ and ‘dry’
stages of the operation, in terms of downstream production
of dry granules of reproducible, optimized properties. This
finding also reinforces the strategy of the scaleup meth-
odology presented in the Introduction of this paper; that
is, the transfer of a wet granulation process to a different
manufacturing scale should require the reproduction of the
same wet mass consistency and bulk density. In addition,
this work suggests that some changes in the formulation
can lead to the modification of the dimensionless power
relationship. This suggestion was particularly evident
when the filler was changed from a soluble to an insoluble
hydrophilic material. Although for the limited range ex-
amined particle size and binder composition appeared not
to be critical factors, in practice, the prediction of the target
endpoint power consumption will only be reasonable if the
dimensionless power relationship specific to the formula-
tion studied is employed. The individual behavior of the
materials is not able to be summed up to predict the wet
massing behavior of a mixture of these materials, as
demonstrated for the case of the ‘D’ formulation.
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Abstract 0 We report thermal and crystallographic evidence for a
previously unknown mannitol hydrate that is formed in the process of
freeze-drying. The mannitol hydrate was produced by freeze-drying
pure mannitol solutions (1−4% w/v) using the following cycle: (1)
equilibration at −5 °C for 1 h; (2) freezing at −40 °C; (3) primary
drying at −10 °C for 15 h; and (4) secondary drying at 10 °C for 2
h and then 25 °C for 5 h. This crystal form was also observed upon
freeze-drying in the presence of sorbitol (1% w/v). The mannitol hydrate
showed a distinct X-ray powder diffraction pattern, low melting point,
and steplike desolvation behavior that is characteristic of crystalline
hydrates. The mannitol hydrate was found to be metastable, converting
to anhydrous polymorphs of mannitol upon heating and exposure to
moisture. The amount of the mannitol hydrate varied significantly from
vial to vial, even within the same batch. The formation of mannitol
hydrate has several potential consequences: (1) reduced drying rate;
(2) redistribution of the residual hydrate water during accelerated
storage to the amorphous drug; and (3) vial-to-vial variation of the
moisture level.

Introduction

The crystalline1-11 and amorphous12 forms of D-mannitol,
a commonly used pharmaceutical excipient, have been
extensively studied. The crystallization and polymorphic
behaviors of mannitol have also been investigated in frozen
aqueous solutions,13-17 with an aim to understand and
control the freeze-drying process. Unlike many excipients
(e.g., sorbitol and disaccharides), mannitol has a strong
tendency to crystallize from a frozen aqueous solution, both
during cooling and reheating. The vial breakage phenom-
enon13,14 is a striking illustration of this tendency. Mannitol
has been observed to continue to crystallize after freeze-
drying, especially as a result of heat and moisture,18,19

which indicates that the freeze-drying process can produce
a partially amorphous and partially crystalline material.
The crystallization of mannitol during freeze-drying can
lead to different anhydrous polymorphs (R, â, and δ) and
their mixtures as a result of different formulation and
processing conditions,15 which leaves room for polymorphic
transformations during storage. To the best of our knowl-
edge, hydrated crystal forms of mannitol have not been
reported.20

The formation of a crystalline hydrate by an excipient
during freeze-drying may have several practical conse-
quences. The difficulty of removing bound water from a
crystal lattice can significantly limit the drying rate.
Certain hydrates lose water without significantly altering
the initial lattice structures (“isomorphic dehydration”)21

and lead to materials that are highly hygroscopic and

undergo structural relaxation during storage. The residual
water that is not removed by freeze-drying may be a
potential threat to product stability if it is released during
storage, especially under “accelerated” conditions.

We present here thermal and crystallographic evidence
for a mannitol hydrate that is formed during freeze-drying
and discuss the practical implications in terms of process
design and product stability.

Experimental Section
Freeze-DryingsA laboratory freeze-drier (FTS Systems Inc.)

was used. The following conditions produced the “mannitol
hydrate” as characterized below: (1) equilibration at -5 °C for 1
h; (2) freezing at -40 °C; (3) primary drying at -10 °C for 15 h;
and (4) secondary drying at 10 °C for 2 h and then 25 °C for 5 h.
The cooling rate not controlled during freezing, and it took
approximately 3 h to reach -40 °C. The chamber pressure was
set to 100 µm of Hg throughout the drying process. Mannitol
solutions were prepared at several concentrations (1, 2, and 4 w/v
%) by dissolving mannitol (99+%, ACS reagent, Sigma; USP
quality) in deionized water. The freeze-drying vials (tubing type
manufactured by Wheaton) were 5 mL with 18.4 mm i.d. The fill
volume was 2.0 mL/vial. The samples were stored at -20 °C before
analysis.

XRDsA Siemens D5000 X-ray diffractometer was used, which
was equipped with a Cu KR source(λ ) 1.54056 Å) operating at a
tube load of 50 kV and 40 mA. The divergence slit size was 0.6
mm, the receiving slit 1 mm, and the detector slit 0.1 mm. Data
were collected by a Kevex solid-state (SiLi) detector. The freeze-
dried cake was broken, spread over the sample holder, and gently
pressed before analysis. Each sample was scanned between 4 and
35° (2θ) with a step size of 0.03° and a maximum scan rate of 2
s/step.

DSCsDifferential scanning calorimetry (DSC) was conducted
in sealed Al pans at 10 °C/min using a Seiko DSC 210 under 50
mL/min nitrogen purge. Samples (5-10 mg) were either loosely
packed into sample pans or first pressed into pellets using a
stainless steel pellet-maker of local design. Sample preparation
was carried out in a dry glovebag maintained at <5% RH.

TG/DTAsSimultaneous thermal gravimetric analysis (TGA)
and differential temperature analysis (DTA) were conducted at
10 °C/min in open Al pans using a Seiko TG/DTA 220 under 150
mL/min nitrogen purge. Three to five milligrams were used for
each analysis.

Results and Discussions
Figure 1 (curve 1) shows the XRD pattern of a freeze-

dried mannitol sample from a 4% w/v solution. In addition
to peaks that belong to the δ (major) and â (minor)
polymorphs of mannitol,22 additional peaks (marked by
asterisks and listed in Table 1) were observed that could
not be attributed to any known mannitol polymorphs.
Heating this sample to 70 °C for 30 min eliminated the
additional peaks (Figure 1, curve 2), with the remaining
peaks attributable to the δ and â mannitol. These observa-
tions indicate the existence of a metastable crystal form of
mannitol that was produced during freeze-drying and

* Corresponding author. Tel. (317) 276 1448. Fax (317) 277 5519.
E-mail yu_lian@lilly.com.

10.1021/js980323h CCC: $18.00196 / Journal of Pharmaceutical Sciences © 1999, American Chemical Society and
Vol. 88, No. 2, February 1999 American Pharmaceutical AssociationPublished on Web 12/19/1998



capable of converting to anhydrous mannitol polymorphs
upon heating.

Figure 2 shows the thermal characteristics of the same
sample described above. TGA (top curve) showed a steplike
weight loss near 50 °C. The simultaneously conducted DTA
(middle curve) showed a well-defined endotherm coinciding
with the weight loss, which was followed by the melting of
the anhydrous mannitol (mp 169 °C). DSC conducted in
hermetically sealed pan (bottom curve) showed a sharp
endotherm slightly below the desolvation onset.

The thermal data indicate that the crystal form trans-
formation during heating (Figure 1) was accompanied by

the loss of solvent (water). The steplike TGA loss and the
well-defined DTA endotherm suggest the removal of struc-
tural water from a crystalline hydrate, rather than loosely
bound (“free”) water. This interpretation is supported by
the sealed-pan DSC data. The use of sealed sample pans
prevented the simultaneous evaporation of water during
melting, making it possible to observe a sharp, homoge-
neous melting of the crystalline hydrate. The broad endot-
hermic event following the sharp hydrate melting in the
DSC trace can be attributed to the temperature-depressed
melting of anhydrous mannitol crystals in the presence of
water. We conclude therefore that a mannitol hydrate was
formed in the process of freeze-drying and survived what
appeared a “typical” drying cycle. This crystal form was
metastable, converting to anhydrous polymorph(s) of man-
nitol upon heating.

Conditions of FormationsUsing the same drying
cycle, we have observed the mannitol hydrate under
different formulation conditions: mannitol concentrations
ranging from 1 to 4% w/v, with or without sorbitol (1% w/v),
and in a drug formulation.23 The same X-ray pattern
assigned to the mannitol hydrate (Table 1) has also been
observed by Cavatur and Suryanarayanan using in situ
powder X-ray diffractometry.24

Anhydrous mannitol crystals are nonhygroscopic at room
temperature, gaining less than 1% moisture at 90% RH.25

This indicates that hydrate formation from anhydrous
crystals is unlikely upon moisture exposure at the room
temperature. The DSC data of Martini et al.16 indicate that
upon cooling a 10% w/v mannitol solution, ice forms (with
substantial supercooling) before mannitol crystallizes.
These observations, along with the previous failure to
crystallize the mannitol hydrate at the room temperature
or above,20 suggest that the formation of the mannitol
hydrate is likely a low-temperature phenomenon, relevant
in particular to freeze-drying.

We have observed significant vial-to-vial variations in
the amount and stability of the mannitol hydrate, even
within the same batch. The relative intensity of the hydrate
pattern ranged from comparable to that shown in curve 1
(Figure 1) to barely detectable or rapidly diminishing
during measurement; the TGA losses ranged from 1 to 6%,
and the onset of TGA loss ranged from 40 to 60 °C. The
mannitol hydrate produced in certain vials could withstand
mild heat (40 °C), humidity (60% RH) and compression (in
DSC sample preparation), while in others it was easily
destroyed, even by gentle compression. Although the drying
cycle used in this study seemed a reasonable one, more
aggressive secondary drying (same temperature but longer
drying time) did eliminate traces of the mannitol hydrate
and resulted in anhydrous mannitol crystals.

Several factors may contribute to the vial-to-vial varia-
tion in the amount and stability of the mannitol hydrate.
First, the hydrate is formed in a low-temperature, concen-
trated solution, conditions that are not favorable for
producing well-developed crystals in a reasonable process-
ing time. Second, the ice crystallization temperature can
vary as a result of the cooling rate16 and thus the vial
location in a drier. Other more subtle factors can also affect
the onset of ice crystallization (e.g., defects on the vial
surface). Such variability can influence the degree of freeze
concentration and the ice structure and, in turn, the
subsequent crystallization of mannitol. Finally, the hydrate
formation is in competition with the crystallization of the
anhydrous polymorphs (R, â, or δ), directly or through
subsequent solid-solid conversion. Depending on the rate
of anhydrous crystallization, the hydrate amount will vary.
We suspect that these effects acting in concert contributed
to the vial-to-vial variation and the previous failure to
detect the mannitol hydrate.

Figure 1sX-ray powder diffraction patterns of a freeze-dried mannitol sample
(curve 1) and the same sample after heating at 70 °C for 30 min (curve 2).
Curve 1 contains peaks that do not belong to any known mannitol polymorphs,
whereas all peaks in curve 2 are attributable to the δ and â polymorphs of
mannitol. The R-polymorph pattern is also shown for comparison.

Table 1sX-ray Powder Pattern for the Mannitol Hydrate

2θ, deg 9.6 16.5 17.9 25.7 27.0
I/Io 0.8a 0.2 1b 0.3 0.2

a Overlapping the (020) reflection of δ-mannitol (2θ ) 9.7°). b Best i.d.
peak.

Figure 2sTGA (top), DTA (middle), and DSC (bottom) data of a freeze-dried
mannitol sample. The TGA and DTA data were recorded simultaneously in
an open sample pan, which show the melt/desolvation behavior of a crystalline
hydrate. The DSC data was recorded in a hermetically sealed sample pan,
which shows the homogeneous melting of the hydrate.
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Practical ImplicationssThe formation of the mannitol
hydrate during freeze-drying has several practical implica-
tions. First, the rate of water removal may be reduced due
to strongly bound water that resides in the crystal lattice.
In certain hydrates, such as the mannitol hydrate, the
structural water cannot be fully removed without destroy-
ing the crystal lattice, a process that may require more
aggressive or atypical drying conditions (e.g., longer drying
time and higher temperature). Depending on the detailed
mechanism of formation, it may be necessary, for example,
to anneal the frozen solution to promote crystallization of
the anhydrous form, thereby reducing or eliminating the
mannitol hydrate.

Second, the residual hydrate water that is not fully
removed by freeze-drying may pose a long-term threat to
product stability, as the hydrate water can be released and
redistributed, especially in “accelerated” storage, to the
often amorphous drug and thus increases the potential for
chemical and physical changes. Herman et al. have shown
that methylprednisolone sodium succinate (MPSS) stored
at accelerated conditions and formulated with mannitol is
chemically less stable than materials formulated with
lactose.26 The difference in chemical stability was at-
tributed to mannitol crystallization and the redistribution
of water within the freeze-dried cake which promoted the
hydrolysis of MPSS. Roos and Karel have shown that as
amorphous lactose crystallizes and releases water, the glass
transition temperature of the remaining amorphous mate-
rial is depressed and the crystallization process acceler-
ated.27 It is conceivable, therefore, that the release of
hydrate water during accelerated storage may also com-
plicate the interpretation of stability data and cause a
premature termination of an otherwise promising formula-
tion.

Finally, our observations indicate that certain vial-to-
vial variation in the water level may be associated with
the formation of the mannitol hydrate.

Conclusions
We have reported thermal and crystallographic evidence

for the formation of a previously unknown mannitol
hydrate in the freeze-drying process. The mannitol hydrate
can survive a “typical” drying cycle, but can be converted
to anhydrous polymorph(s) of mannitol on gentle heating
and more aggressive secondary drying. Potential conse-
quences of the mannitol hydration formation include
reduced drying rate, moisture release during accelerated
storage, and vial-to-vial variation in the water level.
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Abstract 0 The stability of the model protein lactate dehydrogenase
(LDH) during spray-drying and also on subsequent dry storage was
examined. Trehalose was used as a carrier. The spray-drying
temperatures Tinlet and Toutlet have a measurable effect on LDH
inactivation. Low Tinlet produced the least process inactivation, but
gave a high residual moisture content making the protein’s storage
stability poor. High Tinlet reduced residual moisture and improved
storage stability, but at the cost of high process inactivation. As already
found for other systems, addition of a surfactant (in this case
polysorbate 80) could ameliorate process inactivation of LDH at Tinlet
) 150 °C. Surfactant had, however, a deleterious effect on storage
stability of LDH, the vital factor being the molar ratio of surfactant/
protein in the dried product. By using electron spectroscopy it was
shown that LDH has a 10 times higher surface concentration in the
dried trehalose particles than expected for a homogeneous distribution.
Surface tension measurements at the water/air interface proved that
LDH is surface active, although the Gibbs equation appeared to be
inapplicable. Calculations of spray-droplet formation time and drying
time indicate than the extent of diffusion-driven LDH adsorption to
the liquid/air interface is sufficient to account for the measured amount
of LDH inactivation during spray-drying. The presence of 0.1%
polysorbate 80 to the spray solution prevents LDH from appearing at
the surface of the dried particles. As a negative control, the
phosphatide Lipoid E 80 does not prevent the appearance of LDH in
the surface according to electron spectroscopy and does not therefore
prevent LDH inactivation during spray-drying at Tinlet ) 150 °C.

Introduction

It is just 6 years since Broadhead et al.1 concluded in
their review article that the full potential of spray-drying
of pharmaceutical proteins had yet to be exploited. Since
then, a number of papers and patents have addressed the
question of spray-drying to produce protein formulations
suitable for pulmonary delivery. In most cases, spray-
drying of an aqueous solution of the bulk protein led to
substantial protein aggregation or inactivation.2 The ad-
dition of stabilizing adjuvants as carriers, typically carbo-
hydrates or amino acids, reduces the extent of protein
inactivation during spray-drying. Sucrose (0.25 M), for
example, reduced the formation of methemoglobin on
spray-drying hemoglobin at an inlet air-temperature of 100
°C from 50% to <4%.3 Trehalose, arginine, and sucrose
completely ameliorated the activity loss of spray-dried
â-galactosidase.4 Both trehalose and sucrose have, however,
been reported to be difficult to spray-dry, at least in the
placebo state. The latter is extremely hygroscopic5 whereas

the former has been reported to form fused, sticky ag-
gregates at an inlet air-temperature of 90 °C, unsuitable
as a protein carrier.6

This paper presents part of our work investigating the
relationship between process stability, storage stability,
and surface activity of proteins in spray-dried powders. The
question of process stability of proteins during spray-drying
has already been addressed in the papers cited above. The
problem of subsequent storage stability of the proteins has,
however, received less attention. Broadhead et al.4 reported
that trehalose as a carrier produced the best storage
stability of â-galactosidase at ambient temperatures. We
wished to reconcile this report with the above-cited dif-
ficulty in producing dry spray-dried trehalose particles.6
For pulmonary application, where the maximum powder-
dose is severely limited,7 the spray-drying of pure proteins
appears attractive. Recombinant human growth hormone
could, for example, be successfully spray-dried at an inlet
air-temperature of 90 °C without a carrier, although only
with addition of polysorbate 20 and/or ZnCl2 to the spray
solution.8 The storage stability of such spray-dried proteins
having no carrier has, however, yet to be addressed and
will certainly be protein-specific. The use of a glass-forming
carrier will surely be necessary for many proteins.

We selected lactate dehydrogenase (LDH) as a model
protein. It is known to be sensitive to thermal treatment
and has the distinct advantage that its enzyme activity can
be measured directly and not just its degree of aggregation.
To reconcile the conflicting reports in the literature regard-
ing its suitability,4,6 we used trehalose as a carrier. Its high
glass transition temperature in the dried state renders
trehalose an efficient stabilizer of proteins on storage,9 even
when containing relatively high residual moisture contents.
We examined the influence of spray-drying temperatures
on both the process and storage stability of LDH in spray-
dried trehalose. The results are discussed in terms of the
residual water contents and glass transition temperatures
of the spray-dried powders. As has been already reported
for other proteins,8 surfactant could reduce loss of LDH
activity occurring during the process of spray-drying. We
show, however, that polysorbate 80 has an unexpectedly
deleterious effect on storage stability of LDH. Surface
tension measurements show that LDH is strongly surface-
active. A particular feature of this work is the use of
electron spectroscopy to assay the surface layer of the
spray-dried LDH/trehalose particles. Using this method we
find the first unequivocal evidence of protein exclusion from
an interface on spray-drying with surfactant. The addition
of lecithin did not induce protein exclusion from the
interface and did not therefore prevent loss of LDH activity
during spray-drying.

Materials and Methods
MaterialssPorcine lactate dehydrogenase (LDH) of molecular

weight approximately 144 kDa was obtained from Boehringer
Mannheim (Mannheim, Germany). This suspension in 3 M (NH4)2-
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SO4 was dialyzed immediately before use at 4 °C against 0.1 M
phosphate buffer of pH 7 using a regenerated cellulose membrane
(MW cutoff 12000-14000). The LDH activity of the dialysate was
determined by the assay described later. Trehalose dihydrate was
used as received from Sigma Chemicals (Munich, Germany).
Polysorbate 80 of MW approximately 1300 and HLB value 15 was
obtained from ICI (Sandhofen, Germany). Lipoid E 80 is an egg
yolk lecithin obtained from Lipoid (Ludwigshafen, Germany) and
was used without further refinement. Miglyol 812 came from
Pharma Zentrale (Herdeke, Germany), and Span 85 from ICI.
Water was double distilled from an all-glass apparatus.

Spray-DryingsTrehalose dihydrate was dissolved either in
water or the diluted, dialyzed LDH solution in pH 7 phosphate
buffer. Polysorbate 80 was added as appropriate. Fifty milliliters
of the resulting trehalose or trehalose/LDH solution (with or
without polysorbate 80) was spray-dried on a Büchi model 190
laboratory spray-dryer operated in the cocurrent mode. The liquid
feed rate was 4 mL/min (0.24 × 10-3m3/h) through a pneumatic
nozzle (0.7 mm diameter) driven at 6 bar air pressure. Cooling
water was circulated through a jacket around the nozzle. The
atomizing-air flow rate was 0.7 m3/h, and the aspirator vacuum
was 38 mbar. It was possible to control only the inlet air-
temperature (Tinlet) on the machine we used; the outlet air-
temperature (Toutlet) could only be measured. Spray-drying was
performed under the following four sets of conditions: Tinlet/Toutlet
) 90 °C/60 °C; Tinlet/Toutlet ) 110 °C/70 °C; Tinlet/Toutlet ) 130 °C/
80 °C; Tinlet/Toutlet ) 150 °C/95 °C. Unless otherwise stated, the
spray solution contained 10% w/w total solids (trehalose + LDH
+ surfactant), giving a maximum theoretical yield of 5 g of powder
per 50 mL of spray solution used in one experiment.

Characterization of Spray-Dried PowderssThe residual
moisture contents of the spray-dried powders were determined by
Karl Fischer Titration (Schott Instruments). Powder samples (50-
100 mg) were dissolved in water-free methanol/formamide (1:1)
prior to titration. The thermal transitions of the powders were
examined on a Polymer Laboratories differential scanning calo-
rimeter. Samples (10 mg) were first sealed in Al pans and then
repeatedly cooled and heated between -20 °C and 150 °C at 10
°C/min. Each sample’s glass transition temperature, Tg, was
determined from the midpoint of the endothermic shift on the DSC
trace. Wide-angle X-ray diffraction was performed at 25 °C ( 1
°C on a Phillips Model TW 1730, with Cu KR radiation of λ )
0.15418 nm at 40 kV/30 mA. The external morphology of the spray-
dry powders was examined using scanning electron microscopy
(SEM) on an Amray 1810 T microscope. The powders were gold
sputtered on an Al sample holder.

Laser DiffractometrysThe particle size distributions of the
spray-dried powders were determined using a Coulter Model LS
130 Laser Diffractometer. Each dry powder sample was initially
deaggregated by dispersion in a 1% w/w solution of Span 85 in
Miglyol 812 using an ultrasonic bath for 4 min. This dispersion
was placed in the small volume accessory of the diffractometer,
and the laser light scattering intensity was evaluated by Fraun-
hofer analysis.10

Electron Spectroscopy for Chemical Analysis (ESCA)s
This technique was used to quantify the surface coverage of the
spray-dried powders with LDH. Using ESCA it is possible to
identify quantitatively the elements present in the surface of dried
particles.11 Briefly, the powder sample is exposed to an X-ray
beam, and electrons contained in the near-surface region of the
solid (approximately 10 nm) that have a binding energy less than
the photon energy will be ejected from the atom. The kinetic energy
of the ejected electrons will be equal to the difference between
photon energy and binding energy, allowing for an instrument
response function. As the binding energy is characteristic of the
atom from which it is ejected, the elements present in the specimen
can be identified quantitatively.12

To determine the surface coverages of the spray-dried powders
with LDH, we analyzed the surface atomic concentrations of the
elements C, O, and N. We assume only that the ratio of elements
found in a dried powder sample is a linear combination of the ratio
of elements occurring in the pure components comprising the
sample.11 In this fashion the concentration of LDH in the
outermost 10 nm-thick layer of the spray-dried powder can be
calculated. A photoelectron spectrometer (Physical Electronics)
was used with an Al KR X-ray source. The pressure in the sample
chamber was reduced to below 0.1 µbar bar. The detector (electron
kinetic energy analyzer) was operated with a pass energy of 188

eV, and the ESCA spectra were determined using a step size of
1.0 eV. Each spray-dried powder sample was placed in the
indentation of the machine’s sample holder. The result of each
ESCA analysis is expressed as a spectrum of counts/s at the
detector versus binding energy in eV.

Process and Storage Stability of LDHsThe residual LDH
activity in the trehalose powders was determined immediately
after spray-drying and also after various storage times at 4 °C,
25 °C, 40 °C, and 60 °C in sealed glass vials over P2O5. The LDH
activity assay was conducted as follows: 2.5 mL of phosphate
buffer (0.1 M, pH 7), 0.1 mL of pyruvate (0.02 M), and 0.05 mL of
NADH (11 mM) were first mixed in a quartz cuvette at 25 °C.
LDH solution (0.05 mL) to be tested was then added with mixing.
The extinction of the solution was measured at λ ) 365 nm over
5 min using a Kontron Uvikon 810 UV-vis photometer with water
bath for temperature control. The enzymatic activity [units/mL]
could be calculated from the measured rate of change in extinction
per min [∆E/∆t]. The residual LDH activities were expressed on
a scale between 0 and 100% of the LDH activity of the spray
solution determined immediately before spray-drying. Both tre-
halose and polysorbate strongly influenced the LDH assay and
were accounted for by running appropriate blank references.

Surface Tension MeasurementssThe surface tension of
LDH in water was measured at 25 °C ( 0.1 °C and at various
concentrations using a thermostated Krüss K 10 Tensiometer
equipped with a Wilhelmy plate. The surface tension was mea-
sured at various time points up to 60 min. The LDH concentrations
were determined from UV-extinction of the solutions at λ ) 280
nm by using E280nm

0.1% 1.40 cm-1 mL mg-1.13

Results and Discussion
Spray-Drying of Protein-Free TrehalosesThe re-

ported “sticky” nature of trehalose spray-dried at Tinlet/Toutlet
) 90 °C/60 °C6 could be overcome by the simple expedient
of increasing Tinlet to improve product quality, as can be
deduced from Broadhead’s earlier work.4 At Tinlet/Toutlet )
150 °C/95 °C a respectable yield (for the Büchi) of almost
80% is obtained, and the product has a residual moisture
content of 2.6% with a Tg of > 80 °C (Table 1). Clearly, use
of a low Tinlet ) 90 °C6 appears intuitively attractive to
reduce possible protein inactivation by thermal stress
during spray drying. The consequences of increasing Tinlet
to 150 °C to obtain a drier product on LDH’s process and
storage stability will be seen presently. The advantage of
using trehalose compared with other nonreducing sugars
such as sucrose is also evident from Table 1. A residual
moisture of 2.6% is still high compared with freeze-drying
the same product, and this value would depress the Tg of
sucrose down to approximately 40 °C.9 By virtue of its high
Tg in the dried state (Tg ) 115 °C),14 the relatively high
residual moisture contents achievable with spray-drying
still yield Tg’s of >80 °C. This could be of advantage for
the process stability of a protein and certainly will be
propitious for its storage stability.9

Hancock and Zografi15 showed that the plasticizing effect
of water on various amorphous pharmaceutical solids could
be accurately described by the simple Gordon-Taylor
model of perfect volume-additivity and no interactions
between water and the amorphous solid. Figure 1 shows
the Tg’s of the spray-dried trehalose powders plotted versus
weight fraction residual moisture in the range 0 to ap-

Table 1sProperties of Trehalose Powders Spray-Dried under Different
Conditions of Tinlet/Toutlet

a,b

Tinlet [°C] Toutlet [°C] yield [%] water content [% w/w] Tg [°C]

110 70 58 3.5 72
130 80 65 2.4 86
150 95 78 2.6 84

a Spray solution contained 10% w/w total solids. b Liquid feed rate was 4
mL/min, and atomizing air flow rate was 0.7 m3/h.
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proximately 9% w/w water. These different residual water
contents were obtained by varying Tinlet/Toutlet accordingly.
The experimentally determined Tg’s lie consistently below
the curve predicted from the Gordon-Taylor equation
(Figure 1). This deviation from ideality is, however, less
than that observed for the sucrose-water system.15 We
expect the system trehalose-water to be very nonregular
in terms of solution theory by virtue of hydrogen bonding.
Bearing this in mind, the relatively small negative devia-
tion from ideality in Figure 1 is surprising. As noted by
Hancock and Zografi,15 however, such nonideality obviously
does not have a strong influence on the free volume of the
water-glass mixtures.

The scanning electron micrograph (SEM) for trehalose
spray-dried at Tinlet/Toutlet ) 150 °C/95 °C (Figure 2a) shows
almost perfectly spherical particles with smooth surfaces.
This is the typical picture for other spray-dried sugars such
as lactose and mannitol6,7 that are not loaded with higher
molecular weight ingredients such as proteins or polymers.
No change in particle morphology could be observed with
change in Tinlet/Toutlet in the range examined here. In a
literature report, partly fused agglomerates were found
with trehalose prepared at Tinlet/Toutlet ) 90 °C/60 °C.6
Although the product at Tinlet/Toutlet ) 110 °C/70 °C showed
no indication of particle fusion, any fused aggregates
formed during the process were retained on the inner walls
of the cyclone, accounting for the small yield of 58% at this
Tinlet. Under all spray-drying conditions examined here the
trehalose particles were fully amorphous, the wide-angle
X-ray diffractograms showing the typical amorphous halo
(Figure 2b). Although the particle size determined by laser
diffraction was independent of Tinlet/Toutlet, decreasing the
total solids concentration of the spray solution led to
reduced particle size of the dried product (Figure 2c). Total
solids (10% w/w) give, for example, an average particle
diameter of 3.5 µm. If the fine particle dose of a powder is
defined as that e6 µm,7 it is approximately 72% with 10%
w/w solids content. Such spray-dried powders are, there-
fore, attractive for pulmonary application, as noted before.7
This would need to be confirmed, however, by measure-
ments of the aerodynamic particle size using a suitable
impactor. If the spray droplet size is independent of the
total solids content of the spray solution in the range used

here, then reducing the total solids content should produce
smaller particles, as also observed in Figure 2c.

On dry storage (over P2O5) at room temperature, the
residual moisture content of the spray-dried particles
prepared at Tinlet/Toutlet ) 150 °C/95 °C remained constant
over at least 43 days (Table 2). Accordingly, Tg also
remained unchanged. The powder remained fully amor-
phous (X-ray diffractogram not shown, but identical to
Figure 2b), indicating that these spray-dried trehalose
particles retain their glass properties on suitable dry
storage. Uptake of moisture into spray-dried lactose par-
ticles7 induced massive particle aggregation with subse-

Figure 1sVariation in glass transition temperature (Tg) with weight fraction
residual moisture content (w1) of the spray-dried trehalose powders. Spray
solutions contained 10% w/w total solids (trehalose dihydrate). Liquid feed
rate was 4 mL/min, and atomizing air flow rate was 0.7 m3/h. The solid squares
are the individual results from the spray-dried powders. The dotted line is the
curve calculated from the Gordon−Taylor equation for the water/trehalose
system: Tg,mix ) (w1Tg

1 + Kw2Tg
2)/w1 + Kw2, K ) (Tg

1F1/Tg
2F2). The following

values were used: water Tg
1 ) 135 K (−138 °C) F1 ) 1.00 × 103 kg/m3;

trehalose Tg
2 ) 388 K (115 °C) F1 ) 1.47 × 103 kg/m3; Kwater/trehalose: )

0.237.

a

b

c

Figure 2sSpray-dried trehalose prepared at Tinlet/Toutlet ) 150 °C/95 °C. (A)
Scanning electron micrograph of magnification 2500×. (B) Wide-angle X-ray
scattering diffractogram showing characteristic amorphous halo. (C) Influence
of total solids content of spray solution on particle size distribution determined
by laser diffraction. With decreasing total solid content from 10 through 5 to
2%, the size distribution is shifted to lower diameters.
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quent major reduction in fine particle dose. When used as
a protein carrier, it is vital, however, that adjuvents such
as trehalose retain their amorphous glassy character on
storage.

Spray-Drying of LDH in TrehalosesWe distinguish
between process stability and storage stability of the model
protein LDH in the spray-dried trehalose. Process stability
defines the extent of inactivation of LDH during spray-
drying and can be quantified by measuring residual LDH
activity in the powder immediately after spray-drying.
Possible causes for protein unfolding and inactivation
during spray-drying are shearing stress in the nozzle,
thermal stress during droplet drying in the spray-drying
tower, and adsorption at the greatly expanded liquid/air
interface of the spray solution on atomization.8 Recent work
by Maa et al.16 indicates that unfolding and aggregation
of recombinant human growth hormone (rhGH) during
spray-drying was induced primarily by adsorption at the
liquid/air interface created during spraying; shearing and
thermal stresses were considered to be of minor impor-
tance. Figure 3 shows the behavior of the spray-dried LDH/
trehalose powders. A low dry-particle protein loading of
0.3% w/w LDH was purposefully chosen to maximize the
possible stabilizing effects of the trehalose. Under the mild
process conditions of Tinlet/Toutlet ) 90 °C/60 °C (Figure 3a),

a loss of approximately 11% LDH activity is caused by the
spray-drying process. More vigorous process conditions
increase this activity loss up to approximately 25% with
Tinlet/Toutlet ) 150 °C/95 °C (Figure 3b-d). It follows that
thermal stress must play some part in LDH inactivation,
since shearing stress and, presumably, liquid/air interfacial
adsorption during the short time required for atomization
will be independent of Tinlet/Toutlet. Only droplet drying time
will decrease at higher Tinlet/Toutlet.17 The spherical smooth
particles of pure trehalose (cf. Figure 2a) are changed with
the 0.3% dry-particle LDH loading to show a slightly
dimpled appearance (Figure 4a). This is typical for the
effects of a high molecular weight additive such as a
polymer18 or a protein.6 Increasing the dry-particle loading
to 5% LDH for Tinlet/Toutlet ) 150 °C/95 °C reduces the
percent inactivation of LDH during spray-drying from
approximately 25% with 0.3% LDH to approximately 11%
(Figure 5a). This represents, however, an increase in the
absolute amounts of LDH inactivated from 0.075 mg LDH/
mL of spray solution (with 0.3% LDH dry-particle loading)
to 0.55 mg LDH/mL of spray solution (with 5% LDH dry-
particle loading). Also, the SEM of 5% LDH dry-particle
loading shows an extremely wrinkled appearance (Figure
4b). If the primary cause of this LDH inactivation during
spray-drying is adsorption at the liquid/air interface of the
nebulized spray solution, then the amount adsorbed evi-
dently increases with greater LDH concentration in the
spray solution, indicating a diffusion-controlled process.

Some light can be shed on the likelihood of adsorption-
induced inactivation by comparing the rates of droplet
formation, droplet drying, and LDH adsorption. As shown
in the Appendix, the spray droplets formed under the
conditions used in these experiments had an average
diameter of 8.5 µm and an almost instantaneous formation
time, tf, at the tip of the pneumatic nozzle of 5 × 10-6 ms.
The subsequent droplet drying process is slower and occurs
in two periods:19 a constant-rate period until solid phase

Table 2sProperties of Spray-Dried Trehalose Powders on Dry
Storage over P2O5

a

storage time [days] water content [% w/w] Tg [°C]

0 2.6 ± 0.2 84
1 2.5 ± 0.1 83
8 2.5 ± 0.2 84

15 2.6 ± 0.1 84
43 2.4 ± 0.1 85

a Powder prepared at Tinlet/Toutlet ) 150 °C/95 °C and as given in Table 1.
n ) 3.

Figure 3sEffect of process temperatures (Tinlet/Toutlet) on process and storage stability of LDH in spray-dried trehalose powders. The trehalose was initially
dry-particle loaded with 0.3% w/w LDH. The spray solution contained 10% total solids (trehalose dihydrate). Liquid feed rate was 4 mL/min, and the atomizing
air flow rate was 0.7 m3/h. In each figure the corresponding values for residual water content (w1) and glass transition temperature (Tg) are given. (A) Tinlet/Toutlet

) 90 °C/60 °C; (B) Tinlet/Toutlet ) 110 °C/70 °C; (C) Tinlet/Toutlet ) 130 °C/80 °C; (D) Tinlet/Toutlet ) 150 °C/95 °C.
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starts to form at the droplet surface, followed by a falling-
rate period where particle diameter does not change
further. As calculated in the Appendix, the droplet evapo-
ration times for an 8.6 µm diameter water droplet contain-
ing 10% w/w dissolved solid in the constant-rate period,
tcr, and the falling-rate period, tfr, are 0.4 and 1.1 ms,
respectively (see Table 3). These process times can be used
to calculate the amounts of LDH which could be adsorbed
at the liquid/water interface [mg/m2] during droplet forma-
tion and drying. Figure 6a shows the air/water surface
tension (γ) plot for LDH determined after 0.5 h and 1 h
equilibration time. It is clear that this protein is surface
active with a surface excess of Γ ) 221 mg/m2 calculated
from the slope using the Gibbs equation. This value is 2
orders of magnitude larger than the saturated monolayer
surface concentrations of â-casein (MW ) 24000), lysozyme
(MW ) 14500), and bovine serum albumin (MW ) 67000)

determined by a radio-tracer method.20 Despite the higher
molecular weight of LDH (144000 for the tetrameter), a Γ
of 221 mg/m2 is unreasonable. As previously found with
human serum albumin, the Gibbs equation evidently
cannot be applied to γ versus log CB data for proteins in
this concentration region.21 It is more useful to examine

Figure 4sScanning electron micrographs of trehalose powders spray-dried
at Tinlet/Toutlet ) 150 °C/95 °C. The spray solutions contained 10% w/w total
solids. (A) Trehalose dry-loaded with 0.3% LDH. (B) Trehalose dry-loaded
with 5% LDH. (C) Trehalose dry-loaded with 5% LDH; spray solution also
contained 0.1% w/w polysorbate 80.

Figure 5sProcess and storage stability of LDH in various spray-dried trehalose
powders. The process temperatures were Tinlet/Toutlet ) 150 °C/95 °C. The
liquid feed rate was 4 mL/min, and the atomizing air flow rate was 0.7 m3/h.
(A) 5% w/w dry-particle loading of LDH in trehalose, 10% total solids in spray
solution, 0% polysorbate 80 (P 80); (B) 5% w/w dry-particle loading of LDH
in trehalose, 10% total solids in spray solution, 0.1% w/w P 80 solution
concentration ) P 80/LDH molar ratio (27:1); (C) 0.3% w/w dry-particle loading
of LDH in trehalose, 2% total solids in spray solution, 0.1% w/w P 80 solution
concentration ) molar ratio P 80/LDH (1890:1).

Table 3sResults of Calculated Times for Spray Droplet Formation, tf,
and Drying Times in Constant-Rate, tcr, and Falling-Rate, tfr, Periods
(see Appendix for calculations)

time calculated value, ms

tf 5 × 10-6

tcr 0.41
tfr 1.07
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the time-dependence of γ. Adsorption of protein molecules
at a liquid/air interface is diffusion-controlled up to ap-
proximately 10% surface saturation:22

where Π is the surface pressure () γsolvent - γsolution), CB is
the protein’s bulk concentration, and D is its diffusivity.
Figure 6b shows a plot of Π versus xt for an LDH solution
in water of CB ) 0.43 mg/mL, this being approximately that
LDH concentration in the spray solutions used to produce
a dry-particle protein loading of 0.3%. The values for Π(t)
fit well to a straight line in accordance with eq 1 and yield
calculated diffusivity of 2.7 × 10-10 m2/s (see Table 4). This
is in the same order of magnitude as found for â-casein
and lysozyme.22 If LDH can diffuse to the liquid/air
interface only until the critical point is reached where solid
forms at the droplet surface, the total time available for
protein adsorption on spraying will be: tf + tcr (see Table
3). The surface excess concentrations of LDH at the end of
droplet formation, Γf, and at the critical point, Γcr, can now
be calculated directly from eq 1 and are given in Table 4.

The calculated total excess amount of LDH adsorbed at the
liquid/air interface up to the critical point is clearly more
than sufficient to account for the measured LDH-inactiva-
tion during spray-drying. With 0.3% LDH dry-particle
loading, an LDH-inactivation of 0.075 mg LDH/mL spray
solution was measured (Figure 3d), whereas 0.1 mg LDH/
mL spray solution could be adsorbed at the spray droplet
surface according to this calculation (Table 4). Thus ap-
proximately 75% of the theoretical amount of excess
adsorbed LDH is therefore inactivated during spray-drying.
The interfacial adsorption and inactivation of LDH during
spray-drying thus appear feasible.

The storage stability of a protein in an amorphous solid
will depend in a complex fashion on residual moisture
content and Tg.23 In an early study3 it was found that those
carriers which gave the best protein process stability also
gave the best storage stability. The effect on Tinlet/Toutlet on
the balance between process and storage stability has,
however, not yet been clarified. Figure 3 shows that the
influence of Tinlet/Toutlet on storage stability is the opposite
of that seen with process stability. The high residual
moisture content and low Tg of the dried product obtained
with Tinlet/Toutlet ) 90 °C/60 °C are associated with a
continual decline in LDH activity at all four storage
temperatures (Figure 3a). At 25 °C, for example, the LDH
loses approximately 15% activity during 26 weeks of
storage. Raising Tinlet/Toutlet reduces the residual moisture
content, increases Tg, and improves the storage stability
of the LDH, with no loss of LDH activity being seen after
26 weeks of storage at 25 °C for the product spray-dried at
Tinlet/Toutlet ) 150 °C/95 °C (Figure 3d). Degradation of
proteins in amorphous solids is thought to follow fast
kinetics (VTF or WLF) in the rubbery state and slow
kinetics (Arrhenius) in the glassy state.23 Only the samples
stored at 4 °C and 25 °C show, however, a trend to less
LDH-inactivation with increasing Tg of the carrier (Table
5). Those stored at 40 °C and 60 °C show no dependence of
LDH-inactivation on the Tg. These inconsistencies under-
line the complexity of protein stability in a solid carrier.
Protein degradation at storage temperatures below a
formulation’s Tg can, for example, depend on the presence
of non-native protein structure in the dried state,24 as has
been demonstrated for freeze-dried LDH.25 Also, the mech-
anism of protein degradation may be temperature depend-
ent, making application of Arrhenius redundant. These
aspects were not, however, considered further in this work.

Process and storage stability of LDH in the spray-dried
powders are thus seen to be at odds. By decreasing Tinlet/
Toutlet to improve the process stability of LDH, its storage
stability (at least at 4 °C and 25 °C) is worsened. This is a
result of either reduced Tg

23 or reduced degree of native

Table 4sCalculation of Diffusivity, D, and Surface Excess Concentration, Γ, for LDH in Water from Plot of Surface Pressure, Π(t), versus xt
According to eq 1

LDH bulk concentration [mg/mL] slope dΠ(t)/dt1/2 [N/m‚s1/2] D [m2/s] Γf [mg/m2] Γcr [mg/m2] LDH adsorbed up to critical point [mg/mL solution]

0.43 1.2 × 10-4 2.1 × 10-10 5 × 10-4 0.14 0.1

Figure 6s(A) Plot of surface tension versus log LDH concentration in water.
From the Gibbs equation, Γ ) −[ dγ/d ln c] × 1/RT, the surface excess, Γ,
is 221 mg/m2. (B) Change in surface pressure (Π) with time for 0.43 mg/mL
LDH (9) solution in water determined with Wilhelmy plate.

Π(t) ) Γ(t)RT ) 2RTCBxDt
π

Γ e 0.1Γsat (1)

Table 5sInfluence of Tg on % LDH-Inactivation Loss on Storage after
27 Weeks at 4 °C, 25 °C, 40 °C, and 60 °Ca

% LDH-inactivation loss at Tg [°C]:

storage temp [°C] 65 °C 77 °C 78 °C 85 °C

4 25 29 7 0
25 20 24 10 0
40 37 37 34 38
60 40 57 46 36

a Values calculated from results in Figure 3.
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structure in the solid immediately after drying.24 The
physicochemical state of the spray-dried powders was
stable at all four storage temperatures (over P2O5) exam-
ined here. There was no change in either residual moisture
content (( 0.3% w/w), Tg (( 2 °C), or the X-ray diffracto-
gram up to 27 weeks of storage (cf. Table 2). This was also
the case for the powder whose Tg ) 65 °C lies only
marginally above the highest storage temperature of 60
°C. The incipient formation of a rubbery state without the
additional uptake of moisture was evidently insufficient
to promote crystallization of the trehalose after 27 weeks.
Although not examined in this study, we expect storage
under humid conditions to produce major changes in
stability of both carrier7 and protein.26

Influence of Polysorbate 80 on LDH Inactivations
It is known that nonionic surfactants can reduce aggrega-
tion of proteins during spray-drying at or above the critical
micelle concentration of the surfactants in solution.8,16 The
addition of polysorbate 20 to spray solutions of rhGH
reduced the total extent of rhGH aggregation during spray-
drying at Tinlet/Toutlet ) 90 °C/60 °C from approximately 45%
to <18%.8 Both of these values were reduced at higher
protein concentrations in the spray solution. A similar
effect is seen with polysorbate 80 on the process stability
of LDH in the spray-dried trehalose powders (Figure 7).
These results were all obtained for the powder spray-dried
at Tinlet/Toutlet ) 150 °C/95 °C. Recall that in the absence of
polysorbate 80 some 25% loss in LDH activity occurred
during spray-drying under these conditions (cf. Figure 3d).
Again we must distinguish between process stability and
storage stability of the LDH. Increasing polysorbate 80
solution-concentration in the spray solution progressively
ameliorates the inactivation of LDH during the spray-
drying process. At and above a polysorbate 80 solution-
concentration of 0.05% w/w, the LDH inactivation has been
reduced to approximately 5% during spray-drying (Figure

7c,d). The value of 0,05% w/w surfactant is the same critical
surfactant concentration for protein stability found previ-
ously for polysorbate 20 and rhGH.8 The current opinion
is that the liquid-air interface of the spray-droplets is
preferentially occupied by the surfactant rather than the
protein,8,16 reducing protein unfolding and aggregation
during spray-drying. In accord with this idea, the addition
of 0.1% polysorbate 80 to the spray solution (Figure 4c)
changes the dimpled appearance of trehalose particles dry-
loaded with 0.3% LDH (cf. Figure 4a) to the perfect
sphericity and smoothness seen with pure trehalose (cf.
Figure 2a). This can be explained by a reduction in surface
tension of the spray droplets containing surfactant, which
alters the balance of surface-to-viscous forces influencing
droplet shape during drying.18

The effect of polysorbate 80 on the storage stability of
LDH in the spray-dried trehalose is unexpected, although
its presence in the concentrations examined here influenced
neither residual moisture content nor Tg. Recall from
Figure 3d that with a Tinlet/Toutlet ) 150 °C/95 °C and a
resulting Tg of 84 °C, LDH was storage stable at 4 °C and
25 °C up to 27 weeks. This behavior is retained with 0.001%
polysorbate 80 in the spray solution (Figure 7a). Increasing
polysorbate 80 solution concentration produces, however,
a change in protein stability behavior. The good storage
stability at 4 °C remains unaltered; at higher storage
temperatures the presence of polysorbate 80 causes a
reduction in stability. At polysorbate 80 solution concentra-
tions g 0.05%, we find a clear temperature-dependence of
the LDH storage stability (Figure 7c,d). The higher con-
centrations of polysorbate 80 evidently promote inactiva-
tion of LDH within the trehalose glass on storage. The
illuminating factor here is the molar ratio of polysorbate
80/LDH present in the dried particles. The low dry-particle
LDH loading (0.3% w/w) of trehalose used for the data in
Figure 4 makes this ratio large at the higher polysorbate

Figure 7sInfluence of added Polysorbate 80 (P 80) concentration on process and storage stability of LDH in spray-dried trehalose powders. The trehalose was
initially dry-particle loaded with 0.3% w/w LDH. The spray solution contained 10% total solids and was dried at Tinlet/Toutlet ) 150 °C/95 °C. The liquid feed rate
was 4 mL/min, and the atomizing air flow rate was 0.7 m3/h. (A) 0.001% w/w P 80 solution concentration ) molar ratio P 80/LDH (4.4:1); (B) 0.01% w/w P 80
solution concentration ) molar ratio P 80/LDH (44:1); (C) 0.05% w/w P 80 solution concentration ) molar ratio P 80/LDH (222:1); (D) 0.1% w/w P 80 solution
concentration ) molar ratio P 80/LDH (444:1).
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80 concentrations. A high molar ratio of polysorbate 80/
LDH of 444:1 exists, for example, in the dry product
obtained with 0.1% polysorbate 80 in the spray solution,
and LDH shows poor storage stability (Figure 7d). By
increasing the dry-particle LDH loading to 5% (Figure 5b),
0.1% polysorbate 80 in the spray solution is now equivalent
to a mole ratio of 27:1, and LDH is storage stable again.
The opposite effect is achieved by reducing the total solids
content of the spray solution to 2% with a dry-particle LDH
loading of 0.3% and 0.1% polysorbate 80 in the spray
solution. This yields the very high molar ratio of polysor-
bate 80/LDH of 1890:1 in the dry product, which causes
extreme LDH instability on storage (Figure 5c). It is
conceivable that this instability on storage is a result of
peroxide contaminants known to be present in surfactants.
These would be present in sufficient quantities to react
with LDH in the solid trehalose particles. Care needs
therefore to be exercised when adding surfactants to spray-
drying solutions. The dependence on the molar ratio of
surfactant/protein in the dried product means, however,
that protein storage instability caused by the surfactant
will not be noticeable with spray-dried pure proteins
containing surfactant8 where the surfactant/protein molar
ratio will be smaller than here.

As a negative control we also examined the effect of egg
lecithin added to the spray solution on LDH process and
storage stability. Lipoid E 80 contains approximately 80%
phosphatidylcholine and forms liposomes in water. We
chose this material assuming that the single unilamellar
vesicles formed would not be adsorbed at the liquid/air
interface of the spray droplets and could not therefore
stabilize LDH during spray-drying. Subsequent measure-
ments showed, however, that Lipoid 80 reduced the γ of
water to approximately 26 mN m-1 in the concentration
range used in the spray solutions. We attribute this to
interfacial adsorption of more water-soluble lyso-deriva-
tives present within the Lipoid E 80. Figure 8 shows how
the addition of g0.01% w/w solution concentration of Lipoid
E 80 indeed fails to ameliorate the approximately 25% loss
in LDH activity seen during spray-drying at Tinlet/Toutlet )
150 °C/95 °C (cf. Figure 3d without colloid). We conclude
that the liposomes are not adsorbed at the liquid/air
interface of the spray droplets sufficiently to prevent LDH
being inactivated. The water-soluble lyso-derivatives evi-
dently also do not stabilize LDH, although it is not clear
why this is so. There is a reduction in storage stability of
the dry product on addition of Lipoid E 80, but this negative
effect (Figure 8) is less pronounced than with polysorbate
80 (cf. Figure 7b).

ESCA Examination of LDH in Trehalose (5:95)sAll
ESCA measurements had to be carried out with 5% LDH
dry-particle loading of the trehalose to ensure sufficient
sensitivity to the elements being sought. Figure 9a shows
the result for spray-dried LDH/trehalose (Tinlet/Toutlet ) 150
°C/95 °C) in the absence of any added surfactant or colloid.
The binding energy profile shows three elemental peaks
that are of interest, viz. the 1 s electrons of O, N, and C.
From the integrated peak heights the percentage surface-
layer coverage of the dried product with each of these
elements was calculated and is shown in the figure. The
N peak is unequivocally indicative of the presence of LDH
in the outer 10 nm of surface of the spray-dried particles.
According to the ESCA result, 7 atomic weight % of this
surface layer is composed of N (Figure 9a). LDH contains
approximately 15 wt % N, although this could not be
measured directly by ESCA, since pure solid LDH is not
readily obtainable from the LDH-suspension used here. The
spray-dried powder is loaded with 5 wt % LDH, so it follows
that the surface-layer should contain approximately 0.75
wt % N, if the LDH were homogeneously distributed

Figure 8sInfluence of 0.01% w/w added Lipoid E 80 on process and storage
stability of LDH in spray-dried trehalose powders. The trehalose was initially
dry-loaded with 0.3% w/w LDH. The spray solution contained 10% total solids
and was dried at Tinlet/Toutlet ) 150 °C/95 °C.

Figure 9sESCA results for spray-dried trehalose powders dry-loaded with
5% w/w LDH. (A) 0% added polysorbate 80; (B) 0.1% added polysorbate 80
solution concentration; (C) 0.1% added Lipoid E 80 solution concentration.
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throughout each uniformly solid particle. The result is,
however, 10 times higher than this value and means that
LDH is concentrated within the outer surface-layer of the
spray-dried trehalose particles. This cannot be an artifact
resulting from the formation of hollow particles, since this
would not alter the concentration ratio of trehalose to LDH
in the solid phase. The calculations presented above showed
that there is sufficient time during droplet formation and
drying to allow diffusion-mediated adsorption of LDH to
the liquid/air interface. There seems no reason to believe
that the rapidly contracting liquid/air interface during
spray droplet drying up to the critical point would further
alter the concentration of LDH at the resulting particle
surface. As a result of this process we find the substantial
inactivation of LDH during spray-drying seen in Figure 3.

The addition of 0.1% polysorbate 80 to the spray solution
reduces the surface coverage with N to <0.4 atomic weight
% (Figure 9b). The LDH present in the surface-layer of the
spray-dried particles is thus greatly reduced in the pres-
ence of the surfactant. The N-coverage of 0.4% is indeed
less than that value of 0.75% expected for a homogeneous
distribution of LDH throughout a uniformly solid particle.
It could also be a result of trace amounts of atmospheric
N2 adsorbed to the particle surface. The presence of
surfactant at the liquid/air interface of the spray droplets
thus hinders adsorption of LDH there. Owing to its much
smaller molecular weight, the polysorbate 80 will diffuse
faster to the liquid/air interface than does the LDH. Thus,
in that range between 0% and 0.1% solution-concentration
where polysorbate 80 progressively reduces LDH inactiva-
tion during spray-drying (cf. Figure 7), it also has to a great
extent prevented the concentration of LDH in the surface-
layer of the dried product. This result provides the first
direct and quantitative evidence of the previously accepted
stabilizing mechanism of the surfactant on proteins during
spray-drying8,16

The ESCA result with Lipoid E 80 and LDH is also
satisfactory. Recall that addition of Lipoid E 80 to the spray
solution in the concentration g 0.01% w/w did not influence
inactivation of LDH during spray-drying (Figure 5b). The
ESCA result in Figure 9c shows also no reduction in surface
coverage of the spray-dried LDH/trehalose particles with
N on the addition of 0.1% solution concentration of Lipoid
E 80. Lipoid E 80 does not therefore prevent adsorption of
LDH at the liquid/air interface of the spray solution and
cannot therefore protect LDH against inactivation at Tinlet/
Toutlet ) 150 °C/95 °C. This is seen despite the aforemen-
tioned reduction in γ of the spray solution with Lipoid E
80. Neither liposomes nor surface-active impurities lead
to LDH protection. Whatever the cause, the ESCA results
for polysorbate 80 and Lipoid E 80 confirm that surfactants
reduce the presence of proteins at the solid particle surface
on spray-drying.

Conclusions

The main object of this work was to distinguish between
process stability and storage stability of LDH in spray-dried
trehalose. The influence of process conditions run contrary
to one another: those process conditions that produce good
process stability yield poor storage stability. The same
behavior is found with addition of surfactant: this improves
process stability but is deleterious to storage stability. A
particular feature of this work was the use of ESCA to
prove that polysorbate 80 prevents LDH appearing in the
surface of the spray-dried particles. This could be correlated
with a reduction in LDH inactivation during spray-drying.
The negative result with Lipoid E 80 confirms this stabiliz-
ing mechanism. The relevant equations indicate that the
concentrated presence of LDH in the surface of surfactant-
free trehalose particles is a result of diffusion-driven

adsorption of LDH at the liquid/air interface during spray
droplet formation and drying.

Appendix
1. Calculation of Average Spray Droplet Volumes

The relation between the diameter of a spray droplet, Dw,
and the diameter of the resulting solid particle after drying,
Dd, is given by:27

where F2 is the density of the solid and W2 is the total solids’
content of the spray solution. For the 10% w/w trehalose
solution spray-dried at Tinlet/Toutlet ) 150 °C/95 °C, Dd )
3.5 µm (from Figure 2c), and F2 ) 1470 kg/m3 and W2 )
100 kg/m3. Equation A1 predicts a value of 8.6 µm for Dw,
which agrees closely with measured values of droplet size
at the same air/liquid mass ratio using laser diffraction (see
Table 6).6

2. Calculation of Spray Droplet Formation Times
The formation time of a single spray droplet, tf, at the tip
of a pneumatic nozzle is given by:

For a droplet volume of 4/3π(4.3 × 10-6)3 ) 3.33 × 10-16

m3 and a feed rate of 0.24 × 10-3 m3/h, eq A2 gives a value
for tf of 5 × 10-6 ms, illustrating the almost instantaneous
nature of droplet formation.

3. Calculation of Spray Droplet Drying TimesThe
drying of spray droplet containing dissolved trehalose in
water can be divided into two phases. In the initial
constant-rate period, the water concentration at the droplet
surface and hence the rate of evaporation, dW/dt, are
constant:19

where ∆T is the log mean temperature difference:

with Twb
inlet being the wet-bulb temperature of the spray

droplet surface and Twb
outlet is the wet-bulb temperature of

the dried particle surface. For the spray-dried trehalose,
Tinlet ) 150 °C, Twb

inlet ) 55 °C (from enthalpy/humidity
chart), Toutlet ) 95 °C, and Twb

outlet ) 55 °C, giving a value
for ∆T of 64 °C. kd is the thermal conductivity of the water
vapor in the stagnant layer around the droplet ) 0.567
kcal/m h °C at 64 °C. Dav is the average droplet/particle

Table 6sComparison of Spraying Conditions and Resulting Spray
Droplet Diameter

from ref 6 in this work

liquid feed rate [m3/h] 3 × 10-4 2.4 × 10-4

air flow rate [m3/h] 0.9 0.7
air/liquid mass ratioa 3.61 3.35
spray droplet diameter [µm] 7.5 (measured) 8.6 (calcd)

a )
air flow rate [m3/h] × air density (1.204)[kg/m3]

liquid feed rate [m3/h] × liquid density (1000 or 1407)[kg/m3]

Dw ) 2((Dd

2 )3

F2

W2
)1/3

(A1)

tf )
droplet volume [m3]

feed rate [m3/h]
(A2)

dW
dt

|cr )
2πkdDav∆T

λ
(A3)

∆T )
(Tinlet - Twb

inlet)(Toutlet - Twb
outlet)

ln(Tinlet - Twb
inlet)/(Toutlet - Twb

outlet)
(A4)
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diameter ) 6.05 µm, and λ is the latent heat of vaporization
of water ) 540 kcal/kg. For these values, dW/dt ) 2.56 ×
10-6 kg/h according to eq A3. The total mass of water
removed in the constant-rate period, ∆Wcr, is given by:

where r is droplet/particle radius, F is the density of the
trehalose/water solution (1047 kg/m3), and W1 is the water
content of the spray solution (0.9 kg/kg). Equation A5 gives
for ∆Wcr a value of 2.93 × 10-13 kg. The drying time of the
droplet in the constant-rate period, tcr, is then given by:19

In the following falling-rate period, solid is present in
the surface and the particle size is assumed not to change
further. The rate of evaporation, dW/dt|fr, decreases and is
given by

where:

kd is the thermal conductivity of the drying air around the
particle ) 0.0238 kcal/h m °C at approximately 64 °C. Dc
is the critical particle diameter ) Dd. Fjs is the average
particle density during the falling-rate period ) 1374 kg/
m3. For these values eqs A7 and A8 give dW/dt|fr ) 6.48 ×
10-8 kg/h. The mass of moisture removed in the falling-
rate period, ∆Wfr, is given by the difference between
moisture content at the critical point and the end moisture
content:

The drying time of the particle in the falling-rate period,
tfr, is then given by:

The results are summarized in Table 3. The extremely
short drying times are a consequence of the small droplet
size and high Tinlet. As a comparison, the drying time of a
pure water droplet of the same diameter17 yields:
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Abstract 0 Free radical polymerization converts aqueous solutions
of methacrylated inulin into cross-linked hydrogels. The purpose of
this work was to study the hydrogel formation and to characterize the
fully cured hydrogels. The gelation process of aqueous solutions of
methacrylated inulin was monitored as a function of time by means
of linear oscillatory shear measurements, at a fixed frequency and
amplitude. The fully cured inulin hydrogels were characterized by
measurement of the frequency-dependency of the linear elastic
modulus G′. The effects of the degree of substitution and feed
concentration of methacrylated inulin on both the gelation kinetics and
the rigidity of the obtained hydrogels were determined. The effect of
the concentration of the initiators of the radical polymerization reaction
has been studied as well. The weight fraction of polymer which was
not incorporated in the hydrogel networks was determined using the
anthrone reaction, and physical chain entanglements were determined
by solution viscosity measurements. The gelation kinetics and the
elastic modulus were proportional to the degree of substitution and
feed concentration of methacrylated inulin. Increasing concentrations
of radical-forming compounds also accelerated the hydrogel formation,
but lowered the elastic modulus of the obtained hydrogels. The amount
of polymer chains incorporated in the hydrogel network seemed to
be especially influenced by the degree of substitution of the derivatized
inulin, and for a feed concentration of 27% w/w of methacrylated inulin,
entanglements have to be accounted for. The gelation kinetics and
the elastic modulus of inulin hydrogels are not only affected by the
degree of substitution and the feed concentration of methacrylated
inulin, but also by the concentration of the initiators of the free radical
polymerization reaction.

Introduction
Inulin hydrogels were developed as carriers for colonic

drug targeting. Inulin is a storage polysaccharide found
in many plants such as garlic, onion, artichoke, and
chicory.1 It consists of â 2-1 linked D-fructose molecules,
and the majority of the fructose chains have a glucose unit
at the reducing end. The â 2-1 glycosidic bond is not
significantly hydrolyzed by the endogenous secretions of
the human digestive tract,2 but bacteria residing in the
colon, and more specifically Bifidobacteria, are able to
ferment inulin.3-5 Bifidobacteria constitute up to 25% of
the normal gut flora of man and animals.6 Hence, inulin
was selected as candidate polymer for the development of
a colon-specific drug delivery systems.

Inulin hydrogel formation has been previously described
by Vervoort et al.7 Vinyl groups were incorporated in the
fructose chains by reaction of inulin with glycidyl meth-
acrylate at room temperature using 4-(dimethylamino)-
pyridine as catalyst. Transesterification occurred during
the reaction of inulin with glycidyl methacrylate, since the
obtained reaction product was characterized as methacry-
lated inulin (MA-IN) instead of glyceryl methacrylated
inulin. This confirmed the findings which have been pub-
lished previously by van Dijk-Wolthuis et al.8 for the deriv-
atization of dextran with glycidyl methacrylate. By varying
the molar ratio of glycidyl methacrylate to inulin, the
degree of substitution (DS), i.e., the amount of methacryl-
oyl groups per 100 fructose units, of MA-IN could be
tuned. Aqueous solutions of MA-IN were subsequently
converted into cross-linked three-dimensional networks
by free radical polymerization using ammonium per-
sulfate (APS) and N,N,N′,N′-tetramethylethylenediamine
(TMEDA) as radical generating compounds. Figure 1 gives
a schematic representation of the derivatization reaction
of inulin with glycidyl methacrylate and MA-IN hydrogel
formation.

This work describes the rheological characterization of
the synthesized inulin hydrogels as well as the hydrogel
formation process. The influence of the degree of substitu-
tion and feed concentration of MA-IN, and the concentra-
tion of radical-generating compounds, were studied. The
rheological data are correlated with previously obtained
results with respect to the equilibrium-swelling degree of
the inulin hydrogels and the in vitro enzymatic degradation
of the devices.

Experimental Section
MaterialssChicory inulin (Raftiline HP; average degree of

polymerization between 22 and 25) was kindly provided by Orafti
(Tienen, Belgium), and was used for the synthesis of methacrylated
inulin. APS was supplied by UCB (Leuven, Belgium) and TMEDA
by Sigma (St. Louis, MO). Anthrone was obtained from ICN
Biomedicals (Ohio) and D(-)-fructose from Merck (Darmstadt,
Germany). For details about the materials used for the synthesis
of MA-IN, reference is made to Vervoort et al.7 For the rheological
experiments, MA-IN solutions with feed concentration of 16%,
22%, and 27% w/w were prepared in 0.5 M phosphate buffer pH
6.5. MA-IN with three different degrees of substitution was used:
DS ) 4.4, 12.1, and 22.3.

Rheological ExperimentssDynamic oscillatory measure-
ments were performed on a strain-controlled rheometer (Rheo-
metrics Mechanical Spectrometer RMS705), equipped with a
parallel plate geometry (diameter 25 mm). To avoid slippage of
the sample, the plates were covered with sand-paper. The tem-
perature was kept constant at 20 °C by a fluids bath. MA-IN
solutions were prepared and immediately after adding the radical-
generating compounds, the solutions were poured onto the lower
plate (cup) of the rheometer, after which the upper plate was
positioned at a gap of 1 mm. The free surface of the sample was
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covered with a mineral oil of low viscosity to prevent evaporation
of the solvent during the experiment. The loading procedure took
160 s, after which the dynamic measurements started.

Small strain oscillations at a fixed frequency (4 rad/s) were
applied to the samples to monitor the hydrogel formation. The
strain was kept low enough to avoid interference with the for-
mation of the MA-IN networks. After completion of the gelation
process, a frequency sweep experiment was performed to charac-
terize the fully cured MA-IN hydrogels. Before the latter experi-
ment, the excess of gel at the rim of the geometry was removed to
minimize errors due to edge effects. The dynamic behavior could
be recorded over a frequency range from 0.01 to 10 rad/s. A
linearity check was performed on every hydrogel to ensure that
all measurements were probing the linear behavior of the hydro-
gels (results not shown).

Determination of Weight Fraction of Soluble Material
(sol fraction)sThe weight fraction of soluble material of a
hydrogel (sol fraction) is defined as the amount of polymer chains,
which are not incorporated in the hydrogel network and which
can consequently be extracted and separated from the hydrogel.9
To determine this sol fraction, MA-IN hydrogels of known dry
weight were prepared and washed in demineralized water to
extract the polymer chains, which are not attached to the hydrogel
network. The sol fraction was calculated as the weight ratio of
extracted material to initial material. The amount of extracted
sugars was determined by means of the anthrone method,10,11 and
for the calculations, the degree of substitution of MA-IN used to
prepare the respective hydrogels was taken into account.

The anthrone reagent was prepared by dissolving 50 mg of
anthrone in a mixture of 28 mL of water and 72 mL of concentrated
sulfuric acid. This freshly prepared reagent (2.5 mL) was mixed
with 0.3 mL of collected samples of the hydrogel washing water
containing the polymer chains, which were not incorporated in
the hydrogel network. The samples were incubated for 10 min at
100 °C followed by cooling to room temperature. Finally, the
absorbance of the samples was read spectrophotometrically with
a HP 8452A spectrophotometer (Hewlett-Packard, Santa Clara,
CA) at 625 nm. Since the same absorption is given by a sugar
compound as if it was first hydrolyzed and then determined,12

fructose solutions with concentrations ranging from 0.08 to 0.2
mg fructose/mL were used to construct a calibration line. Beside
fructose, inulin also contains glucose units, but this does not
compromise the anthrone method for sol fraction determination
since equal amounts of glucose and fructose give identical absorp-
tion values.12

Determination of the Intrinsic ViscositysTo investigate
whether chain entanglements, which can act as additional inter-
molecular cross-links, occur in the MA-IN solutions of different
feed concentration, the intrinsic viscosity of MA-IN DS 12.1 was
determined by solution viscosity measurements using an Ubbe-
lohde suspended-level capillary viscometer (Schott Geräte, Hof-
heim, Germany). Efflux times of MA-IN solutions in 0.5 M
phosphate buffer pH 6.5 were determined at 20 °C, and the
respective reduced viscosities were calculated. The intrinsic viscos-
ity was obtained by extrapolating the plot of the obtained values
of reduced viscosity against the MA-IN concentration to infinite

Figure 1sSchematic representation of the synthesis of MA-IN and the formation of inulin hydrogels. ([F]-OH ) fructosyl unit; [G]-OH ) glucosyl unit; IN ) inulin;
GMA ) glycidyl methacrylate; DMAP ) 4-(dimethylamino)pyridine; DMF ) N,N-dimethylformamide; MA-IN ) methacrylated inulin; APS ) ammonium persulfate;
TMEDA ) N,N,N′,N′-tetramethylethylenediamine; R ) initiator.)

210 / Journal of Pharmaceutical Sciences
Vol. 88, No. 2, February 1999



dilution according to the Huggins equation:

with ηred the reduced viscosity, [η] the intrinsic viscosity expressed
in dL/g, k the Huggins constant, and c the concentration of the
MA-IN solutions expressed in g/dL.

Results and Discussion
The addition of the radical-generating compounds APS

and TMEDA to aqueous MA-IN solutions results in free
radical polymerization. Dynamic rheological measurements
at a fixed frequency and amplitude were performed during
this process in order to follow the gradual formation of a
three-dimensional network. The formation of intermolecu-
lar cross-links should show up in an increase of the elastic
modulus G′ as a function of time. G′ is a measure of the
energy stored and recovered per cycle of oscillatory defor-
mation and represents the elastic behavior of the mate-
rial.13 Beside intermolecular cross-links, the radical po-
lymerization reaction probably also introduces loops or
intramolecular cross-links, loose ends or chains incorpo-
rated in the network by a single bond, unattached material
or sol fraction, and physical chain entanglements in the
network. These structures hardly contribute to an increase
in G′.14-16 The viscous modulus G′′, on the other hand, is a
measure of energy dissipation per cycle of sinusoidal
deformation13 and represents the viscous behavior of the
system under investigation. The viscosity is known to be
sensitive to the molecular weight of polymer chains. Figure
2 shows a plot of G′ and G′′ versus time, representing the
gelation process of a 27% w/w MA-IN DS 12.1 solution.
From the point on where the moduli have increased
sufficiently to be measurable, G′′ is an order of magnitude
smaller than G′. This was the case for all hydrogel
formulations tested. Since the fully cured hydrogels exhib-
ited no or only a limited frequency dependence of G′ (Figure
3), it can be assumed that a network has indeed been
formed by the radical reaction. The profile of G′ versus time
(Figure 2) can thus be interpreted as the gradual formation
of a hydrogel network from a MA-IN solution. The three
stages commonly encountered in hydrogel formation can
be distinguished from the evolution of G′ in time: a
pregelation period, in which no measurable increase in G′
is seen, a gelation period showing a rapid increase in G′,
and a postgelation period in which G′ hardly changes
anymore and reaches a constant value. During the prege-

lation period free radicals are formed and reaction within
and between chains starts. The incorporation of the
MA-IN polymers in a three-dimensional network takes
place during the gelation period while gelation is ending
during the post-gelation period.

To quantify a characteristic time for network formation,
the time needed to reach 50% of the final value of G′ (G′
end) has been determined. Table 1 lists the results as a
function of the degree of substitution and the feed concen-
tration of MA-IN. It can be concluded that increasing the
degree of substitution or the feed concentration accelerates
the gelation process, implying that the radical cross-linking
reaction is promoted by increasing concentrations of reac-
tive vinyl groups. The characteristic time for network
formation is also influenced by the concentration of the
initiators of the polymerization reaction as is shown in
Table 2. TMEDA is believed to exert a promoting effect on
the vinyl polymerization initiated by persulfate attributed
to an acceleration of the homolytic scission of the latter
compound.17,18 Increasing the concentration of the radical-
generating compound APS, and thus introducing more free
radicals in the reaction solution, also decreases the gelation
time. To verify whether the accelerating effect of the

Figure 2sG′ ([) and G′′ (9) as a function of polymerization time for hydrogel
formation of a 27% w/w MA-IN DS 12.1 solution. (Concentration of APS )
17.5 µmol/mL buffer and TMEDA ) 39.4 µmol/mL buffer.)

ηred ) [η] + k[η]2c (1)

Figure 3sG′ as a function of frequency for fully cured MA-IN hydrogels with
different degree of substitution and feed concentration (O ) DS 4.4; 27%, ×
) DS 12.1; 16%, 2 ) DS 12.1; 22%, 9 ) DS 12.1; 27%, [ ) DS 22.3;
27%). (Concentration of APS ) 17.5 µmol/mL buffer and TMEDA ) 39.4
µmol/mL buffer.)

Table 1sTime (min, loading procedure included) To Reach 50% of G′
end for Hydrogels of Different Composition ([APS] ) 17.5 µmol/mL
buffer, [TMEDA] ) 39.4 µmol/mL buffer)

hydrogel composition

DS feed concn (% w/w) time (min)

4.4 27 60.5
12.1 16 21.3
12.1 22 18.8
12.1 27 16.8
22.3 27 15.8

Table 2sTime (min, loading procedure included) To Reach 50% of G′
end for Hydrogels Prepared from 16% w/w Solutions of MA-IN DS
12.1 as a Function of the Concentrations of APS and TMEDA
(µmol/mL buffer)

[APS] [TMEDA] time (min)

17.5 39.4 21.3
17.5 78.7 13.1
17.5 157.4 4.6
70.1 39.4 3.8
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initiators was caused by shortening either the pregelation
or the gelation period, both periods were separately defined,
and the effect of the initiator concentration was studied.
The pregelation period was defined as the time needed to
reach 1% of G′ end. The slope of the curves of G′ versus
time (0.1 < G′/G′ end <0.6) was considered as an indication
of the rate of gelation. Table 3 illustrates that increasing
initiator concentrations accelerate both stages of hydrogel
formation: using high concentrations of APS and TMEDA,
intermolecular cross-link formation is detectable almost
immediately after mixing the two compounds with the
MA-IN solutions, and the gelation process is characterized
by a steep rise in G′.

From this kinetic study, it was concluded that the
formation of MA-IN hydrogels can be performed within 2.5
h, because cross-linking of MA-IN chains will have ended
in this period of time, at least for the range of degree of
substitution and feed concentration studied.

If an ideal three-dimensional network is formed by the
radical polymerization, the elastic modulus G′ is indepen-
dent of frequency. This frequency-independent elastic
modulus is called the equilibrium elastic modulus Ge and
is a measure of the structure that has been formed by the
cross-linking reaction. Several theories, such as the affine
theory, the phantom theory, the constrained junction
model, or the Langley-Graessley model,19-21 have been
developed to relate the macroscopic elastic modulus of a
polymeric network to its molecular structure. From these
theories, it can generally be concluded that Ge is propor-
tional to the number of moles of elastic chains, i.e., chains
attached to the network with both ends, per volume unit
of the network (ν) according to the following equation:

with R the gas constant and T the absolute temperature.
Determination of Ge can thus give an idea about the

concentration of elastic network strands and hence about
the amount of intermolecular cross-links formed.

For the cross-linked materials under investigation, the
frequency dependence of the elastic modulus is shown in
Figure 3 over three decades in frequency. For hydrogels
prepared from MA-IN with low degree of substitution (27%
w/w solution with DS ) 4.4) or low feed concentration (16%
w/w solution with DS ) 12.1), the values of G′ appear to
be almost independent of frequency. To a first approxima-
tion, these hydrogels can thus be considered as ideal
networks, and the constant value of G′ consequently
represents the equilibrium elastic modulus Ge. However,
the other hydrogels tested show a slight decrease of G′ with
decreasing frequency, indicating that relaxation (rear-
rangements) can still occur in the network. For these
systems, Ge could not be determined. Nevertheless, it may
be concluded that the amount of elastic chains per volume
unit of the network increases with increasing degree of
substitution and feed concentration, since both parameters
definitely have an increasing effect on G′. These observa-
tions support the results of the equilibrium degree of

swelling study and the in vitro enzymatic degradation
study of the MA-IN hydrogels.22,23 The decreased equilib-
rium swelling and the decreased enzymatic degradation of
the hydrogels with increasing degree of substitution or feed
concentration of MA-IN can be attributed to the increased
intermolecular cross-linking density (higher G′ values) of
the networks, which increases the contractility of the
hydrogels, resulting in a restriction of expansion upon
swelling, and which reduces the permeability of the net-
works toward degrading enzymes.

The observed frequency dependence of G′ can possibly
be attributed to imperfections in the structure of the
network.19 Loose ends, loops, and MA-IN chains which are
not incorporated in the network, can relax, causing a
decrease in G′ at low frequencies.

It was first checked whether the presence of a sol fraction
can explain the relaxation in G′. As gelation of the MA-IN
solutions took place between the plates of the rheometer,
the chains which are not incorporated in the hydrogel
network, have not been removed. Figure 4 shows the sol
fractions of MA-IN hydrogels of different feed composition.
As expected, the sol fraction is reduced with an increasing
amount of reactive groups per chain (DS): more chains will
participate in the network when there are more groups
present which can link them to the network. The effect of
concentration on sol fraction can be understood from the
promoting effect of dilution on intramolecular cross-linking,
which does not incorporate chains in the network. The
probability that bonds will be formed between different
chains of the system is proportional to the probability that
these chains lie in the same small volume-element14 and
therefore increases with concentration. Hence, the hydro-
gels prepared from a 16% w/w solution (MA-IN DS ) 12.1)
exhibited a higher sol fraction when compared with the
more concentrated solutions (22 and 27% w/w). However,
comparison of the data from Figure 3 and Figure 4 clearly
indicates that the sol fraction data cannot explain the
frequency dependence of G′: the samples with the higher
sol fraction do not correspond to the samples with the more
pronounced frequency dependence of G′.

A second possible explanation for the observed decrease
of G′ is the relaxation of loose ends and loops. MA-IN
solutions of high feed concentration form dense networks
in a short period of time compared with more diluted
solutions (Figure 3 and Table 1). As mentioned above,
intermolecular cross-links are predominantly formed start-
ing from a concentrated solution, whereas intramolecular
cross-link formation is promoted by a diluted solution. Due
to the higher extent of intermolecular cross-linking in case
of a concentrated solution, the mobility of the polymer
chains can be restricted to such an extent that full
conversion of the vinyl groups can be impeded. Conse-
quently, more loose ends may remain in the hydrogel
network, and these are able to relax on the time scales

Table 3sPregelation Period (min, loading procedure included) and
Slope (Pa/min) of the Curves of G′ versus Time (0.1 < G′/G′ end <
0.6), Indicative for the Gelation Period, for Hydrogels Prepared from
16% w/w Solutions of MA-IN DS 12.1 as a Function of Varying
Concentrations of APS and TMEDA (µmol/mL buffer)

[APS] [TMEDA] pregelation period (min) slope (Pa/min)

17.5 39.4 6.57 265.70
17.5 78.7 3.86 267.45
17.5 157.4 1.03 709.14
70.1 39.4 0.29 780.00

Ge ∼ νRT (2)

Figure 4sWeight fraction of soluble material (sol fraction) for MA-IN hydrogels
with different compositions.
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probed by the oscillatory experiments. In addition, when
the feed concentration of MA-IN exceeds the critical
concentration at which MA-IN chains start to overlap,
physical chain entanglements are formed which promote
intermolecular cross-linking even more. Moreover, the
entanglements themselves can be considered as additional
intermolecular cross-links, contributing to an increase in
G′ and additionally limiting chain mobility thereby re-
stricting full conversion of the vinyl groups.

A rule of thumb for predicting when concentration effects
will become important is when the coil overlap parameter
c[η], with c the concentration of the polymer solution (g/
dL) and [η] the intrinsic viscosity of the polymer (dL/g), is
near unity.24 Consequently, it can be postulated that:

c[η] < 1: the polymer coils are isolated one from another,
and the solution can be considered as a particle solution;

c[η] ) 1: the polymer coils begin to overlap;
c[η] > 1: the polymer coils form entanglements, and the

solution can be considered as a network solution.
The intrinsic viscosity of MA-IN DS 12.1 is 0.038 dL/g

as determined by solution viscosity measurements. This
implies that for the highest feed concentration (density )
1.14 g/mL), entanglements have to be accounted for, which
may increase the amount of loose ends.

Unfortunately, the degree of conversion of MA-IN during
hydrogel formation could not be determined, neither by
FT-IR nor by solid state 13C NMR spectroscopy.7 But van
Dijk-Wolthuis et al.18 described indeed a low final percent-
age conversion of the methacryloyl groups of methacrylated
dextran upon free radical polymerization at a high initial
concentration of methacrylated dextran compared with a
low initial concentration.

With respect to the effect of degree of substitution on
the observed frequency dependence of G′, the same remark
can be made as for the effect of the feed concentration.
Solutions of MA-IN with a high degree of substitution are
converted rather fast in rigid networks (high value of G′),
implying again that full conversion of the double bonds may
be impeded and loose ends may remain. A high degree of
substitution additionally promotes cyclization or the forma-
tion of loops,25 which can also relax during the rheological
experiments.

To investigate the relative amount of inter- to intramo-
lecular cross-links, Ge, being a measure of the intermo-
lecular cross-links, was plotted in Figure 5 as a function
of the methacryloyl concentration, a measure of the amount
of reactive sites. For the perfect networks, Ge was consid-
ered whereas for the imperfect networks G′ at a frequency
of 0.01 rad/s was taken. Since the sol fraction of the systems
under investigation is not negligible (Figure 4), the real
methacryloyl concentration in the network, i.e., the con-
centration corrected for the not incorporated polymer

chains, has been considered. Determination of the sol
fraction of hydrogels prepared from 16% and 22% w/w
solutions of MA-IN DS 4.4 could not be performed, as these
hydrogels were too weak to manipulate. Hence, only one
value for DS 4.4 is depicted in Figure 5. Figure 5 clearly
illustrates that increasing amounts of reactive vinyl groups
in the polymerization reaction (increased feed concentra-
tion) results in the increased formation of intermolecular
cross-links, confirming the conclusions from Figure 3. In
addition, this figure suggests that for the same methacryl-
oyl concentration, hydrogels prepared from MA-IN with a
low degree of substitution exhibit higher values of G′ than
hydrogels from MA-IN with a higher degree of substitution.
In other words, to form an equal amount of intermolecular
cross-links, higher substituted MA-IN may need a higher
amount of polymerizable groups, since reactive sites may
be lost by intramolecular cross-linking or perhaps may not
have reacted at all (lower degree of conversion). These
observations agree with the remarks made in order to
explain the frequency dependence of G′.

Finally, the effect of the concentration of the initiating
species APS and TMEDA on the resulting structure of the
hydrogel has been investigated. Figure 6 represents the
dynamic behavior of fully cured networks prepared from
16% w/w solutions of MA-IN DS 12.1 with various initiator
concentrations. Apparently, hydrogels prepared with higher
initiator concentrations exhibit lower values of G′, at least
for the range of concentrations studied. This can be
explained by the fact that the higher concentrations of
initiators result in the formation of an increased number
of radicals in the initiation step of the radical polymeriza-
tion reaction. Consequently, the number of active centers
formed on the inulin chains is also increased, implying that
less unreacted vinyl groups are left to cross-link the chains,
which results in lower G′ values.

Conclusions
Oscillatory shear measurements, performed on inulin

solutions during the gelation process as well as on fully
cured hydrogels, showed that the degree of substitution and
feed concentration of MA-IN, and the concentration of the
initiating species of the free radical polymerization reaction
(APS and TMEDA), all affect the gelation process and the

Figure 5sG′ as a function of the real methacryloyl concentration in the
hydrogel network prepared from MA-IN DS 4.4 (2), DS 12.1 ([), and DS
22.3 (9).

Figure 6sG′ as a function of frequency for MA-IN hydrogels with DS 12.1
and feed concentration 16% w/w prepared with different concentrations of
APS and TMEDA (µmol/mL buffer). ([APS]; [TMEDA] ) 17.5; 39.4 ([), 17.5;
78.7 (9), 17.5; 157.4 (2), and 70.1; 39.4 (×).)
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rigidity of the obtained hydrogels. A higher degree of
substitution or feed concentration cause an acceleration of
the network formation. The resulting hydrogels are char-
acterized by a higher mechanical strength (higher G′
values), arising from the increased amount of intermolecu-
lar cross-links formed. Increasing concentrations of APS
and TMEDA also shorten the process of hydrogel formation,
but result in hydrogels with lower G′ values.
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Abstract 0 The release of human immunoglobulin G (IgG) using
ethylene−vinyl acetate copolymer (EVAc) as a polymer carrier was
studied by fabricating them into two commercially available dosage
forms: slab and microsphere. A first-order flux decay model and two
hierarchical models concerned with the mass transfer coefficient on
the slab surface were used to describe the mechanism of release
kinetics and the results compared. These models gave insight to some
of the important physical parameters of drug release such as the
diffusion coefficient, time constant of release, and initial flux. It was
found that the release mechanism varies with time, and hence no
single model can be used to predict the release profile for the entire
period of study. A controlled release study by matrix coating was also
done. The results obtained were utilized to examine the suitability of
a particular dosage form (matrix geometry) of IgG for clinical
applications. The release data compared with the standard methods
of IgG therapy proves localized drug delivery to be a major boon for
immunodeficient patients.

Introduction
The survival of the human race depends largely on the

body’s defense mechanism. Better known as humoral
immune response, the production of antibodies in response
to foreign bodies or “antigens” determines the state of
health of any individual. Individuals falling short of this
response are said to be immunodeficient and require
immune therapy for treatment. This led to the development
of γ-globulin therapy about three decades ago.1 Immuno-
globulin G (IgG), a very high molecular weight protein
molecule, constitutes the major fraction of the γ-globulin
repertoire, and its mean normal serum concentration is of
the order 5.4-16.1 g/L. Replacement therapy using IgG is
a common feature for patients suffering from hypogamma-
globulinemia2 and for those patients suffering from cancer,
burns, and other disorders due to secondary IgG deficien-
cies. IgG has also been used in the development of efficient
immunotherapeutic agents for the treatment of tumors, by
the fusion of genetic engineering and hybridoma technol-
ogy.3 They function as carriers of drug molecules, which
are directed toward a specific antigenic target site located
in various parts of the human body.

Classical methods of IgG therapy are done either by
intravenous injection or by intramuscular injection.1 In-
tramuscular administration of IgG has been in vogue since
the early 1950s. However limitations in this therapy, which
include the painful method of injection, the persistence of
discomfiture, the reduced elevation of serum IgG levels

after injection etc. led to the usage of intravenous injection
as an alternative in the 1980s. Although the method proved
to be effective in certain areas such as an immediate rise
in the serum IgG level after infusion, it had its own
detrimental effects by introducing certain painful side
effects. Further, the dose required for treatment and the
frequency of therapy was substantially high, particularly
if the treatment is for a tumor. IgG immunotherapy is
employed in coordination with the radiation therapy and
surgery for extreme cases of tumor. Inspite of these
methodologies, the recurrence of malignancies at a site
near the original location could not be prevented.4 This can,
however, be avoided if the tumor-bearing region is exposed
to increasing doses of radiation and immunotherapy.
However, both methodologies have their own defect. Exces-
sive radiation might also affect the normal tissues, and a
higher dose of drug might result in systemic toxicity.

A suitable alternative is the use of drug-incorporated
polymer matrixes with controlled release applications,
which has attracted considerable attention since its prac-
ticality was demonstrated.5 The method is highly attractive
due to its reduced dose handling and the drastic reduction
in treatment frequency. Controlled delivery of antibody to
the mucosal tissue of rats by topical application has been
already studied by Kuo et al.6 Cleek et al.7 studied the
release characteristics of γ-globulin molecules from biode-
gradable microspheres. Extensive efforts have been put into
searching for a suitable polymer carrier and the variety of
factors that affect the release kinetics of drug-polymer
systems. A nonbiodegradable and hydrophobic polymer,
EVAc (ethylene-vinyl acetate copolymer) has been chosen
as a drug carrier in many drug-polymer systems because
of its proven biocompatibility.8,9

In this report, we study the in vitro release kinetics of
IgG by using two commercially available dosage forms: the
slab and the microsphere. Due to the geometric difference,
the release pattern obtained for the two cases will be
different, thereby serving as dosage forms for patients with
different dose specificities and natures of compliance. Since
IgG is naturally present in humans along with other
proteins, the in vitro analysis was carried out based on
perfusion immunoassay using a high performance liquid
chromatography (HPLC) system. We have chosen this
method because of its ability to detect specific proteins in
a relatively fast and highly automated fashion, as compared
to the method of the enzyme-linked immunosorbent as-
say.10 The results obtained from the release kinetics were
then compared with the conventional methods of therapy
and the features discussed.

Materials and Methods
MaterialssEVAc polymer (40% vinyl acetate content) (Scien-

tific Polymer Products, Inc. Ontario, NY), IgG crystals (Veno-
globulin-I, 2.5 g vial with reconstitution kit, Alpha Therapeutic
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Co., Los Angeles, CA), Protein A/G standard (PerSeptive Biosys-
tems Inc., Framingham, MA).

MethodssFabrication of IgG-EVAc SystemssTo prevent the
possible denaturation of IgG at high temperatures, which may
occur during the classical methods of compression molding and
injection molding, a solvent-casting method was chosen for fab-
rication of drug-polymer systems. The EVAc polymer, which is
in the form of pellets, was cleaned as described by Langer et al.8
It was then dissolved in methylene chloride in a mass ratio of 1:9.
IgG crystals were sieved with Endecotts test sieve (250 µm) to
obtain the desired size fraction. The amount of IgG powder
corresponding to the required drug loading was then weighed out
accurately (( 0.0001 g) and added to 10 mL of the resultant
EVAc-methylene chloride solution. The drug-polymer suspension
was then molded into two geometrical shapes, viz. microsphere
and slab as reported in Sefton et al.11 and Rhine et al.,12

respectively. Briefly, the drug-polymer suspension was poured
into a Petri dish (for slab fabrication) and precooled at -70 °C for
15 min. The dish containing the matrix was initially cooled at -70
°C for 10 min before transferring it to -20 °C. After 2 days, the
matrix was kept under mild vacuum for an additional 2 days under
room temperature. The resulting matrix was found to be a thin
film ∼1 mm in thickness. Square slabs with specific dimensions
were cut off from the matrix. In the case of microsphere fabrication,
the suspension was extruded using a disposable 3 mL syringe
fitted with a 16 gauge (BioLaboratories, Singapore) needle into
cold absolute ethanol (placed in a container of liquid nitrogen).
After leaving for 24 h, the absolute ethanol solution was replaced
in order to remove the methylene chloride by liquid-liquid
extraction phenomena. The beads that were obtained were finally
vacuum-dried for 4 h before using for release study. Microspheres
were also prepared using the 19 gauge and 23 gauge sized needles.

Fabrication of Coated IgG-EVAc MatrixessThe slabs that were
obtained as per the previous procedure were submerged in 10%
EVAc solution for 2 min. Before dipping, one of the 1 × 0.1 cm2

sides of each slab was covered with a carbon adhesive tape to make
it coating free. The slabs were then taken out, and the tape was
removed and dried at room temperature for 5 min. Finally, they
were dried under mild vacuum at room temperature for 24 h. The
same procedure was carried out for slabs coated in 20% and 30%
EVAc solution.

In Vitro Release Kinetics StudysEach slice of slab was weighed
and submerged in separate beakers containing 2 mL of 0.1 M
phosphate buffer, pH 7.4, containing 0.1 M sodium phosphate and
0.15 M sodium chloride (prepared using the PBS pack obtained
from Pierce, Rockford, IL) and 4 mg/L gentamicin sulfate (Sigma
Diagnostics, St. Louis, MO) which acts as an antibiotic against
microbes. A release study was carried out at 37 °C for 1 h. The
slices were then removed by forceps, blotted dry by tissue, and
then transferred to a fresh buffer solution. Phosphate buffers (2
mL) were analyzed by HPLC to determine the IgG concentration.
The same procedure was repeated at specific time intervals. When
the releasing was for more than 1 h, the slices were soaked in 10
mL of phosphate buffer to provide the “infinite sink” condition.
Buffers (10 mL) were also used to determine the concentrations
and to give a clear picture on the percentage of drug that had been
released each day. For the case of microspheres, a 50 mg aliquot
of microspheres was weighed accurately and subjected to the
release study as mentioned above.

HPLC AnalysissThe quantification of IgG release was done
using the HPLC system (Perkin-Elmer Corporation, Norwalk, CT)
and PA Immunodetection sensor cartridge (PerSeptive Biosystems
Inc., Framingham, MA). The loading buffer (0.01 M phosphate
buffer), pH 7.4, containing 0.12 M sodium chloride and 0.0027 M
potassium chloride, was prepared from PBS packs obtained from
Sigma Diagnostics while the elution buffer was prepared from 0.15
M sodium chloride, pH adjusted to 2.3 using 6 M HCl. The IgG
sample with an injection volume of 50 µL was pumped through
the sensor cartridge. The nontarget components of the assay gave
the first peak of the chromatography. With the switch of loading
buffer to the elution buffer, the IgG-Protein G complexes were
dissociated, and IgG was eluted out of the cartridge, which gave
the second peak of the chromatography. The sample peak area
was obtained by subtracting the chromatogram of the blank from
that of the sample. The mass of IgG released was then obtained
on comparison with a calibration curve of the peak area plotted
against the mass of IgG standard sample taken.

Data AnalysissThe decay in the flux of IgG is approximated
by a first-order process with a characteristic time constant τ, given
by the relation

where F is the molar flux as a function of time and Fo is the initial
flux. Further, two models of mass transfer were used to analyze
the release mechanism of IgG from the polymer matrix. The first
one (model I) assumes an infinitely high coefficient of matter
transfer on the surface. Hence, making use of the classical Fickian
equation for release from slab (thin film):

where Ci is the IgG concentration in the EVAc matrix as a function
of time and position, x is the position within the polymer matrix,
and Di is the diffusion coefficient for IgG transport within the
EVAc matrix and assuming that (i) the IgG concentration is
uniform throughout the matrix at time t ) 0 i.e., Ci ) Ci

0 at t )
0, for all x, and (ii) the surface concentration of IgG is maintained
at a constant concentration at times t > 0, eq 2 can be solved for
Ci

13 as a function of x and t. On integrating over the thickness of
the film, the amount (mass) of IgG released Qt from the slab at
time t can be obtained. This can be further simplified to obtain
the relation for Qt at short and long times based on the value of
Qt/QT

where QT is the amount of IgG released at infinite time,14 and L
is the thickness of the slab. The diffusion coefficient Di for IgG
transport in the porous polymer matrix for short and long times
were determined by comparing the experimental results to eqs 3
and 4, respectively.

The second model (model II) assumes a finite coefficient of
matter transfer on the surface. Starting from eq 2 for a slab of
thickness 2L, the model similar to the previous one, assumes
uniform initial concentration of IgG (Ci

0) for all x. The boundary
condition representing the loss of IgG at the slab surface is given
by eq 5,

where h is the coefficient of matter (IgG) transfer, Cs is the
concentration of IgG at the surface, and Ce is the concentration of
IgG required to maintain equilibrium with the medium. Equation
2 can be solved for Ci

13 as a function of x and t making use of the
given initial and boundary conditions. On integration over the slab
thickness, a relation between the amount (mass) of IgG released
Qt from the slab at time t and the amount released after infinite
time QT can be obtained.15

where N is the dimensionless number given by eq 7

and ân is the positive root of eq 8
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The transfer coefficient h and the diffusion coefficient Di were
then determined by fitting the experimental data to eq 6 coupled
with eqs 7 and 8.

Results and Discussion
Release StudiessPreliminary studies carried out for

different drug loading showed that drug release increased
with increased drug loading for both geometries as shown
in Figures 1 and 2, respectively. The initial steep slope for
the slab geometry is mainly due to the release of drug
molecules present on the exterior surface of the matrix that
is followed by a stage in which the drug gradually diffuses
through the polymer backbone to the exterior of the matrix
and therefore a corresponding decrease in the release rate.
The possibility of drug dissolution in the buffer followed
by diffusion through the solvent-filled pores cannot be
completely ignored. Further, since the solubility or the
saturation concentration of IgG is less than the drug

loading, dissolution in the solvent-filled pores plays a very
important role in the initial period of release, whereas the
latter period of release is predominated by the diffusion
through the pores and channels formed in the matrix.16

The very high molecular weight of the IgG molecule
restricts its release through the tortuous path within the
matrix. Hence, in the presence of the available tortuous
path formed by the preceding molecules, the later mol-
ecules find their way to the exterior much more easily, and
therefore the release rate is gradually maintained but in
a decreasing trend because of the increased distance for
release. This feature continues until one of the following
two limiting cases exist: (1) the path available for the drug
to be released becomes more tortuous, and (2) decrease in
the available drug content to utilize the existing release
path. As a result, the curve tends to be asymptotic at very
high time intervals. Thus, the drug release is explained
by these two stages, which alternates between each other
to give a sustained release. However, this can be avoided
by altering the matrix geometry to compensate for the
increasing distance for diffusion by increased drug concen-
tration in order to achieve a zero-order release pattern.17

On observing the fraction of drug released for slabs from
Figure 1, we find that the cumulative drug release rises
in proportion with the square root of time for the first 15
days followed by a decline in the release percent. About
81% of the drug was observed to be released after 46 days
for the 30% loaded case during which the 10 and 20%
loaded cases released approximately 40 and 60% IgG,
respectively. It is clearly noted that the drug release follows
a square root of time kinetics in the initial period, which
might vary for different drug loading and experimental
conditions. Since then, the flux deteriorates, following an
intermediate transitional order for the next fortnight
finally tending toward zero after 45 days. In the case of
microspheres, the drug release is initially in the lag period
(Figure 2) after which the release gradually improves until
an asymptotic behavior exists. The lag period might be due
to the role of dissolution playing the rate-limiting step in
the release kinetics. An important feature noted in the
release profiles is the sigmoidal nature of the curve, and
this nature increases for increasing drug loading. Further-
more, the release mechanism of a microsphere approxi-
mates that of a slab for smaller drug loading at all times
and for higher drug loading at longer times (data not
shown). Hence, the geometry of the drug-polymer matrix
plays an essential role in deciding the type of release
mechanism.

Henceforth, the discussion will be based on the 30% IgG
loaded slab and microsphere matrixes (16 gauge size,
unless mentioned otherwise) for more rigorous analysis on
the release kinetics. In addition, this percentage loading
exhibits some agreement with the required dosage levels
of drug that has to be maintained in patients suffering from
primary immunodeficiency disease.18 An explanation of this
statement is given later in this article.

The decrease in the molar flux of IgG calculated as moles
of IgG released perpendicular to a square centimeter of
surface area per second from the matrix was found to fit
well to the exponential eq 1. Fo and τ were analyzed for
slab matrixes with different dimensions (represented by
the ratio of surface area to volume [S/V]), with the same
thickness using eq 1. The initial flux and time constant
for the different cases tabulated in Table 1 agree reason-
ably well with respect to each other. Further, the release
profiles for the slabs with different S/V ratios shown in
Figure 3 were in reasonable agreement with each other,
thereby confirming the uniformity in drug distribution and
the reproducibility of the release kinetics.12 This is due to
the release occurring primarily in the direction perpen-

Figure 1sFraction of IgG released for the 10, 20, and 30% loaded cases,
respectively, for the slab geometry. Each point is an average of six data points.
Standard error of the mean of release at each time point is 4%.

Figure 2sFraction of IgG released for the 10, 20, and 30% loaded cases,
respectively, for the microsphere geometry. Each point is an average of four
data points. Standard error of the mean of release at each time point is 3−6%.
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dicular to the thickness of the film. However, this cannot
be true for cases in which the thickness is comparable to
the other slab dimensions. For example, similar release
studies carried out for different sized cubic samples (data
not shown) showed variations in their kinetics.

Fitting of the experimental data to model I, i.e., eqs 3-4,
show that the diffusion coefficient is almost a constant (see
Table 2) with respect to time. The calculated Di for IgG
release through the EVAc backbone agrees reasonably well
with the Deff (0.9 × 10-9 cm2/s) reported by Saltzman et
al.19 for IgG. The slight variation between the two values
might be attributed to factors such as the difference in the
percentage loading of IgG, the molecular weight of EVAc
used, and the matrix geometry. The tortuosity value in the
table was obtained on dividing the aqueous diffusion
coefficient20 of IgG (6.2 × 10-7 cm2/s) by the experimentally
determined diffusion coefficient.21 Hence, it is noted that
the path for drug diffusion in the polymer matrix becomes
more complicated by an order of ∼2 on comparison to
unrestricted diffusion in free liquid. This seems to be quite
practical on comparison with the tortuosity values obtained
in similar experimental runs22 for other biomolecules. The
tortuosity value essentially takes into account all the
properties of the polymer-drug and their interactions. In
the case of model II, the experimental data was fitted to
eq 6 by taking the diffusion coefficient developed in model
I as an initial estimate, and refining the values of the

dimensionless number N and its corresponding ân by using
a standard nonlinear optimization tool. The diffusion
coefficient and the matter transfer coefficient that are
finally obtained are shown in Table 3. The diffusion
coefficient shows a slight deviation from that obtained for
model I. Figure 4 gives the variation of the predicted model
results from the experimental values. It is clearly seen from
Figures 4a and 4b, that model II assuming finite coefficient
of matter transfer on the surface is a better model on
comparison to model I. Considering the fact that the
experiment was conducted under stagnant conditions, the
assumption that the rate of matter transfer to the surface
by diffusion is equal to the rate at which it leaves the
surface proves to be a more realistic model on comparison
to model I which assumes all the matter brought to the
surface to attain equilibrium with the medium concentra-
tion in an infinitesimally short time. Hence, model II
approximates itself to model I when we assume an infinite

Table 1sInitial Fluxes and Time Constants Calculated for Slabs of
Different Dimensions

S/V (cm-1) initial flux F0 (mol/cm2‚s) × 1012 time constant (h)

22 1.244 ± 0.03 154.74 ± 1.56
24 1.318 ± 0.025 157.999 ± 2.10
30 1.334 ± 0.026 158.643 ± 1.89

Figure 3sCumulative percent of IgG release for different sized slab matrixes
of 30% IgG loading. (Sample a: 30 cm-1; sample b: 24 cm-1; sample c: 22
cm-1). Each point is an average of four data points, and the error of the
mean of the release at each time point is less than 4%.

Table 2sExperimentally Determined Parameter Values for Short and
Long Times of Release for the Case of a Slab Using Model Onea

Qt /QT Di (cm2/s) tortuosity

e0.50 1.82 × 10-9 341
g0.55 1.89 × 10-9 328

a L ) 0.1 cm.

Table 3sExperimentally Determined Parameter Values for Model Twoa

coefficient of matter transfer (h) 6.89 × 10-5 cm/s
diffusion coefficient (Di) 2.06 × 10-9 cm2/s
tortuosity 301

a L ) 0.05 cm.

Figure 4sFraction of IgG released from slab matrixes for (a) time less than
100 hours, (b) between 100 and 500 h, and (c) greater than 500 h.
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matter transfer coefficient (h f ∞ and N f ∞) on the
surface. However, a slight deviation of the fitting of model
II when compared to model I at higher time i.e., t > 500 h
(Figure 4c) might be due to the experimental conditions
involved and the limitations imposed by model II when the
surface concentration Cs tends toward the equilibrium
concentration Ce. This error observed is practically negli-
gible, considering the fact that more than 76% of IgG has
been released at that point of time (Figures 4a and 4b),
and the rate of release is so low enough that the fraction
of drug released is only 3% during the period greater than
400 h (Figure 4c).

Coating of matrixes (slab) in polymer solution signifi-
cantly controlled the release rate as seen in Figure 5 which
shows the release rate of IgG from matrixes coated in 10%,
20%, and 30% EVAc solution. The profile obtained is not
as smooth as that got for uncoated matrixes. The sudden
rise and fall in the release rate might be due to the EVAc
coating, which, although initially impermeable to the IgG
molecules, gradually forms a porous network due to the
entry of the buffer solution, thereby bringing about the
release of IgG molecules. Hence, a sudden rise in the
release rate occurs, which then decreases because of the
existence of one of the two limiting cases that have already
been mentioned in this paper for uncoated matrixes. From
Figure 6, we find that only about 50% and 4% of IgG has
been released from the 10 and 20% coated matrixes after
700 h. In fact, the release of IgG from the 20% coated
matrix is almost following a time-independent release
profile, and this will continue until the coating gives way
to porous networks for the IgG molecules to diffuse out.
Coating of 30% EVAc polymer solution (or rather a paste
because of its highly viscous nature) does not show any
measurable release for the first 2 weeks after which the
release gradually followed the 20% coating case.

From a clinical viewpoint, one of the primary objectives
of sustained release is to maintain the required drug
concentration at a reduced dosage level in patients. The
usual dose of immunoglobulin for a primary immunodefi-
ciency disease is 200 mg/kg of a patient’s body weight23

normally administered once per month by intravenous
infusion (ivi). Although the minimum concentration of IgG
necessary for protection has not yet been established,
Pirofsky18 has reported that an ivi of 150 mg/kg to a patient
will result in the increase of serum IgG concentration to
approximately 300 mg/dL which decays or is used up

completely over a span of 28 days. Extrapolating from our
experimental data, we find that a slab polymer drug matrix
of dose 2.771 mg/kg (assuming an average patient weight
as 50 kg) can give the same residual IgG concentration as
the 150 mg/kg ivi case and can persist for a period more
than one month before resulting in the decrease of con-
centration for a period of at least 2 months. This dose is
found approximately 54 times less than the apparent ivi
dose reported by Pirofsky.18 Therefore a 3.704 mg/kg dose
of the polymer-drug matrix can bring about the same
effect as the conventional ivi of 200 mg/kg. Since it is a
30% loaded matrix, the total mass of the matrix adminis-
tered to a 50 kg patient will be 617.5 mg. Hence, ap-
proximately six slabs of ∼100 mg each will solve the
process. Although the comparison above will be valid only
if we get the exact relation between the in vitro and in vivo
study, this work serves as a preliminary step in identifying
the role played by controlled drug delivery to attenuate the
problems faced by some of the conventional methods of
drug treatment.

The methodology employed in the fabrication of micro-
spheres is a nonaqueous encapsulation protocol in contrast
to the commonly used double emulsion encapsulation
technique.24 The nonaqueous methodology is advantageous
because it enhances the stability or the structural confor-
mation of IgG, thereby protecting the native structure of
the biomolecule as mentioned by Costantino et al.25 The
dehydrated proteins on suspension in organic solvents are
conformationally rigid, and the chances of moisture induced
aggregation are drastically reduced. Further, the question
posed on the deteriorating activity of the protein under
such conditions and the ways to overcome them have been
discussed by Klibanov.26 However, the study of IgG stability
will be a very interesting topic for future investigations in
this field.

All the release kinetics were studied under stagnant
conditions (i.e. no shaking), since the implanted materials
are localized in a rigid manner as in the case of a drug-
polymer matrix being compactly placed and held inside the
resection cavity of the pathological site.27 Studies correlat-
ing the in vivo and in vitro release are few, and they greatly
depend on the physiological environment in which the
wafer has been placed, the presence of fluid remaining
around the site, and the type of wafer involved. The initial
flux Fo and the time constant of release τ are some of the
few in vitro parameters that researchers use in their in

Figure 5sRelease rate of IgG from EVAc-coated matrixes. 10, 20 and 30%c
refers to 10, 20, and 30% EVAc coating, respectively. Each point is the mean
of four data points, and the standard errors of the mean of release at each
time point are within 4.5%.

Figure 6sCumulative percent release of IgG from 10, 20, and 30% coated
matrixes. The symbolic representations and the standard errors are the same
as those of Figure 5.
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vivo model analysis.28 The Fo and τ values in the case of
slabs are given in Table 1. In the case of microspheres, the
30% loaded case had an initial flux value of 3.13 ×10-13

g‚mol/cm2‚s and a time constant of 320.19 h with a
deviation of less than 5%. The higher value of time constant
and the lower value of Fo are due to the lag period
experienced in the initial period of release. Hence, patients
who cannot withstand high doses of IgG at the beginning
can be recommended for the microsphere dosage form, and
the slab dosage form can be recommended for the opposite
case.

In general, the exact mechanism by which the IgG
molecules are released through the EVAc into the buffer
is based on a combination of different factors such as
dissolution of the drug in the buffer, the relaxation rate of
the polymer chains, the diffusion rate of the drug molecule
through the polymer backbone, the experimental conditions
involved, and last on the nature of the polymer, drug, and
their interactions. This study serves as another step to
elucidate the mechanism of release of macromolecules
through an EVAc backbone and tries to identify the dosage
form suitable for different type of patients.

Conclusions

The in vitro release kinetics of IgG-EVAc system
fabricated by a solvent-casting method was studied for slab
and microsphere geometry. Mass loading of IgG was found
to affect the release rates significantly for both geometries.
Release experiments conducted for the 30% loaded slab
matrixes showed that the release rate followed a classical
Fickian type of diffusion until 75% drug release (or for time
t < 15 days) and gradually approaches the time-independ-
ent release for t > 30 days. Experiments conducted with
matrixes of different surface areas showed a similar release
pattern, and reproducible initial release flux and time
constants were obtained. The one-dimensional pattern of
drug release was the cause for reproducible results. Coating
significantly controls the release rate of IgG from the
matrix with the 20% EVAc-coated matrix providing a
quasi-zero order drug release. Microsphere geometry gives
a release pattern similar to the slab geometry, except for
the initial lag time followed by Fickian type of diffusion. A
model incorporating the finite matter coefficient of transfer
on the surface seems to be more accurate than another
model, which has an infinite matter transfer coefficient on
the surface. The temporal variation of the diffusion coef-
ficient was not significant. On correlating the experimental
results with clinical data, it was worth noting that the
polymeric implant dosage form can reduce the dose ad-
ministration drastically compared with standard dosage
forms.
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Abstract 0 Human immunoglobulin G (IgG) serves as an important
chemotherapeutic agent for a number of immunological ailments and
as a carrier in the targeted delivery of other therapeutic agents. This
paper deals with the characterization of IgG-dispersed monolithic
matrixes of different geometries, prepared using a nonbiodegradable
polymer carrier EVAc. The morphological changes associated with
the matrix during drug release was studied using scanning electron
microscopy, polarizing microscopy, atomic force microscopy, and X-ray
photoelectron microscopy, and the results were compared. The study
answered the burst effect problem significantly and illustrated the
potential of these techniques in understanding the morphological
structure of matrixes and mode of release kinetics.

Introduction
The topic of controlled drug release has received signifi-

cant contributions from the scientific world ever since the
work of Langer and Folkman in the mid-1970s.1 A number
of different types of polymers2-6 have been used for the
controlled release studies, and the mode of release varies
with the polymer type. Although release kinetics studies
and the fitting of experimental data to model equations
would give us some understanding of the type of release
mechanism involved, the results obtained can be ascer-
tained by conducting matrix characterization studies for
matrixes during different stages of drug release. Release
kinetics of immunoglobulin G (IgG), from a nonbiodegrad-
able EVAc polymer, have been discussed elsewhere.7 It was
noted that dissolution plays a significant role during the
initial stages of release, while diffusion predominates in
the later period. This variation in the release mechanism
necessitated the use of combination of models to describe
the release behavior. In this report, an extensive study has
been made in the morphological characterization of these
matrixes both in the qualitative and quantitative sense. A
variety of techniques such as the scanning electron mi-
croscopy, atomic force microscopy, polarizing microscopy,
and X-ray photoelectron microscopy were used for matrix
characterization.

Scanning electron microscopy (SEM) still serves as a
preliminary surface characterization technique for numer-
ous drug delivery systems.3,8-10 The technique is greatly
appreciated when applied to biodegradable systems in
which marked changes in matrix morphology occur with
release. However, in the present study, nonbiodegradable
EVAc matrixes of different geometries under varied stages
of release were examined under SEM for both the surface
and cross-section analysis.

Atomic force microscopy (AFM) is used to study the
surface features of polymeric materials by visualizing their
morphology, nanostructure, molecular order, and surface
compositional mapping in heterogeneous samples with a
resolution down to the atomic level.11 The need to choose
AFM for matrix characterization is because of its attractive
feature of obtaining two- and three-dimensional topographi-
cal features of material surfaces at extremely high resolu-
tion in either vacuum, liquid, or ambient atmospheres.
AFM is a mechano-optical instrument, which detects
atomic-level forces (∼nN) through optical measurements
of movements of a very sensitive cantilever tipped with a
hard, pyramid-shaped crystal that moves along surfaces.
Typical working mode of AFM is the contact mode, where
the AFM tip remains (more or less) in contact with the
surface (some friction may be observed). Most AFMs have
vertical resolution below 0.1 nm range, whereas lateral
resolution is usually lower due to the sharp tip and the
small loading force involved.

Polarizing microscopy (PM), when equipped with a hot
stage, is a valuable tool for measuring phase transitions
and crystallization kinetics. When the sample is placed
between two crossed polarizing filters, different colors
based on varying thickness, texture, stress level, and bond
arrangement of polymer chains can be observed. The first
polarizing filter polarizes or limits the vibration of light
waves to one plane. When the polarized light passes
through the polymer, its direction of polarization is altered
depending on the thickness and texture of the polymer. The
final direction of polarization determines whether light of
a certain wavelength can pass through the second polar-
izing filter. The importance of this technique lies in the
fact that it is able to qualitatively analyze the change in
IgG concentration on the EVAc matrix surface.

X-ray photoelectron microscopy (XPS) is by far the most
widely used surface spectroscopic instrument. When a
surface is irradiated with soft X-ray photons, electrons from
inner shells can be ejected with a definite binding energy.
Therefore, XPS is capable of elemental analysis since no
two atoms of the periodic table exhibit the same set of
binding energies. Qualitative analysis of the elements can
be easily performed by wide scans, in which all the
available energy range is explored. Quantitative elemental
analysis is performed by detail scans, where a small portion
of the binding energy range is acquired with a higher
spectral resolution than in the wide scans.

The characterization studies were performed for ma-
trixes in different stages of drug release. The results
obtained were then used to get a reasonable explanation
for the type of release mechanism and the extent of drug
distribution in the matrix.

Materials and Methods
IgG-EVAc systems of different geometries, viz. slabs, micro-

spheres, and cubes, were fabricated as described in a previous
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paper.7 Blank matrixes (without IgG) were also fabricated in a
similar manner. The different matrixes were then subjected to
release in 0.1 M phosphate buffer, pH 7.4, for a time span of 3 to
8 weeks. They were then removed by forceps, blotted dry by tissue,
and subjected to characterization studies.

Scanning Electron Microscopy (SEM)sSamples of slab and
microsphere were stuck on to metallic cylinders by making use of
a double-sided carbon adhesive tape, which were then sputter-
coated using an ion sputtering device (JFC-1100E, JEOL Co.,
Tokyo, Japan) and observed under SEM (JSM-T330A, JEOL
Technics Co. Ltd., Tokyo, Japan).

Atomic Force Microscopy (AFM)sSamples of slab were cut
into thin sections using a surgical blade (Hecos, Shanghai, China)
and observed under AFM (Topometrix, TMX-2000, Topometrix
Corp., Santa Clara, CA). Explorer AFM was used as the stage type
and the image resolution was fixed at 200 × 200 pixels under
forward scan direction and 0° rotation with system calibration.
In addition, this instrument employs a “double cross” cantilever,
which restricts the motion of the tip to the “Z” direction (normal
to the sample surface). Scanning was done using an E449701 type
scanner at the rate 200 µm/s, and the sample bias was fixed at 1
mV. Microspheres, because of their natural curvature, are difficult
to be observed under AFM and hence are not shown.

Polarizing Microscopy (PM)sSamples of slab and micro-
sphere were observed under PM-BX50 (Olympus, Japan). A 530
nm sensitive tint plate (U-TP530) was used as a test plate
compensator, which resulted in a magenta background for the
pictures taken. A hot stage (Cole-Parmer Digital Hot Plate, Model
no. 8207C-2 Vernon Hills, IL) was used to increase the specimen
temperature at selected rates, and the system was capable of
taking a time series of photographs while holding the sample at a
constant temperature. Visual observations of specimen transitions
and the temperatures at which they occur may be recorded.

X-ray Photoelectron Spectroscopy (XPS)sSamples of slab
were observed under XPS (VG ESCALAB MKII spectrometer) with
Mg KR (1253.6 eV, 120W) as X-ray source and neutral C1s (284.6
eV) as BEs reference to determine the elemental composition of
the matrix. The take-off angle was set at 75°, and the chamber
pressure was maintained at e1 × 10-8 mbar. FWHM was kept
constant for all the components. To investigate the distribution
of IgG on the surface of IgG/EVAc system, a combined XPS method
of wide scan with detail scan was employed. Elemental ratios of
O/C and N/C were calculated by the method of detail scan. For
the purpose of comparison with 30% IgG film sample, we also
grinded it into fine powder using a mortar and pestle and then
measured its XPS value.

Results and Discussion
(a) Particle Size AnalysissIn the present study, the

dependence of microsphere size on the needle size and the
drug loading (which affects the viscosity and surface
tension of the solution) was examined by maintaining a
uniform extrusion rate (2-3 mL/min). The microsphere
particle size was measured using the Nikon SMZ-1 micro-
scope. The size distribution was compared for spheres with
different drug loadings and for spheres with different
diameters prepared using different sized needles. The
results are tabulated in Tables 1 and 2. It is quite clear
that the size increases as drug loading is increased and as
needle size is increased. In spite of the size being in the
range of 1000 µm, we can still consider these beads as
microspheres since their size is within the range ca. 50
nm-2 mm.12

(b) SEMsObservations of the SEM pictures for slabs
(Figure 1) show that the EVAc-IgG unreleased (Figure 1a)

matrix surface was uniform without any clear demarcation
of the IgG molecules in the matrix. The matrix surface,
which can be described as an extended, highly loose
globular, viscous, cloudy surface was found to be spread
uniformly over and within the matrix (Figure 1b). This
could not be seen in the blank sample of EVAc polymer
(no drug case) matrix, which was made up of a clear
continuous phase. Even the cross-section of the blank
showed a clear phase distribution without the presence of
any matrix deformities or pores. In the case of EVAc-IgG
matrix subjected to release for 45 days (Figure 1c), the
deformation of the continuous polymer phase can be clearly
observed. The deformation might be due to the swelling of
the dispersed IgG particles upon uptake of diffusant.13

Further, cracks and channels, possibly due to the intercon-
nection of the pores were also observed in the cross-section
of Figure 1d. Figures 1e-h are the SEM pictures of 30%
loaded cubic samples. Compared with the slab samples, the
unreleased sample (Figure 1e) exhibits a similar continuous
undeformed phase, whereas the cross-section (Figure 1f)
reveals the presence of “pocket-filled IgG cluster” like
structures. Surface (Figure 1g) and cross-section (Figure
1h) of the sample subjected to release for two months reveal
deformities as expected. However, the cross-section reveals
distinct pores rather than channels (seen in Figure 1d),
which can be attributed to the difference in geometry
between the two cases.

SEM pictures of microsphere are shown in Figure 2. The
thready polymer entanglements are clearly visible in
Figure 2a. Figure 2b shows a portion of the blank sample
cut off. It was noticed that the cross-section of the blank
exhibits a hollow region. This feature might be due to the
evaporation of methylene chloride from the matrix during
its fabrication. The 30% loaded sample in Figure 2c shows
certain complications in the surface morphology. Again, the
cross-section in Figure 2d of the loaded sample before
release shows a hollow region. However, no pores are
visible on the matrix surface. The sample subjected to
release for three weeks in Figure 2e shows a little bit of
swelling, and minute pores or channels can be noticed
(possibly due to the relaxation of the polymer chains).
Finally, Figure 2f, a cross-section of the loaded sample
taken in the transverse direction, after three weeks of
release, reveals pores along with the expected hollow region
observed along the side. Hence, a common feature noted
in all the three geometries is the increase of matrix porosity
with prolonged exposure to the release medium. Since the
polymer is hydrophobic and nonbiodegradable, the occur-
rence of such deformities such as pores and cracks can be
attributed due to the drug-solvent interactionsdissolution
of the drug in the solvent, swelling of the drug due to
solvent uptake, and gradual diffusion through the solvent-
filled pores and channels.

(c) AFMsAFM pictures of the slab samples are shown
in Figure 3. Observation of the blank sample (Figure 3a)
shows a smooth, flat surface. The numerous tiny spots,
which appear on the figure, are not pores but are rather
microscopic depressions on the surface due to the evapora-
tion of the solvent. On observing the IgG-loaded sample

Table 1sMean Diameter of Microspheres of Different % IgG Loadings

microsphere type mean diametera (mm) standard deviation

10% IgG loading 1.09 0.082
20% IgG loading 1.19 0.065
30% IgG loading 1.20 0.101

a Average of 20 beads.

Table 2sMean Diameter of Microspheres Prepared Using Different
Needle Sizes for the Blank (without IgG) and the 20% IgG-Loaded
Cases

mean diametera (mm) standard deviation

needle size blank 20% loading blank 20% loading

16 gauge 0.99 1.19 0.071 0.065
19 gauge 0.88 0.95 0.097 0.062
23 gauge 0.68 0.81 0.096 0.049

a Average of 20 beads.
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before release (Figure 3b), we find that the surface has a
fluffy appearance with numerous bumps and undulations.
The depressions seen on the blank sample have been

completely filled up, and a homogeneous matrix surface
could be observed. The dark spot appearing on the far
corner of the figure is just an artifact created due to the

Figure 1sScanning electron microscopy photographs of 30% IgG loading for (a) slab, before release, (b) slab cross-section, before release, (c) slab, after 45
days of release, (d) slab cross-section, after 45 days release, (e) cube, before release, (f) cube cross-section, before release, (g) cube, after 2 months of release,
(h) cube cross-section, after 2 months of release. All pictures are of 200× magnification.
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sectioning of the sample for AFM studies. Figure 3c is an
AFM picture of the sample subjected to release for 30 days.
We can clearly see pores on the surface, with occasional
strips of fluffy mass seen in the before release sample. AFM
results confirm the nonbiodegradable nature of the EVAc
polymer and backs the SEM results of drug dissolution into
the buffer-filled pores followed by diffusion.

(d) PMsThe PM pictures of the slab can be viewed in

Figures 4a-c. The blank sample can be observed in Figure
4a. The sample placed between two crossed polarizing
filters gives different shades of colors depending on the
depths at which the light penetrates, and the colors are
reflected based on the refractive index of the component.
The complexity of the structure increases with the drug
loading as shown in the 30% drug-loaded sample before
release (Figure 4b). Numerous opaque dark spots could be

Figure 2sScanning electron microscopy photographs of microspheres for (a) blank, (b) cross-section of blank, (c) 30% IgG loading, before release, (d) cross-
section of 30% IgG loading, before release, (e) 30% IgG loading, after 3 weeks of release, (f) cross-section of 30% IgG loading, after 3 weeks release. All pictures
are of 100× magnification.
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observed which are not present in the blank sample. The
fact that these are IgG clusters cannot be completely
ignored. This assumption is further strengthened by the
reduction of such a structural feature in the sample
subjected to release for 45 days, as shown in Figure 4c. A
thorough analysis of the dark spots on Figure 4b was done
by magnifying them and comparing with the PM pictures
of raw IgG molecules and they did show similar structure
(Figure 5). PM pictures of microspheres can be viewed in
Figures 4d-f. The blank sample in Figure 4d shows some
similarity with the SEM picture in Figure 2a with respect
to the external morphology. In fact, higher magnification
of Figure 4d reveals the presence of some polygonal

structures on the matrix surface, which could also be
observed in the SEM at higher magnifications. Similar to
Figure 4b, dark spots can be observed in the 30% drug-
loaded sample before release (Figure 4e) which are likely
to be IgG molecules, but the decreased concentration of
these spots when compared to the slab surface (Figure 4b)
is attributed to the dosage form involved. The reduced black
spot concentration on the microsphere surface also answers
the decrease in burst effect observed for this geometry
when compared to the case of slab geometry. The black spot
concentration decreases with the release of IgG molecules,
as shown in the sample subjected to release for 3 weeks
(Figure 4f). However, this decrease is not as pronounced
with respect to the relative decrease in concentration of
black spots from Figure 4b to 4c. This is quite logical
looking at the fact that only about 55% of IgG has been
released after 3 weeks for a microsphere when compared
to the 81% release observed for the slab after 46 days.7

(e) XPSsThe wide scan and detail scan XPS pictures
are shown in Figure 6. Theoretically, the photoelectron
binding energy Eb is given by the following relation14

where hν is the photon energy of the X-ray source (1253.6
eV in the present case), Ek is the kinetic energy of the
photoelectron, and φ is the spectrometer work function
(defined as the energy required to remove the uppermost
electrons).

Examination of blank sample by wide scan XPS showed
that the main elements of EVAc were C (carbon) and O
(oxygen), without N (nitrogen), as seen in Figure 6a, while
the wide scan XPS of pure IgG showed the presence of a
N1s peak along with C1s and O1s peaks, thereby indicating
the presence of nitrogen in pure IgG (Figure 6d). The peak
of N1s is centered near 399.0 eV (Table 3), a value
characteristic of the amino group from a protein. Hence,
we may assume the concentration of nitrogen determined
by the XPS method as an indirect measure of IgG concen-
tration on the surface of the IgG-EVAc system. Interest-
ingly, 30% IgG-loaded samples, exhibited a stronger N1s
peak for its grinded version (Figure 6b) than its film version
(Figure 6c). Further, detail scans of XPS revealed that the
powdered sample had a higher N/C ratio than the film
sample (Table 3). The reduced surface concentration of IgG
in the film sample can be due to the relatively faster
migration of EVAc to the surface compared to IgG during
the evaporation of methylene chloride, which was ulti-
mately reflected in the results due to the surface specific
detection property of XPS. On the other hand, the sample
obtained by grinding the film to a fine homogeneous blend
of powder, exhibited an increased concentration of IgG on
the surface, resulting in a stronger N1s peak in the wide
scan XPS and a corresponding increase in the N/C ratio.
Since XPS can be used to measure the elemental composi-
tion present on sample surfaces alone, we utilized this
aspect to our advantage in trying to get an explanation for
the “burst effect” or the increased release rate of drugs at
the initial time period. Since most of the element nitrogen
(N) is present in the IgG molecule (constituting about 85%
wt in the Venoglobulin-I sample15 used for the release
study), an analysis of the N/C composition for the slab
sample (top surface) and its grinded version (sample
grinded to get a flat layer) will give the approximate IgG
composition in the top surface of the slab and the overall
IgG composition of the slab. The percentage of IgG present
on the top surface calculated in this manner was found
almost equal to the fraction of IgG released in the first hour
(with an error less than 10%). Hence the burst effect might

Figure 3sAtomic force microscopy pictures of slabs for (a) blank, (b) 30%
IgG loading, before release, (c) 30% IgG loading, after 30 days release.

Eb ) hν - Ek - φ (1)
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be primarily due to the surface concentration of IgG
molecules, and this can be avoided by the use of coated
matrixes.

The utilization of microspheres of size range in the order
of 800 to 1100 µm prevents phagocytosis by macrophages.
Immunologically speaking, macrophages play an important

Figure 4sPolarizing microscopy pictures for (a) slab, blank, (b) slab, 30% IgG loading, before release, (c) slab, 30% IgG loading- after 45 days release, (d)
microsphere, blank, (e) microsphere, 30% IgG loading, before release, (f) microsphere, 30% IgG loading, after 3 weeks of release.

226 / Journal of Pharmaceutical Sciences
Vol. 88, No. 2, February 1999



role in the body’s defense mechanism by engulfing or
phagocytosing foreign bodies or antigenic particles and
triggering the formation of antibodies to act against these
antigens. Hence, microspheres of size range less than 800

µm have an increased probability of being engulfed by
macrophages, which triggers the formation of anti-antibod-
ies, thereby affecting the basic principle of treatment. This
explains the role of microsphere size selection for thera-
peutic purposes.

Conclusions
Matrix characterization studies were performed using

SEM, AFM, PM, and XPS. SEM and AFM studies gave a
clear picture of the type of morphological changes encoun-
tered by the matrix in the release study. The results

Figure 5sPolarizing microscopy pictures of (a) black spot on the matrix surface, (b) raw IgG clusters.

Figure 6sXPS spectrum for (a) blank, (b) 30% IgG loading, before release, powder, (c) 30% IgG loading, before release, film, (d) pure IgG.

Table 3sDetail Scan Data of XPS for Different Samples

sample binding energy N1s (eV) N/C O/C

blank − − 0.1249
30% IgG-loaded film 399.10 0.0024 0.1323
30% IgG-loaded powder 399.52 0.0395 0.1799
IgG powder 400.00 0.1361 0.4328
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indicate that the drug release mechanism is controlled by
diffusion-dissolution irrespective of the matrix geometry.
PM studies gave insight into the extent of IgG distribution
in the polymer matrix while XPS results showed that the
burst effect observed in the release studies during the
initial period might be due to the surface concentration of
IgG molecules. These characterization studies would there-
fore serve as supporting evidence to the in vitro release
kinetics studies for IgG release through an EVAc backbone.
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Abstract 0 The aim of this study was to determine the efficacy of
atom-type electrotopological state indices for estimation of the octanol−
water partition coefficient (log P) values in a set of 345 drug
compounds or related complex chemical structures. Multilinear
regression analysis and artificial neural networks were used to construct
models based on molecular weights and atom-type electrotopological
state indices. Both multilinear regression and artificial neural networks
provide reliable log P estimations. For the same set of parameters,
application of neural networks provided better prediction ability for
training and test sets. The present study indicates that atom-type
electrotopological state indices offer valuable parameters for fast
evaluation of octanol−water partition coefficients that can be applied
to screen large databases of chemical compounds, such as combi-
natorial libraries.

Introduction

The logarithm of the partition coefficient between octanol
and water, log P, is extensively used to describe lipophilic
or hydrophobic properties of chemical compounds. It has
been shown that log P is a useful parameter to correlate
transport properties of drug molecules, interactions be-
tween drugs and receptors, and changes in the structure
of drugs with various biochemical or toxic effects of these
compounds.1 The measurement of log P throughout the
synthesis of the compound and its subsequent experimental
determination is time-consuming and expensive. Hence,
there is a strong interest in the structure-based prediction
of log P for rational development of new drugs before
potential drug compounds have been synthesized.

Several approaches for computing log P on the basis of
chemical structure have been proposed. Among others
there are two essentially empirical methods for the estima-
tion of log P: Rekker’s f constant method and Leo and
Hansch’s fragment approach.3 Both methods divide a
compound into basic fragments and calculate its log P by
the summation of the hydrophobic contributions of each
fragment. However, the difficulties of these methods is how
to fragment a molecule, especially large drug molecules,
into basic fragments. New fragment methods (atomic
fragments) were developed to overcome this problem.4-6

These methods are conceptually simple and are able to give
fast and accurate estimations for diverse organic com-
pounds. However, correction factors are usually needed for

complex structures to compensate for the interactions
between functional groups.

Recently, Kier and Hall7,8 introduced electrotopological
state (E-state) indices for molecular structure description
in which both electronic and topological characteristics are
combined together. The E-state can be used in a group
contribution manner and has been found to be useful in
structure-property relationship studies. Using only these
indices and neural network modeling, Hall and Story9 were
able to predict the boiling points and critical temperatures
for a set of heterogeneous organic compounds.

In our recent studies we suggested methods for estima-
tions of aqueous solubility, log S, of structurally related10

and diverse sets11 of drug compounds based on molecular
topology and neural network modeling. The present study
shows that the same indices can be successfully used to
estimate log P coefficients, another important solubility
property of drug compounds for drug design studies.

Experimental Section
Three hundred twenty-six drugs or related compounds from

different structural classes were randomly selected from the
Hansch-Leo compilation.12 The partition coefficients of these
compounds were represented as logarithm values, log P, and were
in the range -2.11-5.9, corresponding to urea and thioridazine,
respectively. This data set was divided into a training set of 300
compounds and a test set of 26 compounds (selected at random).
An additional test set of 19 compounds13 was included in the
present study to compare our approach with currently available
ones.

Structural parameters were calculated by Molconn-Z software
(Hall Associated Consulting, Quincy, MA). Molecular weights and
32 atom-type E-state indices were calculated for each analyzed
compound by SMILES line notation code. These 33 parameters
were analyzed using multilinear regression (MLR) analysis and
artificial neural networks (ANNs). MLR analysis was done with
the SPSS package (v. 5.1, SPSS Inc., Chicago, IL) running on a
Pentium PC. The ANNs employed in this study were fully
connected feed-forward back-propagation networks with one hid-
den layer and bias neurons. ANN training was accomplished using
the SuperSAB algorithm.14 The logistic f(x) ) 1/(1+e-x) activation
function was used both for hidden and output nodes. All calculated
parameters and the set of parameters optimized by MLR were
used for neural network training. The number of neurons in the
hidden layer was optimized as indicated in the Results section.
One single output node was used to code log P values.

The avoidance of overfitting/overtraining has been shown to be
an important factor for improvement of generalization ability and
correct selection of variables in neural networks studies.14,15 The
Early Stopping over an Ensemble technique was used in the
current study to accomplish this problem. A detailed description
of this approach can be found elsewhere.14,15 In brief, each analyzed
ensemble was composed of M ) 100 networks. The values
calculated for analyzed cases were averaged over all M neural
networks, and their means were used for computing statistical
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coefficients with targets. We used a subdivision of the initial
training set into two equal learning/validation subsets. The first
set was used to train the neural network, whereas the second one
was used to monitor the training process measured by root-mean-
square error. An early stopping point determined as a best fit of
a network to the validation set was used to stop the neural network
learning. It was shown that a neural network trained up to an
early stopping point provided better prediction ability than a
network trained to the error minimum for the learning set.10,14

Thus, statistical parameters calculated at the early stopping point
were used. The training was terminated by limiting the network
run to 10 000 epochs (total number of epochs) or after 2000 epochs
(local number of epochs) following the last improvement of root-
mean-square error at the early stopping point.

The computer code for the ANN was programmed in ANSI C++.
The calculations were performed at HP Workstation Cluster at
the Swiss Center for Scientific Computing.

The quality of the models was tested in two ways. An analysis
of predictive ability was done in terms of both predictive q2 and
actual prediction. Predictive q2 in leave-one-out cross-validation
was defined as

Here, SSY is the sum of squares of the deviation between the
observed log P values and their mean value and PRESS is the
prediction error sum of squares obtained from leave-one-out (LOO)
procedure. The standard deviation sLOO was also considered. This
coefficient was defined as

where n was the number of compounds in the model. In addition,
the two test sets already described were used to estimate the
actual prediction of the models using square of correlation coef-
ficient r2 and standard deviation s.

Results and Discussion
A total of 32 atom-type E-state indices (Table 1) and

molecular weights were used as parameters for analysis
by MLR and ANNs. Stepwise and backward methods were
employed in the regression analysis and the following 19
parameters yielded a satisfactory statistical model:

log P ) 0.228 ((0.021) SsCH3 + 0.294 ((0.072) SdCH2
+ 0.275 ((0.023) SssCH2 + 0.171 ((0.011) SaaCH + 0.221
((0.053) SsssCH - 0.190 ((0.063) SdssC + 0.215 ((0.044)
SaasC + 0.246 ((0.047) SaaaC - 0.093 ((0.016) SsNH2 -
0.198 ((0.028) SssNH - 0.051 ((0.013) SaaN - 0.360
((0.039) SsssN + 0.013 ((0.004) SdO - 0.035 ((0.013)
SssO + 0.071 ((0.006) SsF + 0.264 ((0.068) SdS + 0.199
((0.098) SssS + 0.444 ((0.185) SaaS + 0.187 ((0.025) SsCl
- 0.468 ((0.124).

where n is the number of compounds used in the fit, F is
the overall F-statistics for the addition of each successive
term, and values in parentheses are the 95% confidence
limit of each coefficient. The correlation analysis for
parameters in eq 3 showed that all pairwise correlations
were R < 0.5, indicating a low multicollinearity as well.

For neural network studies, a preliminary analysis using
all available parameters was done to determine the optimal
number of neurons in the hidden layer chosen in the set 2,
3, 5, 7, 10, 15, and 30. The performance of neural networks
was evaluated by LOO statistical coefficients calculated at
early stopping point for the training data set. We found
that q2 increased (i.e., q2 ) 0.824 ( 0.002, 0.825 ( 0.002,
0.829 ( 0.003) when the number of neurons in the hidden

layer was changed from 2 to 5. However, further increase
in the number of hidden neurons from 7 to 30 did not
influence the prediction ability of neural networks (i.e., q2

) 0.829 ( 0.002, 0.828 ( 0.003, 0.829 ( 0.002, 0.830 (
0.003). Thus, we fixed the number of neurons in the hidden
layer equal to 5.

Neural networks represents essentially nonlinear meth-
ods of data analysis. However, the use of ANNs for the
same set of parameters provided a prediction ability similar
to that of MLRs for compounds in the training set. In LOO
cross-validation procedures, ANNs gave q2 ) 0.84 and sLOO

) 0.69 for the same set of parameters as in regression
analysis, and q2 ) 0.83 and sLOO ) 0.70 for all calculated
parameters. The prediction ability of the MLR model given
by the PRESS statistics, sLOO ) 0.71, is only 0.03 log units

q2 ) (SSY - PRESS)/SSY (1)

sLOO ) [PRESS/n]1/2 (2)

(n ) 300, r2 ) 0.87, s ) 0.68, F ) 87.5, q2 )
0.83, sLOO ) 0.71) (3)

Table 1sThe Atom-Type E-State Indicesa Used in Multilinear
Regression and Neural Network Models

index value

no. symbolb atom typec min max training set test set MLRd

1 SsCH3 sCH3 0 12.9 158e 33
2 SdCH2 dCH2 0 4.0 7 2
3 SssCH2 sCH2s −1.0 14.7 170 36
4 StCH tCH 0 5.7 4 0 X
5 SdsCH dCHs 0 6.0 60 5 X
6 SaaCH ..CH.. 0 26.0 256 43
7 SsssCH sCH< −4.7 3.1 107 18
8 StC tCs 0 2.8 5 2 X
9 SdssC >Cd −3.1 3.1 153 27

10 SaasC ..C.. −3.8 6.8 225 42
11 SaaaC ..C.. 0 8.1 51 3
12 SssssC >C< −6.8 0.5 70 11 X
13 SsNH2 sNH2 0 17.2 72 11
14 SssNH sNHs 0 8.1 100 22
15 StN tN 0 10.2 2 2 X
16 SdsN dNs 0 8.1 17 6 X
17 SaaN ..N.. 0 19.8 77 7
18 SsssN >Ns 0 7.6 95 24
19 SddsN sN, −0.7 0 6 0 X
20 SsOH sOH 0 43.3 118 16 X
21 SdO dO 0 47.6 167 26
22 SssO sOs 0 21.9 63 16
23 SaaO ..O.. 0 5.7 9 0 X
24 SsF sF 0 39.9 26 3
25 SsSH sSH 0 4.1 3 0 X
26 SdS dS 0 10.7 6 1
27 SssS sSs 0 3.7 24 8
28 SaaS ..S.. 0 1.7 7 0
29 SdssS dS< −1.0 0 1 0 X
30 SddssS >S, −8.9 0 29 3 X
31 SsCl sCl 0 12.2 23 9
32 SsBr sBr 0 3.4 1 0 X

a According to Hall and Kier.8 b S states for the sum of the E-state values
for a certain atom type or group; the sum for the hydroxyl groups is SsOH,
for the ether or ester oxygen it is SssO, and for the keto oxygen it is SdO.
c The formula of the atom type or group; the bond types between the heavy
atoms are s ) single (s), d ) double (d), and a ) aromatic (..). d The
parameters that were eliminated in MLR regression are marked by X. e The
number of compounds with the index.

Table 2sComparison of the Predictive Ability of MLR and ANN
Models

training set test set 1 test set 2

model params #a q2 sLOO r2 s r2 s

MLR regressed 19 0.83 0.71 0.87 0.71 0.83 0.68
ANN1 regressed 19 0.84 0.69 0.90 0.62 0.84 0.62
ANN2 all 33 0.83 0.70 0.91 0.60 0.87 0.57

(0.93)b (0.50) (0.91) (0.46)

a The number of input parameters in the model. b The results after
excludance of loratidine and flufenamic acid are shown in the parentheses.
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higher than for the fitting model. Such a small increase
indicates a robustness of the model.

The generalization ability of ANNs for the test sets was
higher than that of MLR (Table 2). As in the case of the
training set, the best predictions were calculated using all
parameters. The results calculated using ANNs for the test
set 2 (n ) 19, r2 ) 0.87, s ) 0.57) are comparable with
those found using other known methods, such as CLOGP
(r2 ) 0.94, s ) 0.44), XLOGP (r2 ) 0.89, s ) 0.54), and
Moriguchi’s method (r2 ) 0.87, s ) 0.63), and are better
than that of the Rekker’s method (r2 ) 0.84, s ) 0.79) (see
Table 3).

The analysis of residuals showed that there were several
compounds with a large calculation error in the training
set. The compounds with a residual >1.4 log units, that is
two times the standard deviation, are shown in Table 4.

We found that two compounds in the analyzed test sets,
loratidine (Test set 1) and flufenamic acid (Test set 2), were
also characterized by high ANN prediction errors of 1.82
and 1.44 log units, respectively (Table 3). The elimination
of these compounds from the test sets significantly im-
proves prediction ability of ANNs (Table 2).

The low prediction ANN ability for loratidine and flufe-
namic acid and some other compounds from the training
set can be explained by an analysis of the residuals. These
two compounds have experimental log P values near to the
largest value (5.90) in the training set. Let us note that
for log P > 5.0, there were four compounds with large
residual errors in the training set. However there were in
total only seven compounds with such log P values in our
training dataset. Thus, >50% of compounds with log P >
5.0 were poorly predicted. This result suggests that the

Table 3sExperimental and Estimated Log P Values for the Test Sets
A. test set 1

predicted

no. compound log Pexp MLR ANN2

1 acyclovir −1.56 −1.70 −1.52
2 adrenalin −1.37 0.10 −0.66
3 pyridoxine −0.77 0.08 −0.59
4 isoniazid −0.70 −0.14 −0.39
5 metaraminol −0.27 0.46 −0.01
6 theophylline −0.02 −0.22 −0.40
7 atenolol 0.16 1.13 0.83
8 sulpride 0.57 0.93 1.21
9 mescaline 0.78 1.25 1.18

10 primidone 0.91 0.97 0.82
11 carbutamide 1.01 0.85 0.76
12 ampicillin 1.35 0.91 1.12
13 clonidine 1.59 2.17 1.45
14 nalorphine 1.86 1.90 1.96
15 phenoxymethylpenicillin 2.09 1.40 1.67
16 hydrocortisoneacetate 2.19 2.01 2.05
17 lorazepam 2.39 3.81 3.28
18 dibenzepin 2.50 2.81 2.81
19 phenazine 2.84 2.71 2.38
20 ketoprofen 3.12 4.29 3.80
21 chlorpheniramine 3.38 4.61 4.19
22 disulfiram 3.88 4.06 3.18
23 fenethazine 4.20 2.84 3.39
24 methoxypromazine 4.90 4.15 4.26
25 trifluorperazine 5.03 4.95 4.57
26 loratidine 5.20 4.54 3.38

B. test set 2a

no. compound log Pexp ANN2 XLOGPb Moriguchib Rekkerb CLOGPb

1 chlorthiazide −0.24 0.39 −0.58 −0.36 −0.68 −1.24
2 cimetidine 0.40 0.19 0.20 0.82 0.63 0.21
3 procainamide 0.88 1.32 1.27 1.72 1.11 1.11
4 trimethoprim 0.91 0.52 0.72 1.26 −0.07 0.66
5 chloramphenicol 1.14 1.29 1.46 1.23 0.32 0.69
6 phenobarbital 1.47 1.86 1.77 0.78 1.23 1.37
7 atropine 1.83 2.43 2.29 2.21 1.88 1.32
8 lidocaine 2.26 2.65 2.47 2.52 2.30 1.36
9 phenytoin 2.47 2.63 2.23 1.80 2.76 2.09

10 diltiazem 2.70 3.36 3.14 2.67 4.53 3.55
11 propranolol 2.98 3.22 2.98 2.53 3.46 2.75
12 diazepam 2.99 3.18 2.98 3.36 3.18 3.32
13 diphenhydramine 3.27 4.11 3.74 3.26 3.41 2.93
14 tetracaine 3.73 2.70 2.73 2.64 3.55 3.65
15 verapamil 3.79 4.33 5.29 3.23 6.15 3.53
16 haloperidol 4.30 4.41 4.35 4.01 3.57 3.52
17 imipramine 4.80 4.47 4.26 3.88 4.43 4.41
18 chlorpromazine 5.19 4.85 4.91 3.77 5.10 5.20
19 flufenamic acid 5.25 3.81 4.45 3.86 5.81 5.58

a This set was originally proposed by Moriguchi et al.13 b The results calculated by XLOGP, CLOGP, and Moriguchi’s and Rekker’s methods are from ref 4.

Journal of Pharmaceutical Sciences / 231
Vol. 88, No. 2, February 1999



number of analyzed molecules with high log P values did
not provide a representative training data set for correct
application of the analyzed methods and the training set
should be extended by including more compounds with high
log P values.

The atom-type E-state indices are used in a manner
similar to group additive schemes. Each atom in the
molecular graph is presented by an E-state value that
encodes the intrinsic electronic state of the atom perturbed
by the electronic influence of all atoms in the molecule
within the context of topological character of the molecule.
Thus, the E-state for a given atom (or atom type) varies
from molecule to molecule and depends on the detailed
structure of the molecule. An analysis of residuals (Table
4) provided some hints of which structural features makes
difficulties for the proposed method. There were four
carboxylic acids (2,4-dihydroxybencoic acid, salicylic acid,
mefenic acid, and tolfenamic acid) and hydroxyl-containing
compounds (riboflavine, R-methylnoradrenalin, pyridox-
amine, and DES), which all have a large calculation error.
Also, both of the compounds with a large calculation error
in the test sets contain a carbonyl group; that is, loratidine
contains the ester carbonyl and flufenamic acid has a
carboxylic acid group.

The reason for low prediction results for the compounds
just mentioned can be explained by the fact that all E-state
values calculated for hydroxyl groups are used to calculate
only one parameter, SsOH, and no division for different
types (i.e., alcohol, phenols, and carboxylic acids) is made.
Likewise, the parameter SdO accounts for carbonyl oxygen,
making no distinction between neighbor atom type (i.e.,
carboxylic acids, amides, ketones, and esters). The effects
of the atom group could be considered similarly to the group
contribution approach.5,6,16 In this approach, contribution
values are calculated separately for hydroxyl groups in
aliphatic and aromatic compounds and for carbonyl oxygen-
containing compounds, the division is made between car-
boxylic acids, esters, aldehydes, ketones, and amides. In
both cases, the contribution values varied considerably,
depending on the type of the atom group. Nearly all
compounds with a large calculation error in our training

set contain different types of hydroxyl and carbonyl com-
pounds. Thus, it might be possible that the atom-type
E-state index values for hydroxyl (SsOH) and carbonyl
(SdO) groups are not enough to discriminate them accord-
ing to their binding environment. We suggest that the
usefulness of E-state formalism could be improved by
taking into account the binding environment of an atom
type, especially in the case of hydroxyl and carbonyl groups,
like in Meylan’s atom/fragment contribution method5 and
in Klopman’s group contribution approach.6,16

The atom-type E-state indices are similar to some extent
to the group contribution variables (e.g., numbers of
-CH2- groups instead of SssCH2). It is possible to assume
that the same results would be calculated if these variables
were used instead of the atom-type E-state indices. The
numbers of atom-types computed using Molconn-Z software
and the molecular weights were fitted as input parameters
for MLR and ANNs. The best MLR model calculated using
stepwise and backward methods contained the following
15 indices:

where I refers to the number of groups corresponding to
the appropriate atom-type E-state index and MW is the
molecular weight (Table 2). The prediction ability of this

Table 4sCompounds with Large Prediction Errors in the Training Set

MLR ANN2

no. compounda log Pexp log Pcalc resid log Pcalc resid

4 methotrexate −1.85 −0.84 −1.01 0.09 −1.94
6 penicillaminea −1.78 −0.07 −1.71 0.14 −1.93

10 riboflavine −1.46 0.00 −1.46 −0.24 −1.22
11 R-methylnoradrenalin −1.43 0.11 −1.54 −0.36 −1.07
15 thiourea −1.08 0.51 −1.59 0.62 −1.70
22 phenformin −0.83 0.45 −1.28 0.58 −1.41
56 cephalotin 0.00 1.60 −1.60 1.41 −1.41
64 ranitidine 0.27 1.16 −0.89 1.77 −1.50

102 triamteren 0.98 −0.66 1.64 −0.72 1.70
119 minoxidil 1.24 −0.39 1.63 −0.46 1.69
144 2,4-dihydroxybencoic acid 1.63 0.29 1.34 −0.39 2.01
150 timolol 1.83 0.36 1.47 −0.08 1.91
174 clobazam 2.12 3.32 −1.20 3.52 −1.40
183 ketamine 2.18 3.20 −1.02 3.64 −1.46
190 salicylic acid 2.26 0.81 1.45 0.54 1.72
207 thiophenol 2.52 1.43 1.09 0.64 1.88
222 LSD 2.95 1.46 1.49 1.42 1.52
228 papaverine 2.95 4.11 −1.16 1.61 1.45
251 piroxicamine 3.06 1.79 1.27 1.75 1.68
261 dextromoramide 3.61 4.68 −1.07 2.40 1.50
293 DES 5.07 3.65 1.42 3.02 2.04
294 mefenic acid 5.12 3.22 1.90 3.19 1.93
294 tolfenamic acid 5.17 3.56 1.61 3.64 1.53
300 thioridazine 5.90 4.97 0.93 4.50 1.40

a Compounds with absolute value of residuals >1.4 log units (two times the standard deviation of the prediction error) for MLR and ANNs are shown.

log P ) 0.163 ((0.072) ISsCH3 + 0.164 ((
0.038) ISssCH2 + 0.128 ((0.037) ISaaCH + 0.260 ((
0.062) ISaasC + 0.471 ((0.090) ISaaaC - 0.766 ((
0.162) ISsNH2 - 0.454 (0.126) ISssNH - 0.522 ((
0.264) ISdsN - 0.457 ((0.095) ISaaN - 0.465 ((

0.119) ISsssN - 0.361 (0.107) ISsOH - 0.516
(0.122) ISssO + 0.254 ((0.111) ISsF - 0.472 ((

0.231) SddssS + 0.0046 ((0.0012) MW + 0.145 ((
0.234)

(n ) 300, r2 ) 0.55, s ) 1.18, F ) 23.4, q2 )
0.49, sLOO ) 1.23) (4)
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equation was r2 ) 0.59, s ) 1.26 and r2 ) 0.13, s ) 1.67 for
test sets 1 and 2, respectively. ANNs computed similar
results; that is, q2 ) 0.48, sLOO ) 1.24 for the training set
and r2 ) 0.59, s ) 1.29 and r2 ) 0.22, s ) 1.74 for test sets
1 and 2, respectively. Thus, both MLR and ANN methods
provided significantly worse results if the group contribu-
tion variables were used instead of atom-type E-state
indices. To understand these results, recall that the atom-
type E-state indices account both for electronic and topo-
logical characteristics of the molecular structure. It is also
important that the range of the atom-type E-state indices
(Table 1) is considerably larger than that calculated by
counts of the number of corresponding groups. This fact
also significantly contributes to the performance and high
prediction ability of models based on the atom-type E-state
indices.

The most important advantage of the present approach
is that only 32 parameters and no corrections factors were
used for coding each molecule, whereas other methods
require hundreds of parameters.2-6,17 We are well aware
of the shortcoming of the present model. Topological indices
cannot account for three-dimensional and conformational
effects, which may play a major role for solubility properties
of chemical compounds, as recently suggested by Palm and
co-workers.18 However, topological indices are attractive
because they can be easily and rapidly calculated from the
structures of analyzed compounds. This feature makes it
possible to obtain fast estimations of the solubility proper-
ties of compounds belonging to large databases, such as
virtual combinatorial libraries. Probably, these indices can
also be used to improve the prediction ability of other
methods that are based on calculation of theoretical
descriptors derived from the molecular structures of com-
pounds.19,20

The prediction of partition coefficients using atom-type
E-state indices is accurate and provides reliable log P
estimations that are comparable to those obtained by other
methods. An advantage of the proposed approach is that
the atom-type E-state indices can be quickly and easily
estimated directly from the chemical structure of analyzed
compounds. Moreover, the number of parameters is small.
Thus, the present approach introduces a fast method for
estimation of log P of chemical compounds.
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Abstract 0 Disopyramide (DP) is known to induce QT prolongation
and Torsades de Pointes (TdP) when administered concomitantly with
erythromycin (EM). To define and evaluate quantitatively the arrhyth-
mogenic risk of the concomitant administration of DP and EM, we
investigated the influence of EM on the pharmacokinetics and
pharmacodynamics of DP in rats. The time profiles of change in QT
interval and plasma concentration of each drug were evaluated during
and after constant intravenous infusion of DP (6.0 or 15.0 mg/kg/h),
EM (4.0 or 8.0 mg/kg/h), and coadministration of DP and EM (DP 6.0
mg/kg/h plus EM 4.0 mg/kg/h). Each agent induced QT prolongation
at plasma concentrations within the therapeutic range in humans. DP-
induced QT prolongation was proportional to its plasma concentration.
In the case of EM, the Emax model with an “effect compartment” could
explain the relationship between plasma EM concentrations and
changes in QT interval. Although coadministration of EM with DP gave
enhanced QT prolongation compared to dosing with DP alone, EM
did not affect the pharmacokinetics of DP. In conclusion, it was shown
that a pharmacodynamic interaction contributes to the electrocardio-
graphic adverse reaction (i.e., QT prolongation) induced by coadmin-
istration of DP and EM in rats.

Introduction
Disopyramide (DP), a class Ia antiarrhythmic agent, is

used for tachyarrhythmia and prolongs action potential
duration (APD) in cardiac myocytes. In recent years, it has
been reported that concomitant administration of DP and
erythromycin (EM), a macrolide antibiotic, induced Tor-
sades de Pointes (TdP) associated with electrocardiographic
QT prolongation.1,2 In humans, DP is metabolized mainly
by the liver into the major metabolite, mono-N-dealkylated
disopyramide (MND).3 Since EM, which is known to inhibit
CYP3A4,4 is reported to inhibit the metabolism of DP,5 this
oxdation enzyme is thought to be from the CYP 3A
subfamily, paticularly CYP3A4. This inhibition may lead
to elevated plasma DP concentration, and resultant toxicity
such as QT prolongation. However, one case of TdP
associated with QT prolongation resulting from the coad-
ministration of DP and EM without an elevation of plasma
DP concentration was also reported.1 Therefore, the eleva-
tion of plasma DP concentration may not completly explain
this adverse reaction. In fact, EM itself is known to induce
QT prolongation or TdP.6-8 Lin et al.9 reported a case of
TdP associated with QT prolongation induced by the

concomitant use of quinidine and EM without an increase
of plasma quinidine concentrations; they concluded that
the adverse reaction caused by quinidine and EM coad-
ministration might be based on their pharmacodynamic
interaction. However, the significance of the pharmacody-
namic interaction between DP and EM remains to be
evaluated quantitatively.

Since EM is well-known as a metabolic inhibitor, the
interaction between DP and EM might be initially consid-
ered based on metabolic inhibition. However, as far as a
pharmacodynamic interaction is involved, monitoring of
plasma DP concentrations only should underestimate the
risk of adverse reactions. In this case, it is necessary to
investigate this interaction not only from the pharmaco-
kinetic aspect but also from the pharmacodynamic one. The
aim of this study, therefore, was to define and evaluate
quantitatively the risk of QT prolongation induced by DP
and EM in an animal model, where rats were employed to
estimate the ECG abnormality, including QT prolongation.9

Materials and Methods

1. Materials and AnimalssDP was purchased from Wako
Pure Chemical Industries (Osaka, Japan). MND and p-chlorodiso-
pyramide were kindly provided from Russel Uclaf (Paris, France).
Erythromycin base (EM) was obtained from Dai Nippon Pharma-
ceutical Co. (Osaka, Japan). Acetonitrile, methanol, and dichlo-
romethane were of HPLC grade from Wako Pure Chemical
Industries. Other reagents of analytical grade were also purchased
from Wako Pure Chemical Industries. Male Sprague-Dawley rats
weighing 250-350 g were purchased from Nippon Bio-Supp.
Center (Tokyo, Japan) and used for the experiments.

2. Pharmacodynamic StudiessDrug solutions used for phar-
macodynamic studies were prepared as follows: DP was solubilized
by physiological salt solution (PSS; NaCl: 135 mM, NaHCO3: 11.9
mM, KCl: 5.4 mM, CaCl2: 1.8 mM, MgCl2: 1.0 mM) with 1 mol
equiv of H3PO4. EM was easily dissolved in PSS. For coadminis-
tration experiments, EM were dissolved in DP phosphate solution
described above (nearly pH 7.0). EM was comfirmed to be stable
in all the solutions for intravenous administration. Each solution
was infused into the jugular vein of rats as below by means of a
syringe pump (Model 975, Harvard Apparatus, MA) at an infusion
rate of 1.05 mL/h.

Rats were anesthetized with a mixture of urethane and R-chlo-
rarose (1.1 mg/kg and 27.5 mg/kg i.p., respectively). The precordial
and limb hair were removed using a hair-removing cream (Hair
Remover, Kanebo, Tokyo). The trachea, jugular vein, and carotid
artery were cannulated with polyethylene tubing. After cannula-
tion, the animals were restrained in a supine position on a heat-
pad, and the electrodes were noninvasively fastened. The body
temperature was maintained at 37.5 ( 0.5 °C throughout the
experiment.

After stabilization of the ECG and body temperature, PSS was
infused into the jugular vein for 10 min. Subsequently, DP (6 or
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15 mg/kg/h), EM (4 or 8 mg/kg/h), and the mixture of these agents
(DP 6 mg/kg/h + EM 8 mg/kg/h) or PSS only (for control) was
infused for 90 min. ECG was recorded 10 min before the start of
infusion (-10 min), and 0, 1-7, 10, 15, 20, 30, 45, 60, 75, 90-97,
100, 105, 110, 120, 135, 150, 165, and 180 min after the start of
infusion. The ECG was examined by a procedure previously
reported.10 Briefly, signals from the bipolar lead II were amplified
by means of an electric amplifier (AB-621G, Nihon-Koden, Tokyo),
stored in a personal computer (PC-9801VX, NEC, Tokyo) via A/D
converter (Analog-Pro Jr., Canopus Electric, Kobe) at a sampling
rate of 500 Hz and analyzed with Wave Master II (Canopus
Electric, Kobe). Signals from the pressure transducer joined to the
cannula of carotid artery were amplified by means of a pressure
amplifier (AP-621G, Nihon-Kohden, Tokyo) and recorded by a pen
recorder (WI-681G, Nihon-Kohden, Tokyo). ECG parameters such
as heart rate and QT interval were derived manually from the
average wave shape of recordings for 10 s. Blood was collected
after the last recording of ECG to verify that the plasma drug
concentration was equivalent to that in pharmacokinetic studies.

3. Pharmacokinetic StudiessPharmacokinetics during and
after infusion of DP or EMsPharmacokinetic studies were per-
formed in animals different from those used in the pharmacody-
namic experiments in order to avoid any influence of blood
sampling on ECG. Each drug solution was infused in the same
manner as the pharmacodynamic experiments. Blood samples
were collected from the carotid artery at 2, 5, 15, 45, 90, 92, 95,
105, 135, and 180 min after the start of drug administration. Blood
samples were centrifuged to obtain plasma at 1500g for 10 min
and determined by a procedure described below.

Pharmacokinetics after Portal Vein Administration of DPsRats
were fasted overnight before the experiment. Polyethylene cannula
were inserted and fixed into the pyloric vein, the femoral vein and
artery under ether anesthesia. The body temperature was main-
tained at 37.5 ( 0.5 °C throughout the experiment. After recovery
from anesthesia, physiological saline or 50 mg/kg of EM was
injected into the femoral vein at 5 min before the administration
of DP. Then, 20 mg/kg of DP was injected into the portal vein.
Each drug solution was prepared as follows: EM was solubilized
in phosphate buffer solution (pH 4.0) (0.04 M KH2PO4, 0.04 M
H3PO4), and DP was easily dissolved in physiological saline.

Blood samples (150 µL) were collected at 1, 3, 5, 15, 30, 60, 120,
and 180 min after the DP administration and immediately
centrifuged at 1500g for 10 min. Urine samples were collected for
the intervals of 0-3, 3-24, and 24-48 h after the drug adminis-
tration. The plasma and urine samples were stored at -20 °C until
assay.

4. Effects of EM on Plasma Free Fraction (fp) of DPsThe
plasma free fraction of DP (fp) was determined in the presence or
absence of EM by an ultrafiltration method. Drug-free blood was
collected through the portal vein, heparinized, and centrifuged
(1500g, 10 min) to separate plasma. DP was dissolved in plasma
to make the concentrations of 0.1, 3.0, 6.0, and 15.0 µg/mL. To
examine the influence of EM on fp of DP, EM was added to the
plasma samples containing EM to give a final concentration of 63
µg/mL. After preincubation at 37 °C for 5 min, an aliquot (500
µL) of the sample was put into the reservoir of an ultrafiltration
device (Centrifree, Amicon, MA). Thereafter, it was centrifuged
at 1000g for 2 min at 37 °C to obtain ultrafiltrate. The volume of
the ultrafiltrate was measured as less than 15% of the original
sample (500 µL). The concentration of DP in each fraction was
determined as described below. The fp value was calculated by
dividing the DP concentration in the ultrafiltrate by that in the
retained sample.

5. Determination of DP, MND, and EM Concentrations
DP and MND concentrations in plasma or urine were determined
using an HPLC method reported previously by Mayer et al.11 with
a minor modification. Briefly, an aliquot (50 µL) of plasma or urine
sample was pipetted into a 10-mL glass tube. After addition of 50
µL of the internal solution (0.6 µg/mL p-chlorodisopyramide
solution in 0.01 M HCl) and 2 mL of dichloromethane, the mixture
was made alkaline with 5 µL of 1 M NaOH and then shaken for
10 min by a mechanical shaker. After centrifugation (10 min,
1500g), the lower organic layer was transferred into a 10-mL glass
tube and evaporated to dryness under a stream of dry nitrogen at
ambient temperature. The dry residue was dissolved into 50 µL
of mobile phase, and 20 µL was applied onto the HPLC system.

HPLC was performed with a UV detector (UV-vis DETECTOR
SPD-10A, Shimazu, Kyoto, Japan) and a C18 reversed-phase
column (Cosmosil-packed column 5-C18, 150 mm × 4.6 mm i.d.,
particle size 5 µm, Nacalai Tesque, Kyoto, Japan). Assay was
carried out at ambient temperature. The mobile phase consisted
of aqueous solution (0.125 M HCl, 0.125 M sodium 1-octane-
sulfonate, 0.072 M triethylamine) and acetonitrile (70:30, v/v). The
flow rate was 1.0 mL/min, and the detection wavelength was set
at 263 nm. The lower limit of reliable detection of this method
was 0.1 µg/mL for DP and 0.05 µg/mL for MND. The plasma EM
concentrations were determined by an HPLC-ECD method de-
scribed previously.12

6. Pharmacokinetic-Pharmacodynamic Analyses of QT
prolongationsThe effects of DP and EM on QT interval were
analyzed from both pharmacokinetic and pharmacodynamic as-
pects. The QT interval was defined as the time from the start of
the QRS complex to the end of the T wave, at which the amplitude
of the T wave declined to 10% of its maximum. The effect of a
drug at each time was expressed as the deviation from the value
before the drug administration (∆QT). Mean QT interval just
before the start of drug administration was 61.6 ( 0.98 ms (n )
24). The PR interval was defined as the time from the start of the
P wave to the apex of the R wave.

The time profiles of plasma DP concentration (Cp) were analyzed
by a conventional two-compartment open with a first-order
elimination model described previously.13 Pharmacokinetic pa-
rameters were estimated by simultaneous fitting of the data at
each infusion rate.

Then, the relationship between the plasma concentration of DP
and the effect of DP on QT prolongation (EDP) was analyzed,
assuming a linear relation as follows:

where Cp is the plasma DP concentration and K is the slope.
The time profiles of plasma EM concentration were also

analyzed by a conventional two-compartment model described
previously.13 Pharmacokinetic parameters of R, â, k10, k21, and V1
were estimated by simultaneous computer-fitting of the data at
each infusion rate.

For the pharmacokinetic-pharmacodynamic analysis of EM,
the “effect compartment model”14 was applied because a delay of
QT prolongation was observed. The drug concentration (Ce) in the
effect compartment is described by equations reported by Holford
and Sheiner.14

Then the relationship between Ce and the effect of EM on QT
prolongation (EEM) was analyzed. The Emax model was employed
to relate Ce to EEM as follows:

where Emax is the maximum effect, and EC50 represents the
concentration which gives half-maximal effect.

For coadministration of EM and DP, we assumed that the effect
of the coadministration on QT prolongation (EDP+EM) was esti-
mated from the additive model described below.

Results
ECG Effects and Pharmacokinetics of DPsFigure

1 represents the time profiles of the change in QT interval
(∆QT) and the plasma DP concentration during and after
the constant intravenous infusion of DP. The QT interval
was prolonged in response to the increase in plasma DP
concentration without a lag-time. After the end of the
infusion, the QT interval was shortened as the plasma DP
concentration declined. DP induced a dose-dependent
prolongation of QT interval within the dose range tested;
changes in QT prolongation at 90 min after the start of
the infusion were 17.50 ( 1.94 ms and 38.50 ( 5.00 ms at
the dosing rates of 6 mg/kg/h and 15 mg/kg/h, respectively.
In addition, DP induced a significant prolongation of PR

EDP ) KCp (1)

EEM )
EmaxCe

EC50 + Ce
(2)

EDP+EM ) EDP + EEM (3)
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interval and a slight prolongation of QRS interval (data
not shown).

ECG Effects and Pharmacokinetics of EMsThe
time profiles of the change in QT interval (∆QT) and the
plasma EM concentration during and after the constant
intravenous infusion of EM are shown in Figure 2. Al-
though EM also evoked an obvious QT prolongation as
observed in the case of DP, ceasing the infusion did not
give an immediate shortening of the QT interval despite
the prompt decrease in the plasma EM concentration. This
observation indicates the presence of a delay in QT
prolongation against plasma EM concentration. Within the
EM concentration range under the present experimental
conditions, saturation of the effect on QT interval was
observed; changes in QT prolongation at 90 min after the
start of the infusion were 28.20 ( 3.65 ms and 33.50 (
3.75 ms at the dosing rates of 4 mg/kg/h and 8 mg/kg/h,
respectively. Other ECG parameters, PR and QRS inter-
vals, were not significantly altered (data not shown).

Pharmacokinetic-Pharmacodynamic Analyses of
QT ProlongationsFigure 3 represents the relationship
between plasma DP concentration and change in QT
interval, and Figure 4 shows the relationship between EM
concentration in plasma and change in QT interval. With
regard to DP, as neither a delay nor saturation of QT
prolongation was observed, the linear model (eq 1) was
applied to the relationship between plasma DP concentra-
tion and EDP (Figure 3). As judged from the anticlockwise
hysteresis and saturation of the relationship in Figure 4,
the Emax model with the effect compartment (eq 2) was

successfully employed. The pharmacodynamic parameters
for DP and EM are listed in Table 1.

Electrocardiographic Interaction on ECG Induced
by DP and EMsFigure 5 represents the time profiles of
the change in QT interval during and after the infusion of
DP, EM, and their combination. The coadministration of
DP and EM induced a larger QT prolongation than the
administration of each drug alone. The simulation curves
line calculated from eq 3 were in good agreement with the
observed data. Although an electrocardiographic (ECG)
interaction was seen between these drugs (right panel of

Figure 1sTime profiles of the change in QT interval (A) and the plasma concentration of DP (B) during and after i.v. infusion of DP. The solid lines in panel (B)
are the fitting lines b: DP 15 mg/kg/h, O: DP 6 mg/kg/h, 4: vehicle (mean ± SEM, n ) 3−4).

Figure 2sTime profiles of the change in QT interval (A) and the plasma concentration of EM (B) during and after i.v. infusion of EM. The solid lines in panel
(B) are the fitting lines b: EM 8 mg/kg/h, O: EM 4 mg/kg/h, 4: vehicle (mean ± SEM, n ) 3−4).

Figure 3sRelationship between the plasma concentration of DP and the
change in QT interval. The solid line shows fitting curve calculated from eq 1
(mean ± SEM, n ) 4).
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Figure 5), EM did not affect the plasma concentration of
DP and vice versa. This result led us to further investigate
the pharmacokinetics of DP in the coadministration of EM.

Pharmacokinetic Interactions of DP and EMs
Figure 6 represents the time profiles of plasma concentra-
tions of DP and its metabolite, MND, after the portal vein
administration of DP in the presence or absence of EM.
The time profile of DP was described by a conventional two-
compartment open model. Although the plasma concentra-
tion of MND reached maximum at 5 min after the admin-
istration of DP, the concentration of the metabolite was
less than one tenth of that of the parent drug. After the
administration of DP, 26.2 ( 2.1% of the dose was excreted
as unchanged drug, while 4.1 ( 0.9% was excreted as MND
in the urine within 24 h. Table 2 lists the pharmacokinetic
parameters, which are in agreement with the published
data.15,16

EM did not significantly change the pharmacokinetic
parameters of DP, and both the plasma concentrations and
the urinary excretion of the metabolite, MND, were not also
significantly changed. Moreover, the plasma free fraction

of DP (fp), 0.800-0.875, was almost constant over the
concentration range of 0.05-15.0 µg/mL and was not
significantly changed in the presence of EM.

Discussion
In recent years, QT prolongation induced by noncardio-

vascular drugs has received much attention. Such drug-

Figure 4sRelationship between the drug concentration of EM in plasma (A) or in effect compartment (B) and the change in QT interval. The solid line in panel
(B) shows the fitting curve calculated from eq 2 (mean ± SEM, n ) 4). b: EM 8 mg/kg/h, O: EM 4 mg/kg/h.

Figure 5sChanges in QT interval after the administration of DP or EM alone (A) and their concomitant administration (B). The solid lines in panel (A) are the
fitting curves. The dotted line in panel (B) is the predicted curve calculated from eq 3 (mean ± SEM, n ) 4). b: DP 6 mg/kg/h, O: EM 4 mg/kg/h, 0: DP 6
mg/kg/h + EM 4 mg/kg/h.

Table 1sPharmacodynamic Parameters for DP- or EM-Induced QT
Prolongation (mean ± SD)

Parameter DP EM

K (ms‚mL/µg) 6.45 ± 0.06 -
ke0 (min-1) - 0.158 ± 0.023
Emax (ms) - 37.10 ± 2.04
EC50 (mg/mL) - 0.587 ± 0.091

Figure 6sTime profiles of DP (circles) or MND (triangles) after portal vein
administration of DP 20 mg/kg without (open symbols) or with (filled symbols)
EM pretreatment (50 mg/kg i.v.) (mean ± SEM, n ) 4). The solid lines of DP
are the fitting curves calculated from two-exponential equation.
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induced QT prolongation may be accentuated by coadmin-
istration of an antiarrhythmic agent, which itself prolongs
QT interval. For instance, some cases have been reported
that DP, coadministered with EM, caused TdP associated
with QT prolongation,1,2 a life-threatening adverse reaction.
It is therefore important to investigate the interactions
between antiarrhythmics and noncardiovascular agents
which have the possibility of prolonging the QT interval.

Correction of QT Interval by Heart RatesSince
heart rate is known to affect the QT interval in humans,
QTc, derived from "Bazett’s formula", is widely applied in
evaluation of QT prolongation. In this study, EM did not
change the heart rate, whereas DP induced bradycardia,
probably resulting from the blockade of sodium channels.
However, Hayes et al. demonstrated that the QT interval
is independent of heart rate in rats, in contrast to humans,
rabbits, and guinea pigs.17 In addition, it has been reported
that the actual QT interval, without any correction for
heart rate, may be preferable the QTc in heralding TdP.18

Therefore, in this study, we employed the actual QT
interval for evaluation of arrhythmogenic potency.

QT Prolongation Induced by DP or EMsIn the
present study, the administration of DP or EM alone
induced a significant QT prolongation. DP is known to
block sodium channels and potassium channels of cardiac
myocytes and delay repolarization, which leads to prolon-
gation of action potential duration (APD) and QT interval.19

In our study in rats, DP induced QT prolongation within
its therapeutic range (2.0-5.0 µg/mL). This range coincides
with the concentrations where APD prolongation was
reported on cardiac muscle of guinea pigs or rats by whole-
cell voltage clamp technique.20-23 Although MND, a major
metabolite of DP, is documented to possess one-fourth the
anticholinergic potency of DP,24,25 it is virtually inactive
in QT prolongation.23,26 Therefore, MND was excluded from
the further kinetic analysis.

EM is also known to inhibit potassium channels in
ventricular myocytes.27-29 This blockade may lead to
delayed repolarization and prolongation of QT interval.
However, the detailed mechanism has not been thoroughly
elucidated.

An anticlockwise hysteresis was observed between plasma
EM concentration and effect on QT prolongation, which
indicates a delay of QT prolongation. The Emax model with
“effect compartment” may adequately explain the relation-
ship (Figure 3B). This hysteresis could be due to several
factors, including delayed distribution of EM to the effect
site, which is assumed to be potassium channels of ven-
tricular myocytes. The binding site for EM in the potassium
channel has not been identified yet. However, there is a
possibility that the binding site is located in the intracel-
lular or transmembrane domain of the channel and that it
may take several minutes for the drug to reach the effect
site, as speculated from the delay of QT prolongation. A
possible explanation for this anticlockwise hysteresisis is
the generation of an active metabolite of EM. While EM is
reported to be active in QT prolongation, it is not reported

whether the metabolite of EM is active or not. No major
metabolites of EM were detected by ECD, so that we could
not investigate metabolite pharmacokinetics. However,
when we examined the time course of EM concentrations
in the ventricle, it showed a delayed distribution of EM
into the ventricle at the distribution rate similar with keo
(data not shown).

In this study, EM induced a significant QT prolongation
within the therapeutic range of plasma EM concentrations
(0.5-3.0 µg/mL). Using the in vitro patch clamp technique,
it has been reported that a higher concentration (up to 100
µM; 73.4 µg/mL) is necessary for EM to prolong the action
potential duration (APD) or reduce potassium current
(delayed rectifier potassium current).27-29 Rubart et al.27

discussed that the concentrations of EM required to induce
early after-depolarizations (EADs) in vitro are higher than
those in vivo. Antzelevitch et al.29 demonstrated that APD
prolongation was evoked at a relatively low concentration
of EM (10 µM) in canine M cells, but the concentration was
still above the therapeutic range. In the present study, even
if the plasma protein binding of EM (16.9% for rats) was
taken into consideration, the concentration which evoked
QT prolongation in vivo was still lower than that reported
in vitro,27-29 indicating that the potency of EM for APD
prolongation or potassium current blockade in ventricular
myocytes in vitro may be weaker than that for QT
prolongation in vivo. Further investigation is required to
clarify the mechanism and sources of this discrepancy. A
possible explanation is that the EM concentration near the
potassium channels is different between in vivo and in vitro
conditions, due to different cellular uptake and/or intra-
cellular distribution under these conditions.

As no saturation was observed for DP-induced QT
prolongation, the relationship between plasma DP concen-
tration and change in QT interval was analyzed by a linear
pharmacodynamic model (eq 1). Although we also employed
the Emax model, the linear model showed a better goodness
of fit than the Emax model. Doses of DP beyond the
therapeutic range were not experimentally feasible due to
adverse effects on rats. It is of interest that different
pharmacodynamic models were applied to DP and EM: the
linear model for DP and the Emax model for EM. Similar
cases have been reported for other agents which induce QT
prolongation, i.e., the relationship between drug concentra-
tion and change in QT interval was explained by the linear
model for quinidine and an Emax model for terfenadine.10

Whiting et al.30 have also reported that the change in QT
interval is linearly correlated with plasma DP concentra-
tion. Both DP and quinidine were reported to block several
types of potassium channels on ventricular myocytes,22,31

leading to a complex, stepwise inhibition, which may result
in a linear relation between drug concentration and change
in QT interval.

Pharmacodynamic Interaction between DP and
EMsEnhanced QT prolongation was observed after coad-
ministration of EM and DP compared to that after each
administration of these drugs (Figure 5). However, the
plasma concentrations of each agent were not changed by
each other. This indicates that the interaction on ECG
between these drugs can be attributed to their pharmaco-
dynamic interaction, not a pharmacokinetic one, at least
in the present experimental setting. Thus, a clinically
important pharmacodynamic interaction between EM and
DP can be observed without affecting pharmacokinetics.

The observed data after coadministration of EM and DP
were simulated by simple addition of QT prolongations
after separate EM and DP administrations. The simulated
line is below the observed data during the administration.
Then, at each point, we compared the ∆QT (∆QTDP+EM) in
concomitant administration with the additional ∆QT (∆QTDP

Table 2sPharmacokinetic Parameters of DP after Portal Vein
Administration of DP (20 mg/kg) with or without EM Coadministration
(50 mg/kg i.v.) to Rats

parameter DP alone DP + EM

Vdss (mL/kg) 2770 ± 100 2693 ± 155
AUC (µg/min/mL) 349 ± 28 413 ± 19
t1/2 (â) (min)a 41.2 ± 3.3 45.5 ± 2.2
CLtot (mL/min/kg) 57.9 ± 4.0 48.4 ± 2.31
CLR (mL/min/kg)b 13.2 ± 1.7 12.2 ± 1.8

a t1/2 (b): plasma eliminatiom half-life time for DP (mean ± SEM, n ) 5).
b CLR: renal clearance of DP.
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+ ∆QTEM) using the Student t-test. As a result, significant
differences were observed only at 4 and 5 min. Therefore,
we cannot completely define this interaction as additive.
However, we are not sure that the interaction between DP
and EM is antagonistic. The clinical significance of the
present study is that enhanced QT prolongation was shown
in concomitant administration compared to individual
administrations.

Effects of EM on Pharmacokinetics of DPsThe
pharmacokinetic parameters of DP obtained here were is
close agreement with those noted in previous studies.15,16

Since the total plasma clearance of DP was large and
thought to be blood flow-limited, we evaluated the effects
of EM on the pharmacokinetics of DP following portal vein
administration of DP.

In the portal vein dosing of DP, EM pretreatment did
not significantly change the pharmacokinetic parameters
of DP (Table 2). In addition, no effect of EM on the plasma
protein binding of DP was observed. In addition, the blood-
to-plasma concentration ratio of DP (RB) was also evaluated
and it was not significantly changed by EM. While the
plasma binding of DP is known to saturate within the
therapeutic range in humans,32 it was almost constant in
rats under the current experimental range (0.05-15.0 µg/
mL), suggesting interspecies difference in the plasma
protein binding of DP, in accordance with a previous
reports.16

Although it is expected that EM might cause the eleva-
tion of DP plasma concentrations in humans by metabolic
inhibition, no pharmacokinetic interaction was seen in rats.
The most likely explanation for these results may be
interspecies differences in the metabolism of DP. In fact,
the urinary excretion of MND, a major metabolite yielded
by CYP3A, proved to be lower (up to 4% of the dose) in
rats than in humans. It has also been reported16,33 that in
rats about 20% of the dose was excreted into urine as
phenol and methoxyphenol metabolites, while these me-
tabolites are not detected in humans. Therefore, the
contribution of the metabolic pathway of DP, which EM
could inhibit, to the total clearance may be lower in humans
than in rats. The EM concentration in liver was enough
compared to its inhibition constant (IC50 ) 70 µg/mL) in
vitro.5 Another potential explanation for the lack of phar-
macokinetic interaction between EM and DP is a setereo-
selective metabolism. DP is a racemic mixture of R(-) and
S(+) enantiomers, and those clearances are reported to be
different.34 If EM inhibits one of the enantiomers, increase
in AUC of DP as a racemic mixture may not reach
significance. Echizen et al.35 showed that the enantiomers
share an enzyme in humans and mice, and that EM
inhibited their metabolism equally in mice but not equally
in human microsomes. However, no data are available for
rats in vivo or in vitro. Since DP is used as a racemic
mixture in clinical settings, the clinical significance of our
study may not be diminished.

Other explanation is the administration route-depen-
dency. EM was intravenously administered in this study.
However, the repeated oral administration of EM might
be required to induce the metabolic inhibition of CYP3A.36

In addition, when orally administered, the intestinal
metabolisms by CYP3A may be inhibited, which may lead
to further increase in the DP concentrations if DP is
metabolized by intestinal CYP3A.

Prediction of QT Prolongation in HumanssIt has
been reported26,30,37-40 that DP prolongs the QT interval
within the therapeutic range of plasma concentration (2.0-
5.0 µg/mL) in humans. The findings obtained in the present
study were consistent with the above reports. On the other
hand, the plasma concentrations of EM have not been
reported where QT prolongation or TdP occurred, possibly

because of difficulty in the determination of EM concentra-
tion in plasma. Therefore, the quantitative relationship
between concentration of EM and its effect on QT interval
in clinical settings remains unknown. An EM-induced QT
prolongation is reported5 to occur not only after i.v.
administration of a high dose (up to 1 g/body) in many
cases, but also after oral administration of EM.41 In the
case of oral administration, plasma EM concentration is
considered to be lower than in the case of i.v. injection,
suggesting a possibility that EM may also induce QT
prolongation within or near therapeutic plasma concentra-
tions (0.5-3.0 µg/mL), which correlates well with the range
examined in our present study. In addition, orally admin-
istered EM is also known to induce TdP associated with
QT prolongation after concomitant treatment with quini-
dine.9 Thus, our method presented here may be useful for
predicting drug-induced QT prolongation in clinical set-
tings, at least in a qualitative manner.

In conclusion, the present study suggests that pharma-
codynamic interaction may increase the risk of QT prolon-
gation after coadministration of DP and EM in humans.
In concomitant treatment of DP and EM, therefore, it is
our recommendation for patients' safety that ECG should
be monitored periodically as necessary.
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Abstract 0 Twelve measured ethylene glycol−heptane partition
coefficients, Peh, have been combined with 20 measured literature
values and 44 indirectly determined values to give a set of 76 values.
Excluding one value for benzamide, the log Peh values are correlated
through our general solvation equation, log Peh ) 0.336 − 0.075R2 −
1.201π2

H − 3.786 ΣR2
H − 2.201 Σâ2

H + 2.085Vx with r2 ) 0.966, sd
) 0.28, and F ) 386. The solute descriptor R2 is the excess molar
refraction, π2

H is the dipolarity/polarizability, ΣR2
H and Σâ2

H are the
overall hydrogen bond acidity and basicity, and Vx is the McGowan
volume. The log Peh equation has then been used to obtain descriptors
for eleven peptides, all of which are end-protected. It is shown that
for these end-protected peptides, hydrogen bond basicity makes a
greater contribution to log Peh than does hydrogen bond acidity.

Introduction
Karls et al.,1 in 1991, showed that the hydrogen bond

number of Stein2 was useful in the correlation of absorption
of a series of peptides in rats. The peptides, I-VII, are
shown in Figure 1, and the hydrogen bond numbers, H#,
are in Table 1. The latter are simply calculated from the
total number of CdO and N-H groups, with NH2 counted
as two. Burton et al.3 used the same seven peptides to study
permeability across Caco-2 cell monolayers and showed
graphically that there was a reasonable correlation be-
tween log kcaco and the ∆log P parameter of Seiler.4 The
latter is obtained from water-octanol and water-alkane
partition coefficients through eq 1,

Burton et al.3 did not explore the H# numbers, but
investigated the use of a novel partitioning system, that
of ethylene glycol-heptane:

They showed that for the seven peptides there was a
reasonable plot of log Peh against ∆log P, and argued that
since ∆log P could be taken as a measure of the hydrogen
bond or desolvation potential of a solute, so could log Peh.
The various partition coefficients that were determined3

for the seven peptides are given in Table 1; the alkane used
was isooctane. In later work it was shown5 that perme-
abilities of the seven peptides across an in vitro model of
the blood-brain barrier (BBB) or from physiologic saline

to rat brain could be correlated with H# or ∆log P or log
Peh. The hydrogen bonding capacity of the peptides was
suggested to be the major factor governing both the in vitro
and the perfusion in vivo permeabilities.

To characterize the ethylene glycol-heptane partitioning
system, Paterson et al.6 measured log Peh values for a set
of 20 standard compounds, and correlated these values
with the solvatochromic parameters of Kamlet et al..7 The
log Peh values are in Table 2, nos. 1-20, and the correlation
equation was:

In eq 2, π* is the solute dipolarity/polarizability, R is the
solute hydrogen bond acidity, â is the solute hydrogen bond
basicity, and VI is the solute intrinsic volume in (cm3

mol-1)/100. Benzamide was left out of the correlation, hence
n, the number of data points, is 19; the only other statistic
given6 was r2 ) 0.980, where r is the correlation coefficient.
We have rerun the correlation and find r2 ) 0.984 (the
value of 0.980 is the adjusted value), the standard deviation
sd ) 0.19 and the F-statistic F ) 223, as shown above.

Paterson et al.6 pointed out that eq 2 shows that the most
important coefficient is the solute hydrogen bond acidity.
However, this does not mean that the term in R always
dominates; this will depend on the various parameter
values for any given solute. Although the solvatochromic
parameters of Kamlet et al.7 are useful, there are difficul-
ties in that parameters for many solutes have to be
estimated, and that there is no protocol for the estimation
of parameters for new structures such as peptides I-VII.
In addition, although Paterson et al.6 selected a reasonable
set of compounds, the number is minimal for a four-

† University College London.
‡ University of Lisbon.
§ SB Pharmaceuticals.

∆log P ) log Poct - log Palk (1)

Peh ) [concn in heptane]/[concn in ethylene glycol] (2)

Table 1sHydrogen Bond Numbers and Partition Coefficients for
Peptidesa

peptides H# log Poct log Piso
b log Peh

I 5 0.05 −4.92 −5.46 (−5.57)
II 7 1.19 −5.29 −6.52 (−6.28)
III 9 2.30 −5.02 −7.10 (−7.16)
IV 8 2.63 −4.20 −6.28
V 7 2.53 −3.10 −5.14
VI 6 2.92 −1.67 −4.20
VII 5 3.24 −0.69 −2.86
VIII 8 (−6.00)
IX 8 (−5.76)
X 7 (−4.35)
XI 5 (−3.44)

a log P values from ref 3; values in parentheses from ref 6. b Piso refers to
partition between water and isooctane.

log Peh ) 0.30 - 1.53π* - 4.41R - 1.69â + 2.79VI

n ) 19, r2 ) 0.984, sd ) 0.19, F ) 223
(2)
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parameter equation, and the range of the various descrip-
tors is not very large.

We therefore set out to expand the number and nature
of the solutes, to characterize the ethylene glycol-heptane
system through the solvation equation and the solvation
parameters of Abraham,8 and to compare coefficients in the
correlation equation with those for many other partitioning
systems that have been thus characterized.9 Once this has
been done, our aim is to determine solvation parameters
for the peptides I-VII, and then to ascertain the factors
that influence partitioning of peptides in the ethylene
glycol-heptane system.

Experimental Section

Ethylene glycol was Fisons Analytical Reagent, and heptane
was Fisher Scientific Analytical Reagent. Partition experiments
were carried out with mutually saturated solvents. The various
solutes were from Sigma or Aldrich, except for benzyl alcohol,
zolantidine, and clonidine which were in-house specimens. Pre-
liminary experiments showed that the maximum water content
of the ethylene glycol was 0.11% by Karl Fischer titration, either
with fresh solvent or after shaking the solvent in a separating

funnel with a significant air space. Since the ethylene glycol did
not appear to be particularly hydroscopic, no special precautions
were taken to exclude water. A number of partition experiments
were carried out on benzyl alcohol, with different combinations of
sonication and tumbling. Results showed that 15 min sonication
using a SEMAT ultrasonic bath followed by mixing for 1 h on a
mechanical flask tumbler was sufficient to reach equilibrium.

Partition measurements were carried out by dissolving the
solute in presaturated ethylene glycol. In the case of compounds
obtained as salts (imipramine hydrochloride, mepyramine maleate,
and clonidine hydrochloride) solid potassium hydroxide was first
dissolved in the ethylene glycol at a concentration of 1.0 mg ml-1.
A known volume of the ethylene glycol solution was transferred
to a Nalgene FEP bottle, and a known volume of preequilibrated
heptane was added. The phases were mixed, as above, and allowed
to separate, with centrifugation for 3 min at 3000 rpm, if
necessary. The ethylene glycol solutions before and after partition-
ing were analyzed by UV spectrometry. In all case, determinations
were carried out in duplicate, using different volume ratios of
ethyene glygol:heptane. The volume ratios were chosen so that
the initial and final absorbances were significantly different. In
the case of pentachlorophenol and anthracene, solubility in eth-
ylene glycol was very low. The compounds were therefore initially
dissolved in heptane, and it was this phase that was analyzed
before and after partitioning. Results are in Table 2 under
compounds nos. 21-32.

Figure 1sThe structures of the peptides.
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Results and Discussion
Characterization of the Ethylene Glycol-Heptane

SystemsWe use the solvation equation of Abraham,8 as
shown in eq 3:

The solute descriptor R2 is excess molar refraction, π2
H

is the polarizability/dipolarity, ΣR2
H and Σâ2

H are the
overall or effective hydrogen bond acidity and basicity, and
Vx is the characteristic volume of McGowan10 in units of
(cm3 mol-1)/100. As solutes we used the 20 compounds
studied by Paterson et al.,6 nos. 1-20 in Table 2, and we
also measured log Peh for another 12 compounds, nos. 21-
32 in Table 2, by the standard shake-flask method, as
described above. The 12 compounds were chosen specifi-
cally to increase the range of the descriptors; inclusion of
the drugs nos. 28-32, and of deoxycortisone, very consider-
ably extends the range. However, there is still room for
improvement because over solutes nos. 1-32, the lowest
value of π2

H is 0.52 for benzene, and the lowest value of Vx
is 0.5470 for propanone. Since the solubility of ethylene
glycol in heptane is very small,6 we felt that the partition
coefficient between these equilibrated phases could be
obtained through solubility of gases and vapors in the two
pure solvents, eq 4:

where log Lh and log Le are the Ostwald solubility coef-
ficients (or gas-liquid partition coefficients) in heptane11-23

and ethylene glycol13-16,22-29 at 298 K. Values of log Peh

could thus be obtained for 44 extra solutes (nos. 33-76 in
Table 2) some with zero values of π2

H, and with Vx as low
as 0.0850 for neon; details are in Table 3. The range of
descriptors over the total 72 solutes is now very large
indeed; values are collected in Table 2. We note that three
of the solutes in set 1-32 are duplicated in set 33-76
(benzene, toluene, and butanone) so that we have 76 data
points for 73 solutes. Application of eq 3 to the 76 data
points in Table 2 showed that again benzamide was a
marked outlier. It is hard to believe that both the Kamlet
and the Abraham set of descriptors for benzamide are
wrong, and so it is possible that the log Peh value is in error.
We did not carry out a determination of log Peh for
benzamide ourselves, because the value quoted (-3.69) is
lower than we can measure by our shake flask and UV
analytical method. Omission of benzamide leads to the
correlation eq 5; the sd values for the coefficients are also
given.

Table 2sSolute Descriptors and Values of log Peh

no. solute R2 π2
H ΣR2

H Σâ2
H Vx log Peh no. solute R2 π2

H ΣR2
H Σâ2

H Vx log Peh

1 benzene 0.610 0.52 0.00 0.14 0.7164 0.475 39 carbon dioxide 0.000 0.28 0.05 0.10 0.2809 0.320
2 toluene 0.601 0.52 0.00 0.14 0.8573 0.994 40 methane 0.000 0.00 0.00 0.00 0.2495 1.080
3 bromobenzene 0.882 0.73 0.00 0.09 0.8914 0.970 41 ethane 0.000 0.00 0.00 0.00 0.3904 1.360
4 methyl phenyl ether 0.708 0.75 0.00 0.29 0.9160 0.673 42 propane 0.000 0.00 0.00 0.00 0.5313 1.270
5 benzaldehyde 0.820 1.00 0.00 0.39 0.8730 −0.131 43 butane 0.000 0.00 0.00 0.00 0.6722 1.750
6 acetophenone 0.818 1.01 0.00 0.48 1.0139 −0.051 44 2-methylpropane 0.000 0.00 0.00 0.00 0.6722 1.550
7 propyl phenyl ketone 0.797 0.95 0.00 0.51 1.2957 0.660 45 hexane 0.000 0.00 0.00 0.00 0.9540 2.370
8 butyl phenyl ketone 0.795 0.95 0.00 0.50 1.4366 0.950 46 heptane 0.000 0.00 0.00 0.00 1.0949 2.590
9 heptyl phenyl ketone 0.720 0.95 0.00 0.50 1.8593 1.720 47 octane 0.000 0.00 0.00 0.00 1.2358 2.820

10 benzonitrile 0.742 1.11 0.00 0.33 0.8711 −0.274 48 2,2,4-trimethylpentane 0.000 0.00 0.00 0.00 1.2358 2.580
11 benzamide 0.955 0.96 0.26 0.41 0.8162 −1.250 49 nonane 0.000 0.00 0.00 0.00 1.3767 2.990
12 nitrobenzene 0.871 1.11 0.00 0.28 0.8906 0.015 50 cyclohexane 0.305 0.10 0.00 0.00 0.8454 2.050
13 benzamide 0.990 1.50 0.49 0.67 0.9728 −3.690 51 methylcyclohexane 0.244 0.06 0.00 0.00 0.9863 2.310
14 acetanilide 0.870 1.40 0.50 0.67 1.1133 −2.740 52 ethylcyclohexane 0.263 0.10 0.00 0.00 1.1272 2.540
15 phenol 0.805 0.89 0.60 0.30 0.7751 −2.460 53 ethene 0.107 0.10 0.00 0.07 0.3474 0.890
16 4-ethylphenol 0.800 0.90 0.55 0.36 1.0569 −1.800 54 propene 0.103 0.08 0.00 0.07 0.4883 0.950
17 4-chlorophenol 0.915 1.08 0.67 0.20 0.8975 −2.750 55 2-methylbut-2-ene 0.159 0.08 0.00 0.07 0.7701 1.890
18 2-nitrophenol 1.015 1.05 0.05 0.37 0.9493 −0.258 56 hex-1-ene 0.078 0.08 0.00 0.07 0.9110 2.020
19 benzyl alcohol 0.803 0.87 0.39 0.56 0.9160 −1.780 57 hept-1-ene 0.092 0.08 0.00 0.07 1.0519 2.230
20 pyridine 0.631 0.84 0.00 0.52 0.6753 −1.070 58 oct-1-ene 0.094 0.08 0.00 0.07 1.1928 2.460
21 propanone 0.179 0.70 0.04 0.49 0.5470 −0.490 59 buta-1,3-diene 0.320 0.23 0.00 0.10 0.5862 0.970
22 butanone 0.166 0.70 0.00 0.51 0.6879 −0.050 60 2-methylbuta-1,3-diene 0.313 0.23 0.00 0.10 0.7271 1.540
23 anthracene 2.290 1.34 0.00 0.28 1.4544 0.960 61 cyclohexene 0.395 0.20 0.00 0.10 0.8024 1.800
24 hexafluorobenzene 0.088 0.66 0.00 0.00 0.8226 1.550 62 ethyne 0.190 0.25 0.21 0.15 0.3044 −0.110
25 3,5-dichlorophenol 1.020 1.00 0.91 0.00 1.0199 −2.070 63 1,4-dioxane 0.329 0.75 0.00 0.64 0.6810 −0.320
26 pentachlorophenol 1.220 0.87 0.96 0.01 1.3871 −0.920 64 butanone 0.166 0.70 0.00 0.51 0.6879 −0.120
27 antipyrine 1.320 1.50 0.00 1.48 1.5502 −2.280 65 ammonia 0.139 0.35 0.14 0.62 0.2084 −1.320
28 clonidine 1.847 1.83 0.35 1.08 1.5317 −1.800 66 trimethylamine 0.140 0.20 0.00 0.67 0.6311 −0.450
29 mepyramine 1.819 1.92 0.00 1.59 2.3870 0.000 67 nitromethane 0.313 0.95 0.06 0.31 0.4237 −1.170
30 imipramine 1.480 1.75 0.00 1.19 2.4020 0.910 68 ethanol 0.246 0.42 0.37 0.48 0.4491 −1.840
31 zolantidine 2.689 2.64 0.40 1.38 2.9946 −1.470 69 benzene 0.610 0.52 0.00 0.14 0.7164 0.910
32 deoxycorticosterone 1.740 3.50 0.14 1.31 2.6802 −1.520 70 toluene 0.601 0.52 0.00 0.14 0.8573 1.190
33 neon 0.000 0.00 0.00 0.00 0.0850 0.780 71 ethylbenzene 0.613 0.51 0.00 0.15 0.9982 1.400
34 argon 0.000 0.00 0.00 0.00 0.1900 1.030 72 o-xylene 0.663 0.56 0.00 0.16 0.9982 1.370
35 xenon 0.000 0.00 0.00 0.00 0.3290 1.120 73 m-xylene 0.623 0.52 0.00 0.16 0.9982 1.440
36 hydrogen 0.000 0.00 0.00 0.00 0.1086 0.810 74 p-xylene 0.613 0.52 0.00 0.16 0.9982 1.460
37 nitrogen 0.000 0.00 0.00 0.00 0.2222 1.160 75 propylbenzene 0.604 0.50 0.00 0.15 1.1391 1.660
38 nitrous oxide 0.068 0.35 0.00 0.10 0.2810 0.610 76 isopropylbenzene 0.602 0.49 0.00 0.16 1.1391 1.600

log SP ) c + rR2 + sπ2
H + aΣR2

H + bΣâ2
H + vVx (3)

log Peh ) log Lh - log Le (4)

log Peh ) 0.336(0.067) - 0.075(0.134)R2 -

1.201(0.140)π2
H - 3.786(0.177)ΣR2

H -

2.201(0.163)Σâ2
H + 2.085(0.097)Vx (5)

n ) 75, r2 ) 0.966, sd ) 0.28, F ) 386
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The rR2 term is statistically not significant and can be
omitted to give:

These equations confirm the finding of Paterson et al.6
that the a-coefficient is numerically the largest coefficient.
However, as pointed out above, this does not necessarily
mean that solute hydrogen bond acidity is the major factor
that influences log Peh. In any case, solute hydrogen bond
acidity is not the only factor, as shown by the large s-, b-,
and v-coefficients. Indeed, it is chemically unreasonable to
suggest that solute hydrogen bond basicity, for example,
will have little effect on log Peh. The b-coefficient is related
to the difference in solvent hydrogen bond acidity of
ethylene glycol and heptane. Since ethylene glycol is a
reasonably strong hydrogen bond acid, and heptane has
no acidity, there must be a considerable difference in
solvent hydrogen bond acidity, and this must give rise to
a substantial b-coefficient in the solvation equation.

We can compare the coefficients in eq 5 with those for a
number of partitions,9,30 as shown in Table 4. For conven-
ience we give coefficients for -∆log P. There is certainly a
connection between the coefficients for log Peh and -∆log
P, so it is not surprising that log Peh and -∆log P are
linearly related for a series of similar solutes, e.g., peptides
I-VII, as shown by Burton et al.3 However, there are
considerable differences between the b- and v-coefficients
in the two partition systems. Hence a relationship between
log Peh and ∆log P for peptides I-VII may not be general,
especially as these peptides have particularly large volumes
and large basicities (as shown later).

Analysis of the Hydrogen Bonding Capacity of
PeptidessTo our knowledge, there are no published
studies on quantitative determinations of either the hy-
drogen bond acidity or the hydrogen bond basicity of
peptides. It is therefore of some interest to attempt to
determine the solvation descriptors, including ΣR2

H and
Σâ2

H, for peptides I-VII. Once the solvation descriptors are
known, it is possible to determine quantitatively the factors
that influence the distribution of the peptides.

For the peptides I-VII, both R2 and Vx can be calculated
from structure. The former is obtained by the summation
of fragments of known R2 value,9 and the latter by
McGowan’s method of atomic fragments.10 There remain
three descriptors that have to be determined, π2

H, ΣR2
H,

and Σâ2
H. Now if there are available for a given peptide

log P values in three different partition systems for which
the coefficients in eq 3 are known, all three descriptors can
be calculated from a set of three simultaneous equations.
In Table 1 are log P values for the peptides in three
partition systems, and in Table 4 are the required coef-
ficients. The calculated descriptors are in Table 5, together
with the necessary R2 and Vx values. There is no point in
giving any calculated log P values, because the descriptors
reproduce the three log P values exactly. The obtained
descriptors can be compared with descriptors calculated by
simple addition of fragment values. We take π2

H, ΣR2
H, and

Σâ2
H as follows: for a primary amide (1.30, 0.55, and 0.70),

for a secondary amide (1.30, 0.40, and 0.70), and for the
CH2Ph group (0.51, 0.00, and 0.15). The calculated descrip-
tors for the mono-, di-, and tripeptides I, II, and III are in
Table 6. Values of π2

H from the fragment addition and the
simultaneous equations agree quite well, compare Tables
5 and 6, but ΣR2

H and Σâ2
H from the simultaneous equa-

tions are much lower than those from fragment addition.

Table 3sIndirect Calculation of log Peh

no. solute log Le
13-16,22-29 log Lh

11-23 log Peh

33 neon −0.45 −1.23 0.78
34 argon −1.41 −0.38 1.03
35 xenon −0.47 0.65 1.12
36 hydrogen −1.75 −0.94 0.81
37 nitrogen −1.81 −0.65 1.16
38 nitrous oxide −0.13 0.48 0.61
39 carbon dioxide −0.02 0.30 0.32
40 methane −1.14 −0.06 1.08
41 ethane −0.63 0.73 1.36
42 propane 0.03 1.30 1.27
43 butane 0.21 1.96 1.75
44 2-methylpropane 0.14 1.69 1.55
45 hexane 0.54 2.91 2.37
46 heptane 0.85 3.44 2.59
47 octane 1.13 3.95 2.82
48 2,2,4-trimethylpentane 0.77 1.81 2.58
49 nonane 1.43 1.56 2.99
50 cyclohexane 1.07 3.12 2.05
51 methylcyclohexane 1.20 3.51 2.31
52 ethylcyclohexane 1.52 4.06 2.54
53 ethene −0.37 0.52 0.89
54 propene 0.33 1.28 0.95
55 2-methylbut-2-ene 0.56 2.45 1.89
56 hex-1-ene 0.79 2.81 2.02
57 hept-1-ene 1.07 3.30 2.23
58 oct-1-ene 1.33 3.79 2.46
59 buta-1,3-diene 0.99 1.96 0.97
60 2-methylbuta-1,3-diene 0.82 2.36 1.54
61 cyclohexene 1.39 3.19 1.80
62 ethyne 0.50 0.39 −0.11
63 1,4-dioxane 3.27 2.95 −0.32
64 butanone 2.64 2.52 −0.12
65 ammonia 2.25 0.93 −1.32
66 trimethylamine 2.24 1.79 −0.45
67 nitromethane 3.09 1.92 −1.17
68 ethanol 3.48 1.64 −1.84
69 benzene 2.02 2.93 0.91
70 toluene 2.28 3.47 1.19
71 ethylbenzene 2.49 3.89 1.40
72 o-xylene 2.67 4.04 1.37
73 m-xylene 2.51 3.95 1.44
74 p-xylene 2.49 3.95 1.46
75 propylbenzene 2.68 4.34 1.66
76 isopropylbenzene 2.59 4.19 1.60

log Peh ) 0.343(0.066) - 1.247(0.112)π2
H -

3.807(0.172)ΣR2
H - 2.194(0.162)Σâ2

H +
2.065(0.089)Vx (6)

n ) 75, r2 ) 0.966, sd ) 0.28, F ) 488

Table 4sCoefficients in Eq 3 for Various Systems

log SP c r s a b v

log Poct 0.088 0.562 −1.054 0.034 −3.460 3.814
log Pcyc 0.127 0.816 −1.731 −3.778 −4.905 4.646
log Piso 0.288 0.382 −1.668 −3.639 −5.000 4.561
log Peh 0.336 −0.075 −1.201 −3.786 −2.201 2.085
-∆log P 0.039 0.254 −0.677 −3.822 −1.445 0.832

Table 5sValues of R2 and Vx, and Calculated Descriptors for Peptides
I−VII from Three Simultaneous Equations

peptide R2 Vx π2
H ΣR2

H Σâ2
H

I 1.453 1.6519 4.01 0.64 0.85
II 2.466 2.7979 5.18 0.73 1.60
III 3.479 3.9439 6.41 0.68 2.33
IV 3.441 4.0848 6.46 0.50 2.36
V 3.403 4.2257 6.91 0.12 2.40
VI 3.365 4.3666 7.68 −0.18 2.20
VII 3.302 4.5075 6.33 −0.30 2.66
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This might be due to peptide conformations in which
intramolecular hydrogen bonding takes place, or in which
there is restricted access of solvent molecules to hydrogen
bond sites. In either case, ΣR2

H and Σâ2
H will be lower than

expected.
Even taking these effects into account, some of the

obtained descriptors by the simultaneous equation method
are not very reasonable. The negative ΣR2

H values for VI
and VII have no physical meaning, and π2

H for VI seems
too large. There are a number of possible reasons. First,
the determination of very negative log P values is difficult,
and the observed log P values may have a larger error than
usual. Second, there are numerous possible combinations
of the three descriptors that will all give calculated log P
values in reasonable accord with the observed values.
Third, although we have considerably extended the range
of descriptors by incorporation of compounds nos. 21-32
(Table 2), some of the peptides still lie outside this range.
Hence small variations in the coefficients of the log Peh
equation could lead to large differences in calculated
descriptors. We therefore take the descriptors in Table 5
as a first estimate only and then calculate a revised set
that (i) will reproduce quite well the observed log P values,
and (ii) will be chemically more reasonable. In particular
we have assigned ΣR2

H as zero for VI and VII, instead of
the negative quantities in Table 5. From the fragment
values in Table 6, the difference in π2

H between I and II
and between II and III would be around 1.80 units.
However, we find that such an adjustment leads to poorer
fits of calculated and experimental log P values, and as a
compromise we take the difference as 1.5 units. Also, we
expect π2

H for the tripeptides III-VII to be nearly the same.
The revised descriptors are in Table 7, together with the
calculated log P values using the revised descriptors.
Results are very good for peptides I-VI, with observed and
calculated log P values being in good agreement, but for
peptide VII, the agreement is not so good. The general
trend of the descriptors for I-VII, Table 7, now seems more
reasonable than those from the simultaneous equations,
Table 5, especially regarding π2

H and Σâ2
H.

We can test whether the assigned descriptors for I-VII
are compatible with those in Table 2 by incorporating the
peptides into the log Peh regression. The resulting equations
are very close to eq 5 and eq 6. If only peptides I-VI are
used, the regression equation coefficients are almost exactly
the same as those in eq 5, or in eq 6:

The range of descriptors in eq 7 and eq 8 is now so large
that it is possible to estimate new values of log Peh for a
very large number of compounds; we suggest eq 7 or eq 8
rather than eq 5 or eq 6 be used for this purpose.

Paterson et al.6 also gave values of log Peh (Table 1) and
log Poct (the latter graphically) for peptides VIII-XI. We
can use the same procedure as that used for peptides I-VII
to assign descriptors. Thus for VIII, π2

H is expected to be
around 6.5-6.6 and Σâ2

H to be near to 2.4, by analogy with
III, VI, and VII. For IX there is a direct analogy with IV
(π2

H ) 6.45 and Σâ2
H ) 2.37), and for X there is an analogy

with V (π2
H ) 6.6 and Σâ2

H ) 2.48). Our assigned descrip-
tors are in Table 8, together with log P values calculated
from the descriptors; there is quite good agreement with
the expected values. For XI, it is more difficult to estimate
descriptors, but by comparison of N-alkylamides and alkyl-
carbamates we expect that π2

H for XI should be somewhat
less than that for I (π2

H ) 3.9). If we take π2
H as 3.5, then

the descriptors shown in Table 8 for XI are obtained.
Conradi et al.31 also investigated peptides XII-XIV in

terms of hydrogen bond numbers, H#, but gave no partition
coefficients. We can use our usual method of addition of
fragments, together with known values of log Poct for XII
(0.91),32,33 and XIII (0.95),33 to estimate the descriptors
shown in Table 8. There is not enough data to obtain
reliable ΣR2

H values for XII and XIII, and so the calculated
values for log Piso and log Peh are provisional only.

Inspection of Table 7 reveals surprising trends especially
with the descriptor ΣR2

H. For the mono-, di-, and tri-
peptides I, II, and III, π2

H and Σâ2
H increase regularly with

the number of amide groups, but ΣR2
H remains constant

even though the number of acidic (CO)N-H bonds is
increased. This is not at all due to our assignment of
descriptors, because the same trends are shown in Table
5. N-Methylation of III decreases the hydrogen bond
acidity, as expected, but VI and VII would still be predicted
to have some hydrogen bond acidity; yet from the results
in Table 5 we have had to assign zero values of ΣR2

H. Our
calculated descriptors for VIII-X show the same trend:
ΣR2

H decreases with increasing N-methylation, but the
actual values are smaller than expected. Borchardt et
al..34,35 have shown how the secondary â-turn structure of
peptides can influence their lipophilicity, as log Poct, but

Table 6sCalculated Descriptors from Fragment Values

peptide π2
H ΣR2

H Σâ2
H

I 3.11 0.95 1.95
II 4.92 1.35 2.82
III 6.73 1.75 3.69

Table 7−Revised Descriptors for Peptides I−VII

calculated log Pa

peptide π2
H ΣR2

H Σâ2
H oct iso eh

I 3.90 0.65 0.89 0.04 −4.94 −5.43
II 5.20 0.67 1.63 1.05 −5.27 −6.38
III 6.60 0.64 2.27 2.30 −5.08 −7.05
IV 6.45 0.50 2.37 2.62 −4.20 −6.26
V 6.60 0.16 2.48 2.59 −3.13 −5.10
VI 6.50 0.00 2.50 3.13 −1.85 −4.12
VII 6.10 0.00 2.55 3.88 −0.82 −3.45

a Oct is water−octanol, iso is water−isooctane, eh is ethylene glycol−
heptane.

Table 8sCalculated Descriptors for Peptides VIII−XIV

calculated log P

peptide R2 Vx π2
H ΣR2

H Σâ2
H oct iso eh

VIII 3.441 4.0848 6.55 0.41 2.35 2.58 −3.93 −6.00
IX 3.441 4.0848 6.40 0.40 2.34 2.77 −3.60 −5.76
X 3.403 4.2257 6.45 0.03 2.45 2.84 −2.26 −4.36
XI 1.263 2.1333 3.50 0.45 1.01 1.77 −2.02 −3.44
XII 1.060 1.2546 1.65 (0.40) 0.82 0.91 −1.89 −2.43
XIII 1.000 1.2546 1.54 (0.30) 0.83 0.95 −1.42 −1.94
XIV 0.960 1.3955 1.60 0.00 0.89 1.18 −0.10 −0.71

log Peh ) 0.336(0.061) - 0.063(0.109)R2 -

1.218(0.070)π2
H - 3.788(0.157)ΣR2

H -

2.192(0.144) Σâ2
H + 2.087(0.092) Vx (7)

n ) 81, r2 ) 0.986, sd ) 0.27, F ) 1043

log Peh ) 0.339(0.061) - 1.231(0.066)π2
H -

3.816(0.149)ΣR2
H - 2.206(0.141)Σâ2

H +
2.063(0.082)Vx (8)

n ) 81, r2 ) 0.986, sd ) 0.27, F ) 1315
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the most direct evidence of the effect of structure on
hydrogen-bonding potential is provided by Price et al.36

These workers examined the peptide XV and calculated the
electrostatic maxima and minima around the van der
Waals surface, with the peptide in both an extended
conformation and a helical conformation. In the extended
conformation, only one substantial electrostatic maximum
was found, and in the helical conformation only two
maxima were found, yet the peptide possesses three acidic
(CO)N-H bonds. The lack of maxima in the extended
conformation was attributed to N-H bonds being parallel
and coplanar with neighboring CdO groups, resulting in
cancelation of potentials of opposite magnitude. In the
helical conformation, the N-H in the terminal CONHMe
group is in close proximity to the oxygen in the MeCONH
group, again producing a cancelation of potentials.36 Our
findings can possibly be explained by similar effects that
result in the loss of electrostatic maxima.

Interestingly, in the extended conformation of XV there
are three substantial electrostatic minima, corresponding
to the three CdO groups, and in the helical conformation
there are two very large electrostatic minima corresponding
to CdO(1)/CdO(2) and CdO(2)/CdO(3).36 Hence cancella-
tion of electrostatic potentials can result in almost complete
loss of electrostatic maxima while still retaining substantial
electrostatic minima. Our calculated descriptors seem to
follow this trend; VI and VII have no hydrogen bond acidity,
yet Σâ2

H gradually increases along the series III - VII, with
increasing N-methylation.

Once descriptors for the peptides are available, it is
possible to assess quantitatively the factors that influence
values of log Peh for peptides. In Table 9 is a term-by-term
breakdown of eq 5 for a representative selection of peptides
I-XIV. The most interesting finding is that solute hydrogen
bond acidity is NOT the main factor that influences the
value of log Peh. Even for peptides I and III, with large
values of ΣR2

H, the aΣR2
H term is numerically smaller than

the dipolarity/polarizability and volume terms. And with
the sole exception of peptide I, all the peptides I-XIV have
a smaller aΣR2

H term than the hydrogen bond basicity term
bΣâ2

H. This illustrates that examination of coefficients is
not enough to assess the contribution of the different terms
in eq 5, or in eq 3, generally. Only a term-by-term analysis,
such as that in Table 9, allows the contribution of each term
to be found.

Paterson et al.6 and Conradi et al.31,37 determined
permeability of Caco-2 cell monolayers for the fourteen
peptides I-XIV, Table 10. For 10 of these peptides, there
was a good correlation (r2 ) 0.943) of log kmono against the
hydrogen bond number H#.34 We have repeated the cor-
relation for all fourteen peptides and find r2 ) 0.857, still
quite reasonable. However, such a correlation does not
distinguish between effects of hydrogen bond acidity and
hydrogen bond basicity. To establish these effects, a cor-
relation equation and descriptors for the solutes concerned
are required. Unfortunately, the number and variety of
solutes is too small to yield a definitive correlation equation
through the solvation equation, eq 3.
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Abstract 0 We prepared two kinds of surface-coated liposomes and
investigated their potencies as oral dosage forms for peptide drugs
by focusing on their effects on the gastrointestinal (GI) transit of drugs.
The surface of the liposomes was coated with poly(ethylene glycol)
2000 (PEG-Lip) or the sugar chain of mucin (Mucin-Lip). As a model
peptide drug, insulin was encapsulated in these liposomes. Coating
the surface with poly(ethylene glycol) was found to reduce the transit
rate of liposomes in the small intestine after oral administration to
rats in vivo. Mucin-Lip was retained in the stomach longer than PEG-
Lip or uncoated liposomes. The effect of surface coating on the
intestinal transit of liposomes was determined by means of in situ
single pass perfusion in the rat small intestine. Statistical moment
analysis was applied to the outflow pattern of both liposomes and
encapsulated insulin. The mean transit time (MTT) and deviation of
transit time (DTT) in the intestinal tract were calculated. The MTT of
PEG-Lip was much longer than those of uncoated liposomes and
Mucin-Lip and was significantly shortened after removal of the intestinal
mucous layer. These results indicated that PEG-Lip interacts strongly
with the intestinal mucous layer, leading to its slow transit in the
intestine. In contrast, coating the liposome’s surface with mucin did
not affect either the MTT or DTT of liposomes in the intestine. This
result is in accordance with the in vivo observation that Mucin-Lip
was highly retained in the stomach, but not in any region of the small
intestine in vivo. Both the MTT and DTT values of insulin encapsulated
in PEG-Lip and Mucin-Lip were almost the same as those of liposomes
themselves, suggesting that surface-coated liposomes retained insulin
in the intestinal tract. However, MTT and DTT of insulin were
significantly shorter than those of uncoated liposomes because these
liposomes degraded and released significant amounts of insulin during
single pass perfusion. The ability of surface-coated liposomes,
especially of PEG-Lip, to interact with the mucus layer and slow the
transit rate in the GI tract is considered desirable for oral delivery of
peptide drugs. Modification of the liposomal surface with appropriate
materials, therefore, should be an effective method by which to achieve
the oral delivery of peptide drugs.

A number of peptide and protein drugs with high
therapeutic potency have been developed. Most of these,
however, can be administered only by injection due to their
instability in the gastrointestinal (GI) tract and poor
absorption. Recently, particulate systems such as lipo-

somes, emulsions, and micro- or nanosized polymer par-
ticles have attracted a great deal of attention as possible
oral dosage forms for such peptide drugs.1-3 Among these
particulate systems, liposomes possess the advantage that
they are composed of physiological materials, e.g. phos-
pholipids. Since Patel and Ryman reported the significant
hypoglycemic effect of orally administered insulin encap-
sulated in liposomes,4 many studies have been carried out
to evaluate the potency of liposomes. However, the degra-
dation of liposomes in the GI tract through the interaction
with bile salts sometimes obscured the effects of liposomes
on drug absorption. To circumvent this problem, we
reported previously that liposomes coated with poly-
(ethylene glycol) 2000 (PEG-Lip) or the sugar chain of
mucin (Mucin-Lip) became resistant to digestion by bile
salts and were useful for oral delivery of peptide drugs.
The oral administration of insulin encapsulated in PEG-
Lip, in particular, showed a greatly enhanced and sus-
tained hypoglycemic effect in rats in comparison to insulin
encapsulated in normal liposomes.5 It was revealed that
the increased resistance of surface-coated liposomes against
digestion by bile salts leads to the increased stability of
insulin in the GI tract.

However, it is not possible to explain the enhanced and
prolonged hypoglycemic effects of insulin only by the
increase in stability because many other factors affect
intestinal absorption of peptides. Kimura et al.6 reported
that the oral administration of insulin incorporated in poly-
(vinyl alcohol)-gel spheres significantly increased its bio-
availability due to the decreased gastrointestinal transit
rate of insulin. In this study, therefore, the effects of
surface-coated liposomes on the oral absorption of peptide
drugs were analyzed from the viewpoint of their effects on
the gastrointestinal transit of drugs.

Experimental Section

MaterialssDipalmitoylphosphatidylcholine (DPPC), choles-
terol (CHOL) and distearoylphosphatidylethanolamine-poly-
(ethylene glycol) 2000 (DSPE-PEG), were gifts from Nippon Fine
Chemical Co., Ltd. (Tokyo, Japan). Bovine insulin (25.7 IU/mg)
and stearylamine (SA) were purchased from Sigma Chemical Co.
(St. Louis, MO). [14C]DPPC (113.4 mCi/mmol) was obtained from
New England Nuclear (Boston, MA). All other chemicals used were
of analytical grade. Cetyl-mucin, one of the surface-coating materi-
als, was synthesized as previously reported.5 Briefly, mucin from
pig stomach was trypsinized for 5 h at 37 °C, treated with
proteinase K for another 40 h after adjusting to pH 8.0, and
centrifuged and filtered to obtain the sugar portion of mucin.
Further purification was carried out using Sepharose CL-2B
column chromatography. The cetyl group was grafted to the sugar
chain domain of mucin using cetyl bromide and triethylamine.
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Preparation of Surface-Coated LiposomessThe sugar
chain portion of mucin and poly(ethylene glycol) (PEG) were used
as surface-coating materials. The compositions of liposomes are
listed in Table 1. Liposomes were prepared according to the
method of Bangham7 with some modifications. Briefly, a mixture
of DPPC, cholesterol, and surface-coating material (cetyl-mucin
or DSPE-PEG) dissolved in chloroform was evaporated to dryness
in a rotary evaporator. The lipid film was further dried in vacuo
for 8 h to remove the solvent completely. Then the lipid film was
hydrated with phosphate-buffered saline (PBS, pH 7.4) containing
insulin. After three cycles of freeze-thawing, the liposomal
suspension was diluted with PBS to adjust the lipid concentration.
Just before the experiment, the liposomal suspension was centri-
fuged three times at 15000 rpm for 10 min to remove untrapped
drugs. The entrapment efficiency of insulin in uncoated liposome,
Mucin-Lip, and PEG-Lip was 31.4 ( 6.0%, 35.3 ( 5.9%, 37.7 (
4.8%, respectively. The size distribution of liposomes was mea-
sured by electrophoretic light scattering photometer, ELS-800
(Otsuka Electronics Co. Ltd., Japan). The mean particle size of
uncoated liposome, Mucin-Lip, and PEG-Lip was 348 ( 148 nm,
453 ( 165 nm, 479 ( 187 nm, respectively.

In Vivo Oral Administration ExperimentsMale Wistar
rats, weighing 250-300 g, were obtained from Japan SLC, Inc.
(Shizuoka, Japan). Suspensions of liposomes in which the mem-
branes were labeled with [14C]DPPC were orally administered to
rats (1 mL/rat). At predetermined time points, rats were anes-
thetized with sodium pentobarbital, and then the gastrointestinal
tract was excised and divided into eight regions, i.e., stomach,
duodenum, proximal jejunum, middle jejunum, distal jejunum,
ileum, cecum, and colon. The contents of each region were washed
with 10 mL of saline, and aliquots of each sample were placed in
scintillation vials. Then, 10 mL of Clearsol (Nacalai Tesque, Kyoto,
Japan) was added, and the radioactivity of each sample was
measured using a liquid scintillation analyzer, LSA 1600 CA
(Packard). The remaining amount of liposomes in each region was
calculated and expressed as the mean % against the total recovery.
The total recovery of radioactivity was more than 91% of the dose
applied for each experiment.

In Situ Single Pass Perfusion ExperimentsIn situ local
intestinal perfusion was carried out according to the method of
Kakutani8 with some modifications. The rats were fasted for 12 h
and then anesthetized by intraperitoneal injection of sodium
pentobarbital (40 mg/kg body weight). An abdominal incision was
made, and both the duodenum and proximal jejunum (20 cm below
the duodenum) were cannulated and ligated tightly. After prep-
erfusion with PBS (pH7.4) for 10 min, 0.15 mL of test solutions
including 1 mg/mL insulin, insulin in PBS (Solution; pH7.4), or
liposomal suspensions were injected into the line of perfusion flow
as a pulse using a three-position valve. The outflow perfusate was
collected into preweighed tubes. In the early stages of the
experiment, the samples were collected every 15 s, while at later
stages sampling was performed every 30 s. After weighing each
sample, the concentration of intact insulin was determined by
HPLC. Bovine serum albumin labeled with Evans’ blue (EB-BSA)
was used as a nonabsorbable marker.9 The recovery ratio of EB-
BSA in outflow perfusate was more than 95% of the dose applied,
and the coefficient of variability was 3.3%. When determining the
transit of liposomes, diphenylhexatriene (DPH) was used as a
liposomal membrane marker, and the concentration of DPH in the
perfusate was measured spectrofluorometrically.

Determination of InsulinsInsulin was assayed by reverse
phase HPLC on a LiChrospher 300 RP-8 column (250 × 4.0 mm,
10 µm). The HPLC consisted of a Shimadzu model LC-10As pump,
SPD-6A UV spectrophotometric detector, and C-R6A integrator.
The mobile phase was a mixture of 0.1% trifluoroacetic

acid/acetonitrile ) 60/40% (v/v) and was run at a flow rate of 1
mL/min. The UV detector was set at 210 nm.

Interaction between Liposomes and Intestinal Mucous
LayersTo remove mucous fluid,10 dithiothreitol solution (20 mM
in PBS, pH 7.4) was injected into the perfused region of the rat
jejunum. Thirty minutes after injection, dithiothreitol was washed
out with PBS. Thereafter, in situ perfusion was carried out as
described above. It was confirmed that 20 mM of dithiothreitol
solution did not induce damage to the intestinal epithelial (data
not shown).

Moment AnalysissStatistical moment analysis8 was applied
to the data obtained from the single pass perfusion experiment.
The mean transit time (MTT) and the deviation of transit time
(DTT) of insulin or liposomes were calculated from their outflow
patterns. Briefly, the zero order moment (S0) was calculated from
the area under the time versus amount (% of dose) in the perfusate
curve. Similarly, the first-order moment (S1) and the second-order
moment (S2) were calculated from the area under the time versus
time × amount curve and the time versus time × amount2 curve,
respectively. Then, MTT and DTT were calculated from the
following equations.

where VTT is variance of transit time. DTT, the square root of
VTT, was used here, since VTT was too large.

Results

GI Transit of Liposomes in VivosFigure 1 shows the
time course of remaining radioactivity (% of recovered) of
[14C]DPPC in each region of the GI tract after oral
administration of liposomes to rats. Positively charged
liposomes ((+)-Lip) were used as a control because among
uncoated liposomes only (+)-Lip enhanced the absorption
of insulin.5 Although all kinds of liposomes examined
reached the distal jejunum at 0.5 h postadministration,
their transit patterns in the GI tract were markedly
different. In the case of (+)-Lip, about 20% of liposomes
were detected in the ileum at 1 h, and most were in the
cecum at 2 h post-administration. On the other hand,
Mucin-Lip was retained in the stomach for a longer time
and then spread throughout the whole jejunum. When
PEG-Lip was administered, about 30% remained in the
distal jejunum even at 2 h post-administration, and 25%
was still detected in the ileum at 3 h. The retention of PEG-
Lip in both the distal-jejunum and ileum was remarkable
compared to those in other regions.

Intestinal Transit of Insulin and Liposomes in
SitusThe outflow pattern of insulin administered in
liposomal form is shown in Figure 2. Both (+)-Lip and
Mucin-Lip showed sharp peaks of insulin outflow, whereas
a broad peak was observed after administration of PEG-
Lip. In (+)-Lip and Mucin-Lip, insulin was detectable up
to 250 and 495 s after administration, respectively. How-
ever insulin was continuously detected until the last
sampling time point in PEG-Lip. Moment analysis was
applied to these data to compare the differences in the
intestinal transit patterns of insulin incorporated in the
three kinds of liposomes. As summarized in Table 2, the
recovery ratio of insulin was the highest in Mucin-Lip and
the lowest in (+)-Lip. PEG-Lip showed 2-fold longer MTT
than (+)-Lip or Mucin-Lip, reflecting the slow transit of
insulin encapsulated in PEG-Lip. From the comparison of
DTT, it was demonstrated that insulin encapsulated in
PEG-Lip spread widely in the intestinal tract.

Table 1sLipid Composition of Liposomes Used in This Studya

DPPC Chol SA
cetyl-mucin

(mg/mL) DSPE-PEG

(+)-Lip 10 10 1 − −
mucin-Lip 10 10 1 1 −
PEG-Lip 10 10 − − 1

a Each value was expressed as a molar ratio.

MTT ) S1/S0

VTT ) (S2/S0) + (MRT)2

DTT ) (VTT)1/2
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The intestinal transit of liposomes themselves was also
investigated by labeling the liposomal membrane with
diphenylhexatriene (DPH). Moment parameters for outflow
patterns of liposomes are also listed in Table 2. After
administration of Mucin-Lip and PEG-Lip, there were no
significant differences in MTT or DTT between liposomes
and insulin. In contrast, both MTT and DTT of liposomes
were significantly longer than those of insulin in (+)-Lip.
These results suggested that most of the insulin passed
through the intestinal tract in liposomal form in the
surface-coated liposomes, while in (+)-Lip significant

amounts of insulin were released from liposomes in the
intestinal loop.

Effect of Removal of the Mucous Layer on the
Intestinal Transit of LiposomessThe effect of pretreat-
ment of the intestine with dithiothreitol, which can remove
the mucous layer from the epithelial surface, on the
intestinal transit of surface-coated liposomes was investi-
gated. As listed in Table 3, this pretreatment did not cause
any significant changes in the recovery ratio of either type
of liposomes. However, a marked decrease was observed

Figure 1sTime course of remaining radioactivity (% of recovered) of [14C]-
DPPC in the GI tract (A) (+)-Lip, (B) Mucin-Lip, (C) PEG-Lip. S, stomach; D,
duodenum; P-J, proximal jejunum; M-J, middle jejunum; D-J, distal jejunum;
I, ileum; CE, cecum; CO, colon. Data are expressed as means of 4−6
experiments.

Figure 2sTypical outflow pattern of insulin obtained from in situ single pass
perfusion experiment: (A) (+)-Lip, (B) Mucin-Lip, (C) PEG-Lip.

Table 2sMoment Parameters for Intestinal Transit of Insulin and
Liposomes

recoveryc (%) MTTc (s) DTTc (s)

(+)-Lip liposome 65.36 ± 4.56 111.96 ± 8.79 107.02 ± 13.41
insulin 52.57 ± 4.67b 86.38 ± 2.63b 34.96 ± 1.32b

mucin-Lip liposome 70.43 ± 5.07 99.22 ± 5.90 83.64 ± 17.42
insulin 80.71 ± 5.29a 103.54 ± 12.52a 81.11 ± 14.02a

PEG-Lip liposome 77.92 ± 2.93a 198.57 ± 22.16a 179.85 ± 22.54a

insulin 64.54 ± 1.19a,b 201.58 ± 19.44a 165.48 ± 8.06a

a Significant at p < 0.05 vs (+)-Lip. b Significant at p < 0.05 between
liposome and insulin. c Results were expressed as the mean ± SE of 5−8
experiments.
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in MTT and DTT of PEG-Lip following pretreatment with
dithiothreitol.

Discussion

We have reported that coating the surface of liposomes
with poly(ethylene glycol) or the sugar chain of mucin
increased the potency of liposomes as a tool for oral delivery
of peptide drugs.5 Insulin encapsulated in surface-coated
liposomes showed enhanced and sustained hypoglycemic
effects after oral administration. It was revealed that
surface coating resulted in liposomes that resisted digestion
by bile salts, leading to the stabilization and slow release
of insulin in the GI tract. However, many factors other than
drug stability affect the absorption profile of peptide drugs.
Surface coating with these materials may also affect the
intestinal transit of liposomes through interaction with the
intestinal wall. Therefore, we investigated the behavior of
surface coated liposomes in the GI tract in vivo and also
in situ by focusing on the effect on liposomal transit.

When liposomes were orally administered to rats in vivo,
uncoated liposomes, (+)-Lip, showed rapid transit to distal
parts of the intestine, suggesting the weak interaction of
liposomes themselves with the intestinal wall. Although
surface coating reduced the transit rate of liposomes, PEG-
Lip and Mucin-Lip showed different behavior in the GI
tract (Figure 1). Mucin-Lip was retained in the stomach
longer than other liposomes. As the surface of the stomach
is completely covered with a mucin layer, this may be
caused by the interaction between mucin on the surface of
the stomach and that of the liposomes. In contrast, PEG-
Lip was markedly retained in the lower region of the
intestine rather than in the stomach, suggesting the higher
affinity of poly(ethylene glycol) to the surface of the small
intestine. These results indicated that the behavior of
liposomes in the GI tract depends on the features of the
surface-coating materials.

To elucidate this in further detail, we investigated the
effect of coating the surface of liposomes on the intestinal
transit by means of in situ perfusion experiments. The
recovery ratio of insulin after administration of (+)-Lip was
significantly lower than that after administration of surface-
coated liposomes (Table 2). Furthermore, both the MTT and
DTT of insulin encapsulated in (+)-Lip were different from
those of the liposomes themselves. On the other hand, there
were no significant differences in MTT or DTT between
liposomes and insulin after administration of surface-
coated liposomes. Therefore, it is obvious that (+)-Lip
degraded and released insulin during transit through the
intestinal tract, while surface-coated liposomes retained
insulin in the intestine. These results are consistent with
our observation that insulin encapsulated in surface-coated
liposomes was much more stable than that in uncoated
liposomes in the intestinal fluid in vitro.5 Shegal and
Rogers et al.11 reported that coating the surface of lipo-
somes with O-palmitoylpullulan was an effective way to
avoid the interaction of the liposomal lipid membrane with
bile salts. Also, Zeisig et al.12 reported that the thickness

of the fixed aqueous layer on the surface of liposomes was
increased by coating the surface with poly(ethylene glycol).
This fixed aqueous layer on PEG-Lip could protect the lipid
membrane against digestion by bile salts. Since the surface
of Mucin-Lip was covered with the long sugar chain, this
also prevented the digestion of liposomes in the intestinal
tract.

Neither the MTT nor DTT of Mucin-Lip were signifi-
cantly different from those of (+)-Lip, indicating that
surface coating with mucin did not affect the transit rate
of liposomes in the small intestine. This result was sup-
ported by the observation that Mucin-Lip was highly
retained in the stomach rather than in the intestine after
oral administration in vivo.

In contrast, it is apparent from the much longer values
of MTT and DTT that PEG-Lip strongly interacts with the
intestinal wall. The viscosity and mucoadhesiveness of the
liposomal formulation may be the most important factors
affecting intestinal transit. Since coating the liposome’s
surface with poly(ethylene glycol) only slightly affected
their viscosity (data not shown), it could be speculated that
increased mucoadhesiveness decreased the intestinal tran-
sit rate and caused the wide spread distribution patterns
of PEG-Lip observed in vivo. Hassan et al.13 reported that
the adhesive force of poly(ethylene glycol) to mucin is
comparable to that of other neutral polymers. Also, Ascen-
tiis et al.14 reported that the mucoadhesiveness of meth-
acrylate polymer microparticles was increased by the
copolymerization of methacrylate with poly(ethylene gly-
col). The increased mucoadhesiveness of PEG-Lip was also
confirmed by in situ perfusion experiments using rat
intestine in which the mucous layer had been removed.
Both the MTT and DTT of PEG-Lip were significantly
shortened by removal of the intestinal mucous layer,
whereas those of Mucin-Lip were changed only slightly
(Table 3). This result clearly indicated that poly(ethylene
glycol) interacts with intestinal wall through adhesion to
the mucous layer. Rao et al. reported that the mucoadhe-
siveness of glass beads coated with hydrophilic polymers
decreased following removal of the mucous layer.15 Fur-
thermore, since the amounts of mucous fluid in both the
distal-jejunum and ileum are richer than those in other
regions, the marked retention of PEG-Lip in these regions
in vivo (Figure 1) may reflect its strong interaction with
the mucous layer. Ilan et al.16 reported that the intestinal
absorption of desmopressin was enhanced by using mu-
coadhesive submicron emulsion. They speculated that
coating the surface of the emulsion with Carbopol-940
caused a strong interaction between the emulsion and the
mucous layer and increased the retention of the emulsion
in the intestinal tract, resulting in the enhanced absorption
of desmopressin. Lehr et al.17 also reported that the
intestinal absorption of 9-des-glycinamide, 8 arginine va-
sopressin (DGAVP) was enhanced by using mucoadhesive
microspheres in the rat intestine in vitro. Thus, for oral
delivery of peptide drugs, the slow transit of the formula-
tion in the intestinal tract, such as PEG-Lip in this study,
should be desirable.

In conclusion, Mucin-Lip adhered preferentially to the
surface of the stomach. PEG-Lip moved along the GI tract
slowly and spread widely in the small intestine because of
the strong interaction with the intestinal mucous layer,
leading to the enhanced and prolonged hypoglycemic effects
of insulin. These findings clearly demonstrated that the
surface coating of liposomes is a useful method for oral
delivery of peptide drugs.

Table 3sEffects of Intestinal Mucous Layer on the Transit of
Liposomes

recoveryb (%) MTTb (s) DTTb (s)

mucin-Lip control 70.43 ± 5.07 99.22 ± 5.90 83.64 ± 17.42
treated 61.20 ± 3.72 81.27 ± 3.97 97.41 ± 16.49

PEG-Lip control 77.92 ± 2.93 198.57 ± 22.16 179.85 ± 22.54
treated 76.25 ± 5.07 127.59 ± 18.70a 128.38 ± 15.28a

a Significant at p < 0.05 between control and treated. b Results were
expressed as the mean ± SE of 5−8 experiments.
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Abstract 0 Previous studies have established that a partially
quaternized derivative of chitosan, N-trimethyl chitosan chloride (TMC),
can be used as an absorption enhancer for large hydrophilic
compounds across mucosal surfaces. This study evaluates and
compares the effects of the degree of quaternization of TMC, in a
neutral environment, on the permeability of intestinal epithelial cells
in vitro, where normal chitosan salts are ineffective as absorption
enhancers. The effects of TMC-H [61.2% quaternized, (0.05−1.5%
w/v)], TMC-L [12.3% quaternized, (0.5−1.5% w/v)], and chitosan
hydrochloride [0.5−1.5% w/v] on the transepithelial electrical resistance
(TEER) and permeability, for the hydrophilic model compound [14C]-
mannitol, of intestinal epithelial Caco-2 cell monolayers, were
investigated at pH values of 6.20 and 7.40. The viability of the
monolayers was checked with the trypan blue exclusion technique.
At a pH of 6.20, all the polymers caused a pronounced reduction
(37−67% at 0.5% w/v concentrations) in the TEER of Caco-2 cells.
On the contrary, at a pH of 7.40, only TMC-H was able to decrease
the TEER values, even in a concentration as low as 0.05% w/v (35%
reduction). Comparable results were obtained with the permeation of
[14C]mannitol. Large increases in the transport rate (18−23-fold at
0.5% w/v concentrations) were found at pH 6.20, whereas only TMC-H
was able to increase the permeation of [14C]mannitol at pH 7.40 (31−
48-fold at 0.05−1.5% w/v concentrations of TMC-H). For all the
polymers studied, no deleterious effects to the cells could be
demonstrated with the trypan blue exclusion technique. It is concluded
that highly quaternized TMC is a potent absorption enhancer and the
potential use of this polymer, especially in neutral and basic
environments where normal chitosan salts are not effective, is expected
to be an important contribution to the development of effective delivery
systems for hydrophilic compounds such as peptide drugs.

Introduction

The potential use of chitosan as an absorption enhancer
across mucosal surfaces has been well documented in
recent years. Chitosan salts such as chitosan glutamate

and chitosan hydrochloride have been shown to increase
the absorption of a number of hydrophilic compounds and
peptide drugs both in vitro and in vivo.1-7 Apart from its
mucoadhesive properties,8 chitosan acts mainly by opening
the tight junctions between epithelial cells to allow for the
paracellular transport of these large hydrophilic molecules.
Such an action is believed to be due to an interaction of a
positively charged amino group on the C-2 position of
chitosan with negatively charged sites on the cell mem-
branes, which results in a structural reorganization of the
tight junction-associated proteins.1,6

Chitosan has an apparent pKa value between 5.5 and
6.5, and a certain amount of acid is required to transform
the glucosamine units into the positively charged, water-
soluble form. At neutral and basic pH values, the chitosan
molecules will lose their charge and therefore the potential
use of this polymer, especially in more neutral and basic
environments such as those found in the large intestine
and colon, is limited. It has been shown recently that a
partially quaternized (12%) derivative of chitosan, N-
trimethyl chitosan chloride (TMC), was also able to sig-
nificantly increase the transport of hydrophilic compounds,
such as [14C]mannitol (MW 182.2), fluorescein isothio-
cyanate-labeled dextran (MW 4400), and [14C]poly(ethylene
glycol) (MW 4000), and the peptide drugs buserelin (MW
1300), 9-desglycinamide, 8-L-arginine vasopressin (MW
1412), and insulin (MW 5778) in Caco-2 cell monolayers
at acidic pH values (4.40-6.20).9-11 It was suggested that
TMC most likely has the same mechanism of action on the
junctional complex as other chitosan salts.10 The derivative
TMC (12% quaternized) was not as effective as other
chitosan salts, such as chitosan glutamate and chitosan
hydrochloride. This lesser efficacy was explained by its
charge density, which was determined by the degree of
quaternization, and by a partial hiding of the positive
charge on the amino group by the attached methyl
groups.10,11 However, the much higher aqueous solubility
of TMC may compensate for its lesser efficacy. TMC has
proved to be very soluble over a wide pH range (pH 1-9)
up to 10% w/v concentrations, even at degrees of quater-
nization as low as 10%.9-10

Our hypothesis is that TMC with higher degrees of
quaternization may be more effective as an absorption
enhancer to increase the paracellular transport of hydro-
philic compounds at neutral pH values. The aim of the
present study was to synthesize TMC with different
degrees of quaternization (low and high) and to evaluate
and compare the effect of these polymers with the effect of
chitosan hydrochloride on the permeability of intestinal
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epithelial cells in vitro for increased transport of a hydro-
philic compound at slightly acidic and neutral pH values
(6.20 and 7.40).

Experimental Section
Synthesis and Characterization of N-Trimethyl Chitosan

Chloride (TMC)sTwo batches of TMC, one with a low and one
with a high degree of quaternization, were synthesized from sieved
fractions (<500 µm) of chitosan (degree of acetylation ca. 25%;
Pronova Biopolymer, Drammen, Norway) based on the method of
Domard et al.12 and Sieval et al.13 Briefly, the experimental
conditions are reductive methylation of chitosan with iodomethane
in a strong basic environment at 60 °C. The batch with the lower
degree of quaternization (TMC-L) was prepared in a single-step
reaction of 60 min. To obtain TMC with the higher degree of
quaternization (TMC-H), the basic reaction was repeated twice
with the product obtained after the first step.13 The counterion
(I-) was exchanged to Cl- by dissolving the quaternized polymers
in a aqueous solution of NaCl. The final products were obtained
by precipitation and washing with ethanol. The polymers were
characterized by nuclear magnetic resonance (NMR) spectroscopy,
and the degree of quaternization of the respective polymers was
calculated from 1H NMR spectra (600 MHz) obtained with a
Bruker DMX-600 spectrometer.13

Cell CulturessCaco-2 cells (passages 88 and 93-94) were
seeded on tissue-culture-treated polycarbonate filters (area 4.7 cm2

and 0.33 cm2) in Costar Transwell 6- and 24-well plates (Costar
Europe Ltd., Badhoevedorp, The Netherlands) at a seeding density
of 104 cells/cm2. Dulbecco’s Modified Eagle’s Medium (DMEM, pH
7.40; Sigma, Bornem, Belgium), supplemented with 1% nones-
sential amino acids, 10% foetal bovine serum, benzylpenicillin G
(160 U/mL), and streptomycin sulfate (100 µg/mL) (all obtained
from Sigma), was used as culture medium. The medium was
changed every second day. Cell cultures were kept at 37 °C in an
atmosphere of 95% air and 5% CO2. Filters were used for
transepithelial electrical resistance measurements (24-well plates)
and transport experiments (6-well plates), 21-23 days after
seeding.3,14,15

Measurement of the Transepithelial Electrical Resis-
tance (TEER)sThe effect of TMC-H (0.05-1.5% w/v), TMC-L
(0.5-1.5% w/v) and chitosan hydrochloride (0.5-1.5% w/v; SEA-
CURE CL 210 from Pronova Biopolymer, Drammen, Norway) on
the TEER of the Caco-2 cell monolayers was measured every 20
min with a Millicell ERS meter (Millipore Corp., Bedford, MA)
connected to a pair of thin, side-by-side electrodes suitable for use
in the small 24-well culture plates.3,14,15 The effect of these
polymers on the TEER was measured at both pH 6.20 and 7.40.
The polymer solutions were prepared in serum-free DMEM, and
the pH was adjusted to 6.20 with 0.1 M HCl or to 7.40 with 0.1 M
NaOH. Because of the insolubility of chitosan hydrochloride at a
pH of 7.40, the resulting polymer preparation was used as a
dispersion of chitosan hydrochloride in DMEM. Two hours before
the start of each experiment, the medium in the acceptor compart-
ment was removed and replaced with DMEM buffered at pH 7.40
with 25 mM HEPES [n-(2-hydroxyethyl) piperazine-N-(2-ethane-
sulfonic acid; Sigma]. Measurements started 1 h prior to incuba-
tion on the apical side of the cells with the respective polymer
solutions. After 2 h, the polymer solutions were carefully removed,
and cells were washed three times with and replaced by serum-
free DMEM (pH 6.20 or 7.40). The TEER was measured for an
additional hour to study the reversibility of the effect of the
polymer solutions. Control experiments were done under the same
conditions without polymers. Average TEER values for untreated
cell monolayers were in the range 200-300 Ω‚cm2 at both pH 6.20
and 7.40.6 At the end of each experiment, the solutions in both
the apical and basolateral sides of the cell compartments were
checked for any changes in pH. Experiments were done in
triplicate at 37 °C in an atmosphere of 95% air and 5% CO2.

Permeability Studies with [14C]Mannitols[14C]Mannitol
(MW 182.2; specific radioactivity 57 mCi/mmol) was obtained from
Amersham Life Science (Little Chalfort, UK). The transport of
[14C]mannitol across Caco-2 cell monolayers was studied as
described previously.3,9,10 The polymers were dissolved in serum-
free DMEM containing the radioactive marker and the pH was
adjusted to 6.20 with 0.1 M HCL or to 7.40 with 0.1 M NaOH.
Chitosan hydrochloride was used as a dispersion in DMEM at pH

7.40. Solutions with TMC-H (0.05-1.5% w/v), TMC-L (0.5-1.5%
w/v), and chitosan hydrochloride (0.5-1.5% w/v) were added on
the apical side of the monolayers. The medium in the acceptor
compartment was DMEM buffered at pH 7.40 with 40 mmol/L
HEPES. Samples of 200 µL were taken every 20 min for 4 h from
the basolateral side. Samples taken from the basolateral side were
replaced with an equal volume of DMEM with HEPES. Control
experiments were run in every experiment with solutions contain-
ing the radioactive markers without the dissolved polymers. At
the end of each experiment the pH of the solutions from both the
apical and basolateral sides were checked for any changes in pH.
All experiments were done in triplicate in an atmosphere of 95%
air and 5% CO2 at 37 °C. The radioactivity applied to the cells
was determined in 200-µL samples of the solutions tested and
background radioactivity was determined in 200-µL samples of
DMEM and HEPES without the radioactive marker. The radio-
activity present in the samples was determined after adding 3 mL
of scintillation cocktail (Ultima Gold) in a liquid scintillation
counter (Tri -Carb 1500, Packard Instrument Company, Meridan,
CT). Results were corrected for dilution and expressed as cumula-
tive transport at time t.3,9-11

Viability of Caco-2 Cell MonolayerssBoth the apical and
basolateral sides of the cell monolayers were rinsed twice with
0.01 M phosphate-buffered saline (PBS, pH 7.40) after completion
of all the TEER and transport experiments. The cell monolayers
were incubated apically with a solution of 0.1% trypan blue
(Sigma) in PBS.3,9,10 The basolateral medium was PBS. After 30
min, the medium was removed from both sides of the cell
monolayers and examined by light microscopy for exclusion of the
marker. Cells excluding trypan blue were considered to be viable.
Cells incubated for 5 min with 0.5% w/v sodium dodecyl sulfate
in PBS and stained with trypan blue were used as a reference for
uptake of the marker.

Data Analysis and Statistical EvaluationsFrom the per-
meation profiles of [14C]mannitol, apparent permeability coef-
ficients (Papp) were calculated according to the following equation:

where Papp is the apparent permeability coefficient (cm s-1), dQ/
dt is the permeability rate (amount permeated per min), A is the
diffusion area of the monolayer (cm2), and C0 is the initial
concentration of the marker molecule. The regression coefficients
(r2) obtained from the curve fits were generally between 0.9 and
1.00. Transport enhancement ratios (R) were calculated from Papp
values by:

Statistical differences were determined using one-way analysis of
variance (ANOVA) and Sheffe’s F-test for multiple comparisons.
Differences between groups were considered to be significant at p
< 0.05.

Results
Synthesis and Characterization of TMCsThe initial

chitosan used to prepare TMC was only soluble in acidic
solutions, but after quaternization it became highly soluble
in water at every pH.9,10,13 By repeating the reaction steps,
polymers with different degrees of quaternization were
obtained. The degree of quaternization was calculated from
1H NMR spectra.12,13 After an initial 60 min, a polymer
(TMC-L) with a degree of quaternization of 12.3% was
recovered. Longer reaction times (up to 6 h) do not yield
polymers with higher degrees of quaternization.9 Repeating
the basic reaction twice, under the same conditions, with
the polymer recovered after an initial 60 min, gave a highly
quaternized product (TMC-H) with a degree of quaterniza-
tion of 61.2%. At this degree of quaternization, the13C and
1H NMR spectra showed additionally some extent of
methylation on the 3- and 6-hydroxyl groups of chitosan,
but the polymer recovered was still perfectly soluble in
water at pH values between 1 and 9.13

Papp ) dQ/dt/(A‚60‚C0)

R ) Papp(sample)/Papp(control)
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Effect on the TEER of Intestinal Epithelial Cellss
The effects of 0.5% w/v concentrations of TMC-H, TMC-L,
and chitosan hydrochloride on the TEER of the Caco-2 cell
monolayers at pH 6.20 and 7.40 are shown in Figures 1A
and 1B, respectively. At pH 6.20, incubation with these
polymers resulted in a pronounced reduction in TEER
values compared with the control group. After 2 h incuba-
tion, the reduction in TEER was in the following order:
chitosan hydrochloride (67.1 ( 0.6%) > TMC-H (55.9 (
3.1%) > TMC-L (37.3 ( 1.4%). Higher polymer concentra-
tions (1.0 and 1.5% w/v) did not cause any further signifi-
cant decreases in the TEER.

At pH 7.40, only TMC-H was able to decrease the TEER
of the cell monolayers (Figure 1B). Neither TMC-L nor
chitosan hydrochloride, even in concentrations of 1.5% w/v,
was able to cause any significant decreases in TEER values
compared with the control group. Incubation of the mono-
layers with TMC-H resulted in a pronounced decrease in
the TEER of the cell monolayers. After 2 h incubation, the
reduction in TEER was as followed: 43.1 ( 2.5% at 0.1%
w/v TMC-H, 45.6 ( 3.7% at 0.25% w/v TMC-H, 58.6 ( 0.7%
at 0.5% w/v TMC-H, 60.1 ( 3.1% at 1% w/v TMC-H, and
63.1 ( 2.1% at 1.5% w/v TMC-H. Even in a concentration
as low as 0.05% w/v, TMC-H was able to reduce the TEER
by 34.8 ( 4.1%.

Reversibility of the effect of 0.5% w/v concentrations of
these polymers on TEER could not be demonstrated at any
pH value (Figures 1A and 1B). Complete removal of the
polymers, without damaging the cells, proved to be prob-
lematic due to the high viscosity and mucoadhesivity of the
polymer solutions. Furthermore, the repeated washing of

the cells and the short time allowed for recovery may also
be reasons why significant reversibility of the effect could
not be demonstrated. However, in concentrations <0.5%
w/v of TMC-H, a clearer tendency to recover to initial
values was observed. Staining with trypan blue after
completion of all the TEER experiments did not result in
any visible intracellular uptake of the marker, indicating
that the cells were still viable after incubation with these
polymers.

Effect on [14C]Mannitol TransportsIn Figure 2 the
cumulative amounts of [14C]mannitol transported after 4
h in the presence of the respective polymers (0.5% w/v) are
given at both pH 6.20 and 7.40. From the permeation
profiles of [14C]mannitol at the different polymer concen-
trations and the two pH values, apparent permeability
coefficients (Papp) values and transport enhancement ratios
(R) were calculated (Table 1). Under the conditions de-
scribed, only negligible amounts of [14C]mannitol were
transported in the control groups. At pH 6.20, all the
polymers caused a marked accumulation of the marker
molecule in the acceptor compartments. As evident from
Figure 2, no major differences in the permeability of [14C]-
mannitol were found between TMC-L, TMC-H, and chito-
san hydrochloride at 0.5% w/v concentrations. At this
concentration, the permeability of [14C]mannitol was in-
creased 20-fold (TMC-H), 18-fold (TMC-L), and 23-fold
(chitosan hydrochloride) compared with the control group
(Table 1). Similar results were obtained at higher concen-
trations of TMC-L and TMC-H (1.0 and 1.5% w/v). With
chitosan hydrochloride, a concentration-dependent increase
in [14C]mannitol transport was observed (14.6 ( 1.2% and
19.8 ( 3.8%, of the total dose applied, at 1.0 and 1.5% w/v
concentrations, respectively). Apparently, chitosan hydro-
chloride is more effective than TMC-L and TMC-H at a pH
of 6.20.

In agreement with the TEER results, only TMC-H was
able to increase the transport of [14C]mannitol at a pH of
7.40. The cumulative amounts of [14C]mannitol transported
at 0.05-1.5% w/v concentrations of TMC-H are depicted
in Figure 3. These values represent a 31- to 48-fold increase
in the permeation of [14C]mannitol (Table 1). The efficiency
of TMC-H at this pH value is evident from these results.
Even in a concentration as low as 0.05% w/v, the perme-
ability of [14C]mannitol was increased 31-fold.

In all the permeation curves, both at pH 6.20 and 7.40,
the transport of [14C]mannitol from the donor to the
acceptor compartment was relative steady, as evident from
the slope of the individual concentration curves. This result
indicates unhindered paracellular diffusion of this hydro-
philic compound through opened tight junctions. No evi-
dence of trypan blue inclusion into the intracellular spaces

Figure 1s(A) The effects of 0.5% w/v concentrations of TMC-L, TMC-H, and
chitosan hydrochloride on the TEER of Caco-2 cell monolayers at a pH of
6.20. (B) The effects of 0.5% w/v concentrations of TMC-L, TMC-H, and
chitosan hydrochloride on the TEER of Caco-2 cell monolayers at a pH of
7.40. Each point represents the mean ± SD of three experiments. Key: (b)
control; (2) TMC-L; ([) TMC-H; (9) chitosan hydrochloride; dotted line (- - -)
represents start of reversibility experiment.

Figure 2sThe effect of 0.5% w/v concentrations of TMC-L, TMC-H, and
chitosan hydrochloride on the cumulative transport of [14C]mannitol in Caco-2
cell monolayers at pH 6.20 (white bars) and pH 7.40 (black bars). Each point
represents the mean ± SD of three experiments.

Journal of Pharmaceutical Sciences / 255
Vol. 88, No. 2, February 1999



of the cells was found when cells were stained with this
dye after completion of all the transport studies.

Discussion
The results of this study show that both chitosan

hydrochloride and TMC, with different degrees of quater-
nization, are potent absorption enhancers at a pH of 6.20.
These polymers were able to decrease the TEER of the
Caco-2 cell monolayers markedly. Measurement of TEER
is believed to be a good indication of the tightness of the
junctions between epithelial cells. The apparent difference
in effect between chitosan hydrochloride and TMC could
be explained in terms of their respective charge densities.
The amino group on the C-2 position of TMC is a much
larger unit, due to the attached methyl groups, compared
with the amino group on the C-2 position of chitosan
hydrochloride. With chitosan hydrochloride, about 10 wt
% constitute the salt part and therefore the charge density
is much higher as for TMC. Additionally, the attached
methyl groups on TMC may partially shield the positive
charge and steric effects may also influence the configu-
ration of the TMC molecule where chitosan hydrochloride
probably exists in a linear configuration at acidic pH values
when the amino group is protonated. A clear comparison
between these polymers is not possible because the equiva-
lent amounts of free chitosan base could not be calculated,
especially for TMC because NMR spectra showed that some
amino groups are still dimethylated, depending on the
degree of quaternization of the respective TMC sample.

In agreement with the reduction in TEER at a pH of
6.20, the permeation of the hydrophilic model compound
[14C]mannitol was also increased markedly, indicating

enhanced paracellular transport. Because of their positive
charge, cationic macromolecules such as chitosan and TMC
can interact with the anionic components of the glycopro-
teins on the surface of epithelial cells. Cationic macro-
molecules can displace cations from electronegative sites
on cell membranes, which require coordination with cations
for dimensional stability.16 It is also known that the interior
of the tight junction channel are hydrated and contained
fixed negative sites. Changes in the concentration of certain
ions in the pore could result in alteration in tight junction
resistance leading to opening of the pore with increased
paracellular permeability.17 It has been reported that
chitosan is able to induce a redistribution in cytoskeletal
F-action, thereby resulting in a structural reorganization
of tight junction associated proteins such as ZO-1.1,6 TMC
probably acts in a similar way to open the tight junctions.10

At a pH of 7.40 only TMC-H was able to decrease the
TEER of the cell monolayers. In agreement with this
reduction in measured TEER, the permeation of [14C]-
mannitol was substantially increased even in concentra-
tions as low as 0.05% w/v. Chitosan hydrochloride has an
apparent pKa value of 5.5-6.5 and, at a pH of 7.40, it
probably exists in a more coiled configuration with no
protonated amino groups that can interact with the cell
surfaces or tight junctions. With TMC-L, the charged
density has not reach the threshold concentration to induce
interaction with the anionic components of the glycopro-
teins at the surface of the cells or with the fixed negative
charges within the aqueous tight junctions. Additionally,
the attached methyl groups may partially shield the
positive charge from significant interaction with the cell
membranes or tight junctions. TMC-H, on the other hand,
has a much higher proportion of quaternary amino groups
that seems to be sufficient to interact with anionic com-
ponents on the cell membranes or the negative sites within
the tight junctions.

Because of the high viscosity and mucoadhesive char-
acter of chitosan hydrochloride and TMC, it is unlikely that
all the polymer solution could be removed without damag-
ing the cells. Therefore, reversibility of the effect of these
polymers on the TEER could not be established. Neverthe-
less, the absence of intracellular trypan blue staining, after
prolonged incubation with these polymers, implies that the
Caco-2 cells remained undamaged and functionally intact.
This implication is in agreement with results obtained in
a recent study where Caco-2 cell monolayers were tested
with the propidium iodide nucleic stain for their viability
after 4 h of incubation with TMC (40 and 60% quaternized)
at different concentrations up to 1.0% w/v. In all cases, the
monolayers were able to exlude propidium iodide.18

Table 1sEffect of TMC-H, TMC-L, and Chitosan Hydrochloride on the Permeability of [14C]Mannitol

TMC-H TMC-L chitosan hydrochloride

pH polymer concentration (% w/v) Papp × 10-7 (cm s-1)a R Papp × 10-7 (cm s-1) R Papp × 10-7 (cm s-1) R

6.20 control 0.72 ± 0.09 1 0.72 ± 0.09 1 0.72 ± 0.09 1
0.10 12.81 ± 2.56b 18 n.d.c n.d.
0.25 13.32 ± 0.58b 19 n.d. n.d.
0.50 14.28 ± 2.14b 20 13.15 ± 1.54b 18 16.38 ± 0.68b,d 23
1.00 16.14 ± 0.72b 22 10.73 ± 1.87b 15 20.82 ± 1.07b,d 29
1.50 14.44 ± 1.80b 20 11.32 ± 0.80b 16 31.03 ± 3.16b,d 43

7.40 control 0.47 ± 0.04 1 0.47 ± 0.04 1 0.47 ± 0.04 1
0.05 14.69 ± 2.90b 31 n.d. n.d.
0.10 14.06 ± 2.85b 30 n.d. n.d.
0.25 15.10 ± 2.20b 32 n.d. n.d.
0.50 20.14 ± 1.44b 43 0.63 ± 0.08 1 0.56 ± 0.09 1
1.00 22.57 ± 1.89b 48 0.85 ± 0.08 2 0.51 ± 0.02 1
1.50 15.13 ± 1.76b 32 1.07 ± 0.89 2 0.67 ± 0.04 1

a Papp ) apparent permeability coeficient; each value represents the mean ± SD of 3 experiments. b Significantly different from control (p < 0.05). c n.d., Not
determined. d Significantly different from all other treatmeants in group (p < 0.05).

Figure 3sThe effect of different concentrations of TMC-H on the cumulative
transport of [14C]mannitol in Caco-2 cell monolayers at a pH of 7.40. Each
point represents the mean ± SD of three experiments.
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In summary, our study shows that the insolubility of
chitosan and chitosan salts prevents these polymers from
being effective as absorption enhancers at neutral pH
values. It has been shown that TMC, already at very low
degrees of quaternization, is superior in water solubility
compared with chitosan and chitosan salts.9,10 The degree
of quaternization of TMC is demonstrated to play an
important role in its ability to open the tight junctions of
intestinal epithelial cells. Highly quaternized TMC proves
to be a very potent absorption enhancer, especially at
neutral pH values. The use of this chitosan derivative may
be a valuable contribution to the development of selective
and effective delivery systems for hydrophilic compounds
such as peptide drugs, especially in neutral and basic
environments where normal chitosan salts are ineffective.
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Abstract 0 A number of experiments were performed to illustrate
the unusual versatility of Polysorbate 80 (Tween 80) as an ionophore.
New ions shown to be transported by it from and to water layers
through a model membrane (CH2Cl2) include H3O+, Li+, Pb2+, Co2+,
piperidinium ion, guanidinium ion, and Paraquat, while two complex
ions resisted transport under the conditions used. “Reverse” transport
of lipophilic guests (azobenzene, azulene, ferrocene) from and to
organic solvents through water was also promoted by Tween 80, but
C60 was not carried. Three water molecules were transported per
molecule of KSCN by the Tween.

Introduction
Previous work has shown that Polysorbate 80 (1, Tween

80), a popular surfactant and solubilizing agent used in
biochemical, chemical, and pharmacological research and
in the food and cosmetic industries, is an effective iono-
phore,1 can be used as a phase transfer catalyst,2 and
affects the serum concentrations of calcium ions of rats
when included in their diets.3 It also exhibits, as do poly-
(ethylene glycol) 1000 and 18-crown-6, an unusual inverse
temperature effect on the rates of transport of potassium
thiocyanate through a model membrane.4

The present work was undertaken to illustrate the
versatility of Polysorbate 80 as an ionophore. It was already
known that it is more stable in basic solutions than the
tetraalkylammonium salts, and both cheaper and less toxic
than the crown ethers.1 We set out to expand the number
and types of ions carried by it, to settle the question of how
ions are carried (“naked” or hydrated), and to discover if
the “reverse” transport of lipophilic guests through water
could be achieved.

Too often, Polysorbate 80 has been used as a surfactant
and solubilizing agent in living systems under the assump-
tion that it was totally inert and had no further physi-
ological activity or influence. To test this assumption, we
hope to be able to answer the following questions. Is
Polysorbate 80 able to transport, not only benign ions, but
also potentially dangerous ones (e.g. heavy metal ions),
across a membrane? Is it able to transport organic ions as
well? Is it able to, not only solubilize into aqueous bodily
compartments neutral organic entities, but also to facilitate
their movements through membranes into other aqueous
compartments, such as cells? How inert and innocuous is
Polysorbate 80?

Experimental Section
MaterialssThiocyanate salts, azobenzene, azulene, ferrocene,

Paraquat, Methyl Thymol Blue, and Carbon Soot were purchased
from Aldrich and, except for the Soot, used without further

purification. Polysorbate 80 was obtained from Fisher Chemical.
Spectra were recorded on a Milton Roy Spectronic 301.

Transport StudiessThe experimental setup has been de-
scribed elsewhere.1 A lower layer of 150 mL of approximately 0.8
mM 1 in CH2Cl2 in a 600 mL beaker supports an inner layer of 40
mL of 0.1 M aqueous metal or organic thiocyanate and an outer
layer of 0.02 M Fe(NO3)3 in 0.20 M HNO3, the latter two layers
separated by a glass “cup”. The rate of transport is monitored by
measuring the increase in the absorbance at 480 nm of the red
complex ion Fe(SCN)2+ formed in the outer layer with time.

Two exceptions to the above procedure should be noted. Since
Pb(SCN)2 is only very slightly soluble in water, Pb(NO3)2 was used
as the salt, and the outer layer changed to a 0.1 mM solution of
methyl thymol blue in 0.05 mM succinic acid buffer (pH 5.8).5

In the case of the transport of hydronium ions, the inner layer
consisted of various concentrations of aqueous HNO3, and the outer
layer of distilled water. Transport was monitored by measuring
the pH of the outer layer.

Transport of Water MoleculessThese experiments were
conducted in a dry bag in an atmosphere of dry N2. The inner layer
consisted of 40 mL of 0.1 M aqueous KSCN and the outer layer of
25 mL of D2O. At regular intervals, including at time zero, 2.0
mL samples of the outer layer were removed and placed in
stoppered NMR tubes. At the end, the tubes were removed from
the dry bag and the intensity of the absorption peak for H2O at
4.65 ppm monitored a minimum of six times. Then, 1.5 mL of each
sample was mixed in a UV cuvette with 1.5 mL of 0.02 M Fe-
(NO3)3 in 0.20 M HNO3, and the absorption of the resultant
solution followed at 480 nM.

The standard curve used to convert the UV absorptions to
concentrations was that used previously.1 A standard curve to
ascertain the transport of H2O into the D2O of the outer layer was
made by adding microliter samples of distilled, deionized H2O to
2.0 mL samples of D2O and measuring the intensity of the
absorption in the NMR at 4.65 ppm; its r ) 0.9985.

Blank experiments were run without KSCN in the inner layer
but with Tween in the lower layer, and also without either present.

Transport of ParaquatsThe colorless Paraquat can be moni-
tored using the intensely colored radical cation which absorbs at
605 nm formed when it is oxidized by alkaline sodium dithionite.6
A standard curve was prepared by measuring the absorption of a
series of solutions made by adding 1.0 mL of aqueous Paraquat
solutions to 1.0 mL of freshly prepared 0.5% sodium dithionite in
0.5 M ammonia buffer (pH 9); its coefficient of correlation was
0.9992. Timely 1.0 mL samples of the distilled water in the outer
layer were taken during the experiment and, at the end, all added
sequentially to 1.0 mL samples of a freshly prepared dithionite
solution and the absorption read at 605 nm (dithionite solutions
are unstable and must be prepared just before adding to the
transported samples).

“Reverse” Transport of Lipophilic GuestssIn these cases,
the lower layer consisted of 150 mL of 0.643 mM aqueous
Polysorbate 80; the inner layer of 40 mL of 0.100 M solute
(azobenzene, azulene, or ferrocene) in the organic solvent (either
hexane or isooctane); and the outer layer of 50 mL of the same
pure solvent. Transport was monitored by measuring the absorp-
tion of the colored species themselves (azobenzene at 436 nm,
azulene at 633 nm, and ferrocene at 442 nm) with time in the
outer layer. Standard curves were constructed for each of the
solutes: for azobenzene, A ) 0.00887 + 0.1834[AZB], r ) 0.9945;
for azulene, A ) -0.000963 + 0.3405[Azl], r ) 0.9981; for
ferrocene, A ) 0.0113 + 90.65[Fer], r ) 0.9928.
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A 0.006 M solution of buckminsterfullerene (C60) in toluene was
prepared according to the method of Scrivens et al.7 and 40 mL of
it used as the inner layer. Distilled water constituted the outer
layer. A standard curve was constructed using the absorption of
C60 at 598 nm.8 Transport was monitored at the same wavelength.

Results and Discussion
Ion TransportsThe number and type of ions shown to

be transported by Polysorbate 80 was increased consider-
ably. The original work1 had studied four biochemically
important ions (K+, Na+, NH4

+, Ca2+). In this work, smaller
ions were used (Li+, H3O+), as well as, for the first time,
heavy metal ions (Co2+, Pb2+). Some larger organic ions
(piperidinium ion, guanidinium ion) are transported, while
several complex ions [hexamminecobalt(III)2+ and hexa-
mminenickel(II)2+] are not. Methyl viologen, better known
as Paraquat (2), a divalent cation in which the charges are
separated, was also transported, but at a considerably
lower rate (about 1/150) than any of the other ions. The
fluxes of all these ions are summarized in Table 1.

The reluctance of the complex ions to be transported is
probably due to the fact that the charges on the metals
are so deeply buried within the six ammine groups that
no interaction with the oxygen atoms of the Polysorbate
80 is possible, this despite the fact that the ammonium ion
itself is easily transported. Chia et al.9 reported a similar
lack of transport of the hexamminecobalt(III)2+ using the
sodium salt of lasalocid as the ionophore; they did, however,
effect transport if the receiving layer was spiked with
ammonium ion (Lindoy et al.10 also did this). The much
lower rate of transport of the Paraquat may be related to
the much greater size and weight that it represents; e.g.
the length of the Paraquat molecule is about 10.2 Å
compared to a length of only 4.9 Å for piperidinium ion.
Apparently, the Tween can completely sequester the latter,
but not the former. Also, it may be able to envelope only
one of the positively charged nitrogen positions on the
Paraquat molecule, leaving the other free to resist removal
from the aqueous layer (the positive charges are about 7.1
Å apart).

Leaving Paraquat aside, the ions that are transported
move at similar rates. An exception is the piperidinium ion,
whose flux is three or more times greater than the other
monopositive ions. The reason for this may be that this ion
has a lipophilic end that can facilitate solution in the model

membrane; even the guanidinium ion cannot do this,
because the positive charge is distributed throughout the
molecule by resonance. Still, this general similarity in
fluxes is in contrast to the situation using cyclic ionophores
such as the crown ethers, where the correspondence
between the size of the cavity and the diameter of the ion
is of such importance, so that ions that can fit comfortably
within the cavity are transported much more easily than
those that are too big or too small for a snug fit. Over a
large range of sizes, the poly(ethylene oxide) arms of the
Polysorbate 80 are able to envelope many dissimilar ions
with similar effectiveness, making it inherently more
versatile than the cyclic ionophores.

“Reverse” Transport of Lipophilic GuestssOne of
the major uses of Polysorbate 80 has been to solubilize in
water compounds that are otherwise insoluble in it. This
led us to believe that lipophilic guests, with very low
solubilities, might be able to be transported by Polysorbate
80 from an initial organic layer through an aqueous layer
and into a final organic layer. A few examples exist of such
“reverse” transport involving specifically constructed hosts
(e.g. calixarenes11,12 and cyclophanes13,14) with limited
versatility. We chose as our guests strongly colored organic
molecules whose absorptions in the visible region could act
as their own means of detection.

The results of these experiments are shown in Table 2.
Three quite different types of substances (azobenzene,
azulene, and ferrocene) were transported with fluxes
comparable to those of the ions transported (cf. Table 1).
Initially, hexane was used as the organic solvent, but its
relatively high volatility led to problems (an adjustment
of volume in the upper layers before each reading). These
problems were solved by changing to the less volatile
solvent isooctane.15

With regular ion transport, the flux is first order in the
salt. We determined the orders of the transports of our
three organic guests in the usual way (using the slope of
the line obtained by plotting ln k versus ln c), with the
following results: 0.3-0.4 order for azobenzene, 1.20-1.25
order for azulene, and 0.74 order for ferrocene. This
indicates that the rate-determining step of the process, the

Table 1sFluxes of Ions via Polysorbate 80a

ion nb 108 × flux (mol/s/m2 ± SD

K+ 9 4.94 ± 0.65
Na+ 7 1.26 ± 0.23
NH4

+ 6 2.67 ± 0.31
Li+ 4 0.40 ± 0.05
H3O+ c 4 0.83 ± 0.13
(H2N)2CdNH2

+ (guanidinium) 3 5.44 ± 0.19
C5H10NH+ (piperidinium) 5 14.11 ± 0.61
Ca2+ 6 0.72 ± 0.22
Co2+ 4 5.43 ± 0.12
Pb2+ d 3 1.81 ± 0.08
Ni(NH3)6

2+ 3 0.00
Cr(NH3)6

3+ 3 0.00
2 (Paraquat)e 3 0.0034 ± 0.0015

a Unless otherwise indicated, using 0.8 mM Tween in CH2Cl2 as the lower
layer, 0.1 M thiocyanate salt as the inner layer, and 0.02 M Fe(NO3)3 in 0.20
M HNO3 as the outer layer at 23 °C and 125 rpm. b Number of determinations.
c Using 0.1 M HNO3 as the inner layer and distilled, deionized water as the
outer layer. d Using 0.10 M Pb(NO3)2 as the inner layer and 0.10 mM methyl
thymol blue in 0.05 mM succinic acid buffer (pH 5.8) as the outer layer. e

Using 0.0778 M Paraquat as the inner layer and distilled, deionized water as
the outer layer.

Table 2sFluxesa of “Reverse” Transport via Polysorbate 80b

guest concn, M
108 × flux
(hexane)

108 × flux
(isooctane)

azobenzene 0.0125 3.36 ± 0.72
0.025 3.69 ± 1.36 3.77 ± 0.41
0.050 4.40 ± 1.36 4.45 ± 0.59
0.075 5.35 ± 0.86
0.100 6.32 ± 1.18 6.53 ± 0.21

(r ) 0.9969)c (r ) 0.9955)c

azulened 0.0125 0.90 ± 0.22 0.89 ± 0.09
0.025 2.16 ± 0.46 2.06 ± 0.33
0.050 4.33 ± 0.24 4.38 ± 0.60
0.075 6.63 ± 0.51 6.70 ± 0.59

(r ) 0.9907)c (r ) 0.9973)c

ferrocene 0.038 1.53 ± 0.22
0.077 2.68 ± 0.22
0.107 3.44 ± 0.71
0.128 4.03 ± 0.58

(r ) 0.9993)c

buckminsterfullerene (C60) 0.006 0.00 (toluene)

a Mol/s/m2 ± SD, with a minimum of three determinations at each
concentration. b Using 150 mL of 0.8 mM aqueous Polysorbate 80 as the
lower layer, 40 mL of the guest at the stated concentrations in the stated
solvent as the inner layer, and 50 mL of the same pure solvent as the outer
layer, at 23 °C and 150 rpm. c Coefficient of correlation of the plot of
concentration versus flux. d Diederich and Dick14 report a transport rate for
azulene from 0.02 M azulene in hexane through a 0.5 mM cyclophane-type
ionophore in water to hexane at 20−22 °C of 8.6 × 10-6 mol/L/h; they do not
reduce this to a flux.
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formation of the complex at the initial organic solvent-
water interface, is not simple, but complex, depending to
some extent on the shape and the size of the guest. Further
work is needed to explain these orders.

It is apparent that Polysorbate 80 is as adept at
transporting hydrophobic molecules through an aqueous
layer as it is in carrying ions through an organic layer. Such
versatility is not possible with many artificial (e.g. crown
ethers and analogues) or naturally occurring (e.g. valino-
mycin, monensin, etc.) ionophores, whose cyclic or pseudocy-
clic structures restrict them to one basic conformation
featuring a hydrophilic cavity and a lipophilic exterior. In
addition, as is the case with other “octopus” compounds,12

the size of the guests carried by Polysorbate 80 is not
limited by a cavity of a specific size. The relatively free poly-
(oxyethylene) arms of one or more molecules11 can envelope
and carry guests of widely varying dimensions.

These results should act as a caveat in the use of
Polysorbate 80 in living systems. There is always the
possibility that the movement of organic molecules that are
small enough through membranes can be facilitated by the
Tween, causing interference at best and risk at worst. One
such example, involving a study of the effect of 11-hydroxy-
∆9-tetrahydrocannabinol on the tachycardia of an excised
rat heart, has already been documented.16

Are Tween Transported Ions Hydrated or NotsOne
of the reasons given for the increased rates of reaction
produced by phase transfer catalysis (beyond the fact that
the reacting species are in the same phase) is the fact that
the ions transported to the organic phase are “naked”, i.e.,
not hydrated, or at least are less hydrated, than they were
in the aqueous phase. Polysorbate 80 has been used as a
phase transfer catalyst,2 and so an experiment was set up
to ascertain whether and to what extent water was
transported through an organic layer with the cations and
their counterions.

The results are shown in Table 3. Two blanks were run.
In the first case, no salt was present in the inner layer and
no Polysorbate 80 in the lower layer. Despite this fact,
water was transported under the usual conditions of the
experiment with a significant flux (16.18 × 10-8 mol/s/m2).
The second blank involved no salt in the inner layer, but
Polysorbate 80 in the lower layer; the flux of water rose to
18.88 × 10-8 mol/s/m2, an increase of about 17%.

When KSCN was present in the inner layer and Polysor-
bate 80 in the lower layer, the flux of the salt was shown
to be 1.11 × 10-8 mol/s/m2 and that of the water 22.29 ×
10-8 mol/s/m2. Since the flux of the water without the
presence of the salt was 18.88 × 10-8 mol/s/m2, the KSCN
would be responsible for a water flux of the difference, 3.41
× 10-8 mol/s/m2. This means that, for each mole of KSCN
transported, about three moles of water are transported

[(22.29 ( 2.48 - 18.88 ( 0.68) ÷ 1.11 ( 0.12 ) 3.07 ( 1.32].
It is not clear at present whether this water is transported
by the cation, the counterion, or a combination of the two.
In a similar case, Dang and Kollman17 postulate on
theoretical grounds that three water molecules adhere to
the potassium ion in its complex with 18-crown-6. Still, it
is clear that the ions in the organic layer, while not truly
“naked”, are nonetheless considerably unclothed compared
to their situation in water.
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Table 3sTransport of Water with Ions through a Model Membrane

components na 108 × fluxb for H2Oc 108 × fluxb for KSCNd

H2O 4 16.18 ± 1.13
H2O + Tween 3 18.88 ± 0.68
H2O + Tween + KSCN 4 22.29 ± 2.48 1.11 ± 0.12

a Number of determinations. b Mol/s/m2 ± SD. c Determined by integration
of the NMR peak at 4.65 ppm in the D2O outer layer. d Determined by the
absorption of the Fe(SCN)2+ complex at 480 nm.
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Abstract 0 The present investigation was undertaken to examine
the basic unit of densification: the particle−particle indentation. The
true interparticle contact area that is established during densification
ultimately determines the quality of the tablet compact. By examining
the interfacial contact between mutually indenting viscoelastic particles,
the process of contact evolution may be represented in mathematical
form through extension of the classical Hertzian elastic contact
description to encompass material viscoelastic terms. In this way, the
time-dependent response of materials to applied loads may be
addressed explicitly. The effects of rates of applied loading and
maximum load levels were also considered. This analysis was based
on viscoelastic stress data collected using an instrumented Instron
analyzer during the densification of PMMA/coMMA, a pharmaceutical
polymeric coating material. A crossed cylinder matrix compaction
geometry was used to simulate the geometry of two mutually indenting
spherical particles. Numerical and graphical solutions delineating the
relationship between contact area evolution and the prescribed loading
force are presented. This particle−particle description of the contacting
interface serves as a unit basis for describing the entire powder bed.
The powder bed may ultimately be modeled as a collection of these
particles in contact.

Introduction
Oral administration is the most common route of drug

delivery for systemic circulation. The tablet is the leading
oral form; it’s simplicity, portability, and economic value
enhances patient compliance. Tablets exist in diverse
forms, ranging from conventional disintegrating forms to
advanced modified-release systems, but all are formed
through a common pathway, namely, through powder
densification.

Powder densification consists of sequential and concur-
rent processes where particles are brought into intimate
contact, interparticulate bonds are formed, and dimen-
sional changes occur as a result of stress redistribution.
Time-dependent phenomena inherent in these processes
may govern the ultimate quality of the compact produced.
Permanent densification occurs when stress exceeds the
elastic strain limit of a given material. The extent of this
nonrecoverable deformation depends on the time in which
the applied stress exceeds this material yield stress. It is
viscoelastic theory that serves to quantitate this time
dependence and provide a description of the relationship
between the strain rate of the material in a plastic state
and the stress required to produce that strain rate.

The compaction of powders is a complex process. The rate
at which compacts are formed determines the final tablet

strength and viability.1-4 With the advent of modern
processes, the high speeds of compaction emphasize the
time-dependent component of material behavior. This
complexity is reflected in the large-scale manufacturing of
tablets where problems of low tablet strength, capping and
sensitivity to material batch variability exist and are
translated into costly overruns. Resolution of these prob-
lems often involves multiple formulation adjustments
based on empirical knowledge rather than the reasoned
use of physical data; improving the theoretical understand-
ing of the compaction process would enable a more rational
approach to the formulation of tablets.5

It is conjectured that problems arise during tablet
production as a consequence of viscoelasticity combined
with poor interparticle bonding. The amount of elastic
recovery of the particles depends on the release of elastic
strain during decompression and tends to disrupt inter-
particle bonds. This stress relaxation is a function of the
viscoelasticity of the material, which in turn is influenced
by the speed of compression and decompression. At high
compaction speeds, the internal stress after compaction is
high and the propensity of the material for elastic recovery
is considerably higher than at low compaction speeds.

Existing approaches to assess powder compaction have
mainly tried to quantify compression in an empirical form.
The equations proposed to empirically fit compaction data
with parameters such as punch and die wall stresses and
tablet porosity6-9 offer little insight into the physical basis
for particle interaction. Therefore, they remain descriptive
rather than predictive of powder densification.

A predictive model of compaction must explicitly incor-
porate material viscoelastic terms into a working descrip-
tion of densification. Analytical models that describe
densification from the deformation of particles serve to
facilitate the selection of production process parameters
such as pressure, temperature, and time. The present
investigation was undertaken to examine the basic unit of
densification: the particle-particle interaction. By defining
the contact between mutually indenting viscoelastic par-
ticles, the compact may ultimately be modeled as a collec-
tion of these particles in contact and in this way address
the time-dependent response of materials to applied loads.

Rationale
In random close packing of a powder bed, point contacts

exist between adjacent particles. The density of the powder
increases through processes that flatten these contacts
between particles. The degree of interparticle bonding and
bond strength, which which determines the ultimate qual-
ity of a tablet, is assumed to be largely governed by the
magnitude of the true interparticle contact area created
during densification. This process of contact evolution may
be represented in mathematical form through amelioration
of the classical Hertzian elastic contact description to
encompass material viscoelastic terms. In this way, a
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quantitative measure of the contact deformation between
mutually indenting viscoelastic particles may be defined.

Theoretical Section
The time-dependent stress and indentation behavior of

the test matrixes were modeled in terms of a standard
linear viscoelastic rheological form transposed into the
classical elastic description of contact. Components of the
theory underlying this contact deformation may be found
interspersed in the literature for specific geometries.10,11

The following derivation of the theory describing the
contact between spherical particles of a viscoelastic mate-
rial, as applied to these studies, is developed in detail for
the integral understanding of the resultant model.

Boundary Conditions for the Deformation between
Two Spherical Bodies in ContactsThe geometry of the
surface of undeformed spheres near the center of contact
are smooth surfaces that can be described with sufficient
accuracy, as shown in Figure 1, by

and the mutual distance between points is

If the spheres are compressed together by a normal force
P, there will be a local deformation near the point of contact
producing contact over a small surface with a circular
boundary, hence, the surface of contact arises.

Let w1 and w2 be the deformations of the two spheres
owing to the contact pressure, a the radius of the contact
region, and R be the total distance of approach of the two
spheres from the state of point contact. The deformed
configuration is shown in Figure 2. The condition

is to be satisfied at each point in the contact region. By eq
2

If points lie outside the contact area so that they do not
touch it follows that

from geometry alone.
Pressure between Two Spheres in ContactsThe

distribution of pressure transmitted between the two bodies
at their surface of contact must be such that the resultant
displacements normal to that surface satisfy eq 4 within
the contact area and eq 5 outside it. Because the contact
region is comparatively much smaller than the dimensions
of the bodies (r , R1 and R2), the relation between the
surface deflection of each body and the contact pressure
can be represented approximately by the solution for
surface deflection of a semi-infinite body with pressure
distributed on part of its surface. The errors incurred by
assuming that the spheres are half-spaces are smaller than
those due to the assumption of infinitesimal strains.12

Let a(t) be the radius of the contact region and R(t) the
total distance of approach. For a given concentrated force
acting on a boundary plane of a semi-infinite solid, the
displacement is given by11

where w is the total displacement, q is the intensity of
pressure between the bodies in contact, υ is the Poisson’s
ratio, E is the elastic modulus, and r is the distance from
the center.

In the case of an uniform load distributed over the area
of a circle of radius a, if a point D is within the loaded area,
the displacement produced is found by superposition. The
load on the shaded element in Figure 3 which represents
the surface of contact, is qsdψds. The displacement in the
direction of the load is then

If there is no pressure between the bodies, we have contact

Figure 1sSchematic for the 2-D projection of a contact area. The equation
of a translated circle with respect to the origin in the x−y Cartesian coordinate
plane at a point designated (r,z) (where R is the radius of the circle) and
where one assumes that 2R . z is ∴z = r2/2R. This is valid for cases
where deformations are small.

Figure 2sSchematic for the deformation between two spheres from the state
of point contact. The deformed configuration is shown with dotted lines
indicating the distance of approach of either sphere.

w1 + w2 > R - (r2(R1 + R2)
2R1R2
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πEr
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at one point O. Points D and C are on a meridian section
of the spheres, on the plane tangent at O, at a very small
distance r (r is small in comparison with R1 and R2) from
the axis.

The total deflection of a point on the circular contact
surface is then obtained by double integration

because the length of the cord indicated by bc ) 2r ) 2a

cos θ and because r ) a cos θ ) xa2-r2sin2ψ the area of
the circle ) πr2 ) π(a2 - r2 sin2 ψ) and ψ varies from 0 to
π/2 (see Appendix I):

Expressions for the Displacement and Radius of
the Contact Surfaces Let (1 - υ2)/πE ) k1 + k2 and
assume a Hertzian pressure distribution wherein the
scale11 representing the pressure distribution is the con-
stant q0/a. Thus from eqs 4 and 9, for two same sized
spheres in contact,

Which is then solved by making a term-by-term equiva-
lence between the left- and right-hand sides of this equation

And because

By adopting the Hertzian pressure distribution assumption
(see Appendix II),

which relates the maximum pressure, q0, to the loading
force, P. We thus find

by substituting eq 14 into eq 13.
Extension to the Viscoelastic CasesSolutions to the

contact problem must accommodate mixed boundary condi-
tions, assigned depending on whether the point in question
lies inside or outside of the contacting region. Within the
contacting area, the sum of the surface displacements of
the two bodies must satisfy constraints to ensure perfect
contact, whereas the surface traction must vanish outside
of the contact area.

At first reckoning it may appear that Laplace transforms
could be useful in addressing the viscoelastic or time-
dependent contact case by removing the time variable in
the governing equations and boundary conditions. Hence,
the problem may be reduced to a corresponding elastic
problem with the Laplace transform variable as a param-
eter. The desired viscoelastic solution would then be an
inversion of the solution to the corresponding elastic case.

Viscoelastic contact regions, however, vary with time.
Some points initially outside of the region of contact may
fall later into the contacting region as the result of the
growing indentation area. For these points, neither the
traction nor the displacement may be prescribed completely
throughout the development of the problem; the transform
method may not be used directly to supply a solution to
the problem.

Notwithstanding, it has been shown through inductive
reasoning that the contact problem in elasticity may be
generalized to include the contact of viscoelastic bodies with
a restriction that the indentation must be monotonically
increasing. Lee and Radok13 treated a range of problems
that fall outside the scope of the transform method by
taking a family of solutions of the elastic problem with the
parameter time, with the same boundary conditions as the
viscoelastic problem, and replacing the elastic constants
with the appropriate viscoelastic operators in the expres-
sion for stress components. The results comprise tractable
mathematical equations for evaluating the stress compo-
nents for the viscoelastic body.

In the elastic case of mutual indenting spheres, as shown
in eqs 11-15, the normal contact pressure p(r,t) of the
assumed elastic half space is the relation14,15

where G is the shear modulus, υ is the Poisson’s ratio, and
a(t) is the contact area radius. Time appears only as a
parameter prescribing the current radius of contact in this
quasistatic approach. The elastic constants do not contain
time explicitly and so when they are replaced by general
linear operators, the solution at any time t depends solely
on the instantaneous value of the boundary condition and
not on the history of the process.

The viscoelastic counterpart of this Hertzian problem in
elasticity as deduced from the elastic solution is then

where f(r,t) ) xa2(t)-r2, P, and Q are linear operators in
the time variable.

The problem is now defined by a normal surface traction
p(r,t) and a zero shear traction and is amenable to analysis
by the Laplace transform procedure. The transformed

Figure 3sSketch of a circular contact region of radius a. This is the surface
of contact over which an uniform load has been distributed.
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surface pressure

is then related to Qh , Ph , the transformed form of the
operators. If integral operators are used, the convolution
theorem then determines the transformed form.

This procedural manipulation of the operators is valid
as long as the contact area does not decrease. In any
physically reasonable contact problem of this type, to
satisfy the restriction of the Hertz theory, the region of
contact will be limited to a finite area. The transformed
pressure given by eq 18 is thus nonzero only inside this
maximum region of the contact. If the radius of contact
increases to a maximum and then decreases to zero, then
the normal deflection of the entire surface would reduce
to zero, contradicting the reality of viscoelastic material
behavior. Delayed elastic and viscous components of strain
would be expected to leave a residual indentation after
contact has ceased.

The reason for this paradoxical result is that if a(t)
passes through a maximum and decreases, then the
corresponding p(r,t) usually passes through zero and takes
on negative or tensile values. When a(t) then decreases, a
residual tensile surface traction is left at the points
formerly in the contact region, which violates the contact
condition that outside the current region of contact the
surface traction should be zero. This dilemma does not arise
with nondecreasing a(t) because the zero initial condition
for all earlier times guarantee zero traction outside the
region of contact.

What follows is a derivation of the formula for the
extension of the contact problem to linear viscoelastic
spheres. To reduce the complexity of the problem, a number
of assumptions were adopted. It was assumed that both
bodies in contact were isotropic, homogeneous, and linearly
viscoelastic. The material properties were characterized by
creep or relaxation functions. Moreover, the surfaces were
considered smooth to neglect the effect of friction. Small
strains were assumed, as evidenced in the preceding
derivations where the area of contact is small in compari-
son with the dimensions of the contacting bodies. The
indentation area should furthermore increase monotoni-
cally with time. And finally, shear and dynamic and
intermolecular force effects were neglected.

Rheological Model for Viscoelastic CasesThe be-
havior of viscoelastic materials under uniaxial loading may
be represented by means of conceptual models composed
of elastic and viscous elements. Such rheological forms are
useful as analogues for stress and strain. The basic
elements of springs and dashpots also assists in the
conceptualization of the material behavior.

An ideal helicoidal spring element would be perfectly
linear and massless, representing Hooke’s Law:

where E is the modulus of elasticity with dimension (force/
length2). The spring has a creep function H(t - τ)/E and a
relaxation function EH(t - τ). The dashpot as an ideal
viscous element extends at a rate proportional to the force
applied, according to Newton’s Law:

where ε̆ ) ∂ε/∂t is the rate of strain and η is the viscosity
coefficient with dimension (force × time × length-2).

Different combinations of springs and dashpots afford
flexibility in portraying different responses. Whereas simple

models are inadequate representations of real viscoelastic
behavior, a three-parameter, standard model consisting of
two springs and a dashpot has successfully portrayed real
material behavior.17,18 A standard model was thus em-
ployed in the extension of the description of particle contact
to the viscoelastic case.

In operational form, this standard model (Figure 4)
appears as

By integrating over a strain history ε(t)

Wherein the creep function is

and the relaxation function is

Linear ViscoelasticitysMany materials, notably poly-
mers, exhibit time-dependent behavior in their relation-
ships between stress and strain. The common features of
a three-parameter or standard solid viscoelastic behavior
includes an initial elastic response to an applied or
eliminated stress, a delayed elastic response, and a per-
manent strain that is acquired through the action of creep.

Linear viscoelastic relationships are valid for small
strains and assume the principle of superposition holds:16

a stress history of

corresponds to a strain history of

pj(r,s) ) 4
πR

Qh
Ph

fh(r,s) (18)

σ(t) ) Eε(t) (19)

ε̆(t) )
σ(t)

η
(20)

Figure 4sIllustration of the stress−time relation in association with a standard
three-parameter rheological model.
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Materials often exhibit linear behavior at low stresses and
nonlinear viscoelastic behavior at high stresses.

The stress-strain relations for a linear viscoelastic
material are commonly expressed as a relaxation function,
Ψ(t). This function, as already deduced from a standard
spring-dashpot model, expresses the stress response to a
step change in strain.

Viscoelastic Case AnalysissAs the preceding conten-
tion shows, the interfacial description of two linearly
viscoelastic spheres in normal contact may be described
mathematically by replacing the elastic constant of the
elastic solution by the integral operator from the viscoelas-
tic stress-strain relations. For simplicity, the case of an
isotropic, homogeneous, incompressible, and linearly vis-
coelastic material in the absence of shear is considered.
These stipulations facilitate the analytical solution for the
case of indentation of smooth viscoelastic spheres; the
three-dimensional constitutive equations can be simplified
to allow for the application of one pair of viscoelastic
operators, p and q, as described by the stress-strain
differential equation (see Appendix III):19

The condition of very small strains permits the use of linear
viscoelastic theory, although it is not a necessary restriction
in the treatment detailed by Lee and Radok.13 The elastic
constants can be replaced by viscoelastic terms in the
method of analysis for contact of smooth bodies of arbitrary
linear viscoelastic materials, just as the Hertz solution
applies for arbitrary smooth elastic bodies.13 The form of
the viscoelastic operator can be expressed in terms of the
creep compliance or relaxation function found in eqs 23 or
24.

Thus, the contact between spherical particles may be
described by substituting the viscoelastic operator (Ψ(t),
eq 24) for the elastic constants in the elastic solution found
in eq 15. We then have

and

where

is a descriptor of viscoelastic material behavior. These
equations, therefore, delineate then an explicit relation
between contact area evolution and the applied contact
force; a relation that will form the basis for the superposi-
tion of such contacts in summation over the entire powder
bed.

Experimental Section
InstrumentationsAn Instron 4206 stress-strain analyzer,

housed in a climate-controlled room (T ) 26 °C, RH ) 45 ( 6%),

was instrumentized through the addition of a 12-bit 10 mV
unipolar A/D data acquisition board (PC-LPM-16, National Instru-
ments, Austin, TX). With an op-amp added in line, the voltage
signals from up to 8 channels exiting the control console were
digitized for collection on a 486-DX clone. The commercial software
provided with the board was modified to facilitate signal collection;
the testing force was monitored at 250 points per second and
averaged over 25 points to reduce spurious fluctuations associated
with noise.

Rods to be tested were oriented either axially or radially in
stainless steel holders that were machined to fit the contour of
the halved rods and that clamped directly onto the upper and lower
base platens of the Instron. The test samples were held in
compression and the forces experienced by the samples were
measured as that transmitted by the load cell. The configuration
is displayed in Figure 5.

The 5 kN, 150 kN reversible load cells, and the Instron itself
were serviced and calibrated by the source company (Instron) prior
to beginning experimental testing. Signal output to the board was
calibrated to the force displayed on the console by verifying emitted
voltages with a digital multimeter (Beckman 4.5 digit model 800).
This calibration extended beyond the experimental applied forces
associated with the displacement measurements and served to
establish both the calibration factor and the linearity of response
(r2 > 0.999).

MaterialssInhibitor-free methyl methacrylate (MMA; Fischer,
lot no. 911696) and methacrylic acid (MA; Aldrich, lot no. 07015EZ)
were used as they were received. 2,2′-Azobisisobutyronitrile (AIBN;
Analychem Corp. Ltd., Markham, Ontario, lot no. 413286) was
recrystallized from isopropyl alcohol, and the HPLC grade tet-
rahydrofuran (THF) (Fischer, lot. no. 904140) was freshly distilled
prior to use.

Specimen SynthesissIdeal contact between two spheres is
difficult to achieve experimentally, so the geometry was ap-
proximated by the contact of crossed cylinders at 90°. Poly(methyl
methacrylate)/comethacrylic acid (PMMA/coMAA), an amorphous
acrylic polymer similar to the commercial pharmaceutical Eudragit,
was chosen as the model material for study. Although the flow
and material properties of PMMA alone are well documented, the
copolymer material is more commonly employed in pharmaceutical
coating and encapsulation.

PMMA/coMAA cylinders were prepared by free radical bulk
polymerization of a 1:1 mole ratio mixture of inhibitor-free MMA
and inhibitor-free MAA using recrystallized AIBN as the initiator.
The mixture was deaerated by repeated freeze thawing under an
argon blanket, and the polymerization was carried out in sealed
13-mm diameter glass molds under Argon at 25°C for 4 weeks
(Atmos environmental bag, Sigma Chemical Company, St. Louis,
MO). During solidification, the molds were continuously agitated
to minimize porosity from trapped gas bubbles (Psycrotherm
Incubator shaker model R-27, ser. 8695; NewBrunswick Scientific
Company Inc., New Brunswick, NJ). The resulting cylinders were
purified by extracting any residual monomer, side products, or
initiator by Soxhlet reflux (MeOH/water, 60/40 by volume). Rods
were halved longitudinally, polished, and used together as the
opposing upper and lower contact elements in compression (wire
saw and diamond impregnated wire blades, 0.010” diameter, South
Bay Technology, San Clements, CA; Crystal Bay crocus abrasive
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Figure 5sPMMA/coMAA cylinders displayed in crossed cylinder compaction
geometry. Matrixes are mounted in stainless steel holders, which in turn are
clamped to the platens within the Instron assembly.
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cloth, 3M Canada Inc., London, Ontario, Canada). A nominal
aspect ratio (length-to-diameter ratio) of at least 2:1 was chosen
to avoid complications of edge effects or barreling during compres-
sion. Care was also taken that the material did not come into
contact with water or any contaminant while the specimens were
being prepared or during subsequent handling and testing; mainly
by storage with desiccant under an argon blanket. The samples
for this study were annealed at 170 °C for 2 h prior to deformation
testing.

Polymer CharacterizationsChanges in material morphology
and properties among sample matrixes were controlled by anneal-
ing and monitored by microhardness and acoustic testing as
described elsewhere.20 The mean diameters of five indentations
per sample were used to calculate the Knoop hardness values and
the corresponding elastic moduli, which averaged 11.3 ( 3.9 MPa
and 5.67 ( 0.2 GPa, respectively, at 25 °C. The copolymer was
further characterized by a variety of means as reported previously:
21 solid density measurements at various temperatures by stere-
opycnometer yielded F ) 1.20 g/mL at 20 °C (SE ) (0.001 g/mL),
differential scanning calorimetry scans showed a Tg ∼ 175 °C and
no evidence of crystallinity, copolymer composition was checked
by Fourier transform infrared (FTIR) spectroscopy, and the
viscosity average and weight average molecular weight were
determined, respectively, by capillary viscometry and low angle
laser light scattering, Mw ∼ 5 × 105.

Contact DeformationsCompaction between two cylinders
was performed on the instrumentized Instron already described
at four rates ranging from 1 to 10 mm/min and at four loads
ranging from 3.0 to 4.5 kN. Stress relaxation was also monitored
for 20 min after the peak load was achieved. At least three runs
were performed at each load level and nominal strain rate. The
contacting surface radius was determined concomitantly by optical
means.

Growth of the contact area, produced by the forces applied to
the mutually indenting rods, was measured photomicroscopically
with an automated camera system equipped with a custom 10-
mm microlens. The camera was mounted on a tripod parallel to
the interface of the contacting matrixes, loaded with bulk film,
and driven frame by frame by synchronized relay (Nikon F-250,
Nippon Kogaku, Japan; TMAX 100 black and white film, Kodak,
Canada; Nikon film winder cassette; Intervalomeer HN-I with
single or continuous relay and motor driver, HN1 Anglophoto Ltd,
Montreal). The timing of the relay and subsequent shutter interval
was checked by stopwatch and matched to the timing of the force-
data acquisition. High contrast photos were taken of the contact
zone at 90° to the axis of compression at 1 s intervals, processed,
magnified, and measured (Mitotuyo 500-133 vernier calipers). The
instrumentation is depicted in Figure 6 for purposes of visualiza-
tion. The data from these measurements were analyzed according
to methods described next.

Data AnalysissForce-Time SignalsBelow 0.6 kN on all
preliminary and subsequent curves, a distortion was evident in
the applied force that produced a replicate kink in the force-time
plot across all applied loads and nominal strains. This artifact was

attributable to the operational system of the Instron employed.
Although hydraulically loaded systems provide an instantaneous
force to the testing area, screw-loaded systems must overcome the
give or stiffness of the machine before actual loading occurs. The
screw-loaded Instron 4206 was employed because of its avail-
ability.

The force-time signals relayed to file were smoothed at <0.6
kN. The 0.6 kN value itself corresponds roughly to the 7.5% limit
of sensitivity specification for the 5 kN reversible load cell
employed for the majority of the experimental runs. Fortran
subroutines were written to handle the data sets. The collected
force signals were converted by the calibration already noted fitted
to a power form by nonlinear regression following a Marquardt
algorithm, and back extrapolated at 0.6 kN to the proper abscissa
point to offset the time-lag associated with the screw loading.

In the nonlinear least-squares fitting, a chi squared merit
function was defined and a best-fit parameter determined by its
minimization. The iterative minimization proceeded from trial
values input for the parameter following a Marquardt subroutine
method (template22), which varies smoothly between the extremes
of the inverse-Hessian method and the method of steepest descent.
Several initial values were iterated through to safeguard against
convergence onto a local rather than a global minimum. For each
of the 4 × 4 matrix experiments repeated in triplicate, the best fit
was assessed by minimization of the sum of squares, comparison
of the multiple correlation coefficient, and examination of the
residuals and the standard error associated with the estimate of
the coefficient to the power form.

The resultant equations for the 4 × 4 design, of the form force
P(time) ) coefficient*(time-lag time)power were amassed and as-
sessed for correlations with the prescribed load levels and nominal
strain rates. Multiple linear regression was applied in both forward
and backward substitution forms for various combinations and
permutations of the load level and crosshead rates. The best
aggregate description was determined on the basis of assessment
of the adjusted R, the standard error of the estimate, and the mean
square residuals.

Radial Growth DatasThe measured contact radii were
normalized by the initial apparent contact radius that occurs as
a result of the weight of the upper rod resting on the lower.
Although the timing relay between photos was calibrated by
stopwatch, minor variations accruing from the finite shutter speed
time necessitated checking the timing intervals between radii
measurements. This calculation was accomplished given the peak
force time signal and the number of frames advanced. Accounting
also for measurement magnification, and the lag-time associated
with screw loading, the radii data provided normalized radius
growth with time curves in triplicate for the 4 × 4 design (for
various nominal strain rates and ultimate loading levels).

Calculation of Material Viscoelastic Parameterss
Relaxation or creep compliance functions are traditionally mea-
sured by creep tests, in which constant strain rates or stresses
are applied to achieve constant stresses or strain rates, respec-
tively, at various elevated temperatures. These measurements
require long loading times to reach steady state, which may change
either the geometry of the specimen or the microstructure and
hence the stress-strain relation. Changes such as these are
especially important in porous powder materials which tend to
densify during indentation creep testing.

Following the method of Hsueh,23,24 the viscosity and the two
elastic moduli of a three-parameter model constructed to represent
a viscoelastic material were determined from the experimental
stress-time curve generated from short-term loading at a constant
strain rate (ε̆0) followed by a period of stress relaxation. By
decomposing the stress-time curve into the applied periods of
strain, then for ε̆ ) ε̆0,

During the stress relaxation phase, ε̆ )0 and

Figure 6sInstrumentation associated with compressional loading of polymer
matrixes and concomitant photomicroscopy survey of contacting region: (a)
Instron 4206; (b) Instron control console; (c) op-amp for signal transduction;
(d) timing relay; (e) single switch or continuous relay; (f) 486DX for automated
data acquisition and control, equipped with A/D board; (g) contrast illumination;
(h) bulk loaded camera driven through electronic relay; (i) samples mounted
within platens; and (j) reversible load cell.
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where

for t > tf, where τ ) η/(E1 + E2), and A ) (E1/E1 + E2)2ηε̆0.
Examination of the stress-time curve provides estimates for

tf, the time at which stress relaxation begins, σ∞, the limiting
stress, and, by plotting ln (σ - σ∞) vs (t - tf), an estimate for τ.
The subsequent application of nonlinear (Marquardt) regression
to the stress data, following the form of eq 33, yields a value for
A. Simple algebraic manipulation of A, τ, and σ∞ therefore returns:
24

and

as estimates for substitution into the equational definition (eq 24)
for the relaxation function.

Solution of Viscoelastic Case EquationssThe premise of
this study was to mathematically describe the link between applied
load and the evolution of particle-particle contact area between
spherical bodies during densification. In this way, the material
response may be incorporated in the mathematical description.
The experimental data described in the preceding sections mea-
sured specific contact area growth resulting from specified applied
loads, which then serve as input boundaries for the mathematical
relation described in the set of eqs 27-30.

Decomposition of the stress-time curves into applied periods
of strain allowed for the estimation of the variables comprising
the relaxation modulus operator (Ψ(t), eq 24). The radius of the
contacting area (eq 28) was then to be solved for a prescribed
loading force-time with substitution of this viscoelastic operator
Ψ(t). Application of integration by parts (see Appendix IV) provided
a simplified form of the equation

which was then processed using the numerical quadrature algo-
rithm of a commercial high-performance numeric computation and
visualization software program (MATLAB, The MathWorks, Inc.,
Natrick, MA). The initial processing was performed with a Fortran
numerical quadrature subroutine,22 which was cumbersome com-
pared with the speed with which the commercial form using a
recursive adaptive Newton-Cotes 8 panel rule was able to ame-
liorate the calculations.

A best-fit polynomial form for the contact area-time description
was then returned as input into the equation form describing the
pressure distribution within the sphere. Equations 29-30 were
likewise simplified to

where τ ) η/(E1 + E2), and processed in MATLAB.

Results and Discussion
The primary motivation for studying the particle level

contact was the need to ascertain a time-dependent mate-
rial function for subsequent modeling analysis. With the
focus of this study centered on the interaction zone between
two particles under mutual deformation, the loading force
under which our experimental matrixes were subjected and
the resultant experimental area growths were monitored.
The applied loading force curves are depicted in Figures 7
and 8 inclusive. Each displayed curve represents the
average of several large experimental datasets; the experi-
mental standard deviation for selected points along a curve
are shown in Figure 9 for clarity. In accordance with the
geometry of the load application, the applied force experi-
enced within the contact zone matches that which was
applied externally through the Instron apparatus. The
effect of the applied nominal strain rates is clearly shown
in the force versus time series of Figure 7. As expected,
the time to achieve a defined maximum load was inversely
proportional to the crosshead speed, and, within experi-
mental error, the ratio of such times mirrored the ratios
of the respective strains (1:2:5:10) applied.

Force-time curves were replotted in Figure 8 for each
nominally applied strain rate. Within experimental error,
then, the maximum load level itself may be inferred as a
function of the time under which the cylinders are com-
pressed and hence not wholly independent of the applied
rate of strain. The fitted coefficients for the power form of
the force-time curves are summarized in Table 1. From
multiple regression analyses, the prescribed loading force-
time, P(t), rate dependence may be embodied in the
equational form

where ε̆ is the applied strain rate. The value R2
adj ) 98.34,

SE ) 0.0424, mean absolute error equals 0.0246, and the
mean square residual is 1.802 × 10-3.

Radial contact growth curves derived from triplicate runs
are displayed with error bars representing the replicate
variability in Figures 10a-d inclusive. The effect of the
applied nominal strain rates is clearly revealed in the
sequence of plots where the strain rate differs in achieving
a standard maximum load. This rate dependence is analo-
gous to that which was manifest in the force-time series;
that is, the time required to attain a specified dilation was
inversely proportional to the applied crosshead speed and,
within experimental error, the ratio of these times were
roughly 1:2:5:10.

By replotting the radial growth curves in Figures 11a-d
for each nominally applied strain rate, the effect of the
maximum load level achieved is evidently once again a
function of the time spent under compression. Each curve
series held at a constant strain rate resembles a collinear
plot within experimental error. The errors associated with
higher strain rates are larger in relation to the points
shown at lower strains because there is a finite time
required to measure, process, and handle the photographs
capturing the changing radial area.

The experimental radial growth data curves were sub-
jected to simple regression fitting (minimization of least
squares), and the coefficients of the normalized radial
growth, a(t), fitted to the square root of time are tabulated
in Table 2.

The solution of the constitutive differential equation
describing the behavior during a stress relaxation experi-
ment to yield the relaxation function parameters is not an
easy task. For simple models comprised of one to three
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elements, the relaxation function may be formulated using
hybrid parameters, which also allows a valid conversion
to the creep compliance at the same point and at the same

time.25 In more complex models, the relaxation force
equalizes differently in time and direction using parts of
the springs, dashpots, and Kelvin elements differentially

Figure 7sApplied load−time curves for various strain rates imposed on the mutually indenting matrixes: to a maximum load level of (a) 3.0 kN; (b) 3.5 kN; (c)
4.0 kN; and (d) 4.5 kN. Key: (s) 1 mm/min; (− − −) 2 mm/min; (‚‚‚) 5 mm/min; (- - -) 10 mm/min.

Figure 8sApplied load−time curves at specified strain rates and various loading levels for the cylinders in crossed compaction: loading at (a) 1 mm/min; (b) 2
mm/min; (c) 5 mm/min; and (d) 10 mm/min. Key: (s) 3.0 kN; (− − −) 3.5 kN; (‚‚‚) 4.0 kN; (- - -) 4.5 kN.
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until a forceless condition arises. Consequently, in the time-
dependent domain, no simple relation between the creep
compliance and the relaxation function may be found.25

Extraction of the relaxation function parameters, based
on a standard three-element model from compaction load-
time experiments, was preferred over the use of traditional
measured creep tests over long times and elevated tem-
peratures. As previously inferred, such tests would neces-
sitate recasting specimen geometry or induce unwonted
alterations in the material microstructure. A method used
in material science to evaluate the viscosity and the two
elastic modules of a three-parameter model during a
combined experiment consisting of deformation with a
constant strain rate followed by stress relaxation was
adopted as a suitable means of evaluation of the PMMA/
coMAA Ψ(t) parameters. The crossed cylinder compactions
performed consisted of the prerequisite deformation, load-
time monitoring under a set crosshead speed, and relax-
ation monitoring under constant strain. The assumption
of the equivalence of a constant crosshead speed with a
constant nominal strain rate is a best first approximation.
This method is consistent with an engineering definition
of strain26 (ε ) ∆l/l0, where ∆l is the change in distance, l
is the postfacto length, and l0 is the original specimen
length) rather than that of true strain [εt ) ∫dl/l0 ) ln(l/
l0)].

Others25 have used solely numerical means for decom-
posing tabletting load-time curves. In both convolution
and deconvolution processes of estimating viscoelastic
model parameters, the numerical stability of the regression
methods are problematic. The limited accuracy of the
numerical transactions and the uncertainty of the initial
condition estimates necessitates validation with well-
defined, known theoretical material data. This necessity
is especially true in the case of powder-type consolidation
because volume reduction itself augments viscoelastic
features.25

Figure 12 serves to illustrate the use of the decomposi-
tion method for the determination of the three-parameter
viscoelastic terms for one specific case. The procedure is
visually elucidated in terms of the decomposition of the
stress relaxation curve into components in the development
and provides an example of the nonlinear regression
analysis used to determine the estimates in the summation
process.

The derived parameters required for the relaxation
modulus calculation are then summarized in Tables 3 and
4 per the method already described. These parameters
serve as input variables in merely defining the viscoelastic
operator over a limited time frame and by no means can
be used to define Ψ(t) over the time spectrum in its
entirety.

Evaluation of the relaxation modulus (eq 24) with the
parameters derived in Table 4 is shown in Figure 13. In
physical terms, the relaxation modulus represents the time-
dependent analogue of the equilibrium shear modulus,
which in itself is a ratio of a stress to a corresponding strain
measured in an experiment with a specific time pattern.
The shape and magnitude of the log-log plots are consis-
tent with that expected for an un-cross-linked polymer
network of high molecular weight:18 at short times, Ψ(t)
approaches a limiting value that represents the rigidity of
the chain in the absence of backbone rearrangements, and
at long times, Ψ(t) falls rapidly for the un-cross-linked
networks and eventually vanishes. A mechanical model
analogue would translate this behavior as the relaxation
of all the springs in an array. Alternatively, in molecular
terms, this configuration corresponds to the resumption of
random average configurations by the macromolecular coils
that have been divested from the constraints originally
imposed on them. The external dimensions of the sample
in question may remain deformed at long times during this

Figure 9sLoading force−time plots of the results obtained from use of the
applied strain rates (a) 1 mm/min, (b) 2 mm/min, (c) 5 mm/min, and (d) 10
mm/min, to a maximum of 4.5 kN. Displayed in dotted form are the resultant
curves predicted for the prescribed loading at these various strain rates.
Selected experimental datapoints depicting the standard deviations between
triplicate runs are highlighted.

Table 1sForce−Time Loading Phase of PMMA/CoMAA Matricesa

strain rate
(mm/min)

maximum
load (kN)

average coefficient
of fit (×10-2)

average lag
time (s)

1 3.0 4.239 ± 0.57 34.17 ± 3.22
1 3.5 3.431 ± 0.14 19.74 ± 0.10
1 4.0 3.288 ± 0.62 21.12 ± 0.76
1 4.5 3.370 ± 0.35 19.49 ± 1.38
2 3.0 8.382 ± 0.81 13.72 ± 5.16
2 3.5 7.250 ± 0.77 11.00 ± 0.47
2 4.0 8.047 ± 1.71 13.28 ± 4.43
2 4.5 6.966 ± 1.02 9.990 ± 1.35
5 3.0 25.28 ± 0.58 7.040 ± 0.19
5 3.5 18.49 ± 3.37 4.300 ± 0.47
5 4.0 23.36 ± 2.97 4.000 ± 0.34
5 4.5 20.13 ± 1.44 4.460 ± 1.17

10 3.0 58.69 ± 4.32 3.410 ± 0.21
10 3.5 62.33 ± 2.23 2.820 ± 0.93
10 4.0 59.68 ± 4.72 2.330 ± 1.17
10 4.5 58.20 ± 15.95 2.520 ± 1.01

a P(t) ) coefficient*(t − lag time)1.1. Average fitted coefficients reported
are calculated from triplicate runs in each case. Standard deviations reported
reflect the matrix-matrix variability.

Table 2sNormalized Radial Growth with Time during Loading Phase
of PMMA/CoMAA Matricesa

strain rate
(mm/min)

maximum
load (kN)

intercept of fit
(×10-2)

coefficient of fit
(×10-1)

1 3.0 −0.198 ± 2.0 1.201 ± 0.04
1 3.5 −8.500 ± 3.0 1.349 ± 0.05
1 4.0 −2.723 ± 1.5 1.256 ± 0.02
1 4.5 −14.47 ± 2.2 1.416 ± 0.03
2 3.0 −8.836 ± 3.9 1.845 ± 0.11
2 3.5 −11.54 ± 2.8 1.884 ± 0.07
2 4.0 −16.50 ± 3.6 1.955 ± 0.09
2 4.5 −11.55 ± 2.6 1.862 ± 0.05
5 3.0 −18.68 ± 7.2 3.679 ± 0.29
5 3.5 −6.614 ± 2.0 3.163 ± 0.09
5 4.0 −18.06 ± 3.1 3.528 ± 0.13
5 4.5 −5.969 ± 4.4 3.255 ± 0.16

10 3.0 −2.216 ± 7.0 5.171 ± 0.33
10 3.5 −4.783 ± 5.4 6.477 ± 0.25
10 4.0 −3.845 * 5.682 *
10 4.5 −2.135 * 5.312 *

a a(t) ) intercept + coefficient × xt. Average fitted coefficients reported
are calculated from triplicate runs in each case. Standard errors reported reflect
the matrix−matrix variability.
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resumption of molecular motion; the residual deformation
is the result of the flow contribution to what is essentially
a creep experiment.

The magnitude of the compressionally derived modulus
depicted in Figure 13 is lower than that reported for
PMMA14 achieved by tension experimentation. This dif-

Figure 10sAveraged radial contact growth-time series for various strain rates measured concomitantly: to a maximum load level of (a) 3.0 kN; (b) 3.5 kN; (c)
4.0 kN; and (d) 4.5 kN.

Figure 11sRadial contact growth−time series for the cylinders in crossed compaction at specified strain rates: loading at (a) 1 mm/min; (b) 2 mm/min; (c) 5
mm/min; and (d) 10 mm/min.

270 / Journal of Pharmaceutical Sciences
Vol. 88, No. 2, February 1999



ference is not unexpected, because of the experimental
configurational differences and the differences between the
two experimental time patterns. At intermediate times
depicted in each curve of the figure, the stress shown
gradually falls as the distortion of the chain backbones
compensates through Brownian motion; segments would
adjust first with respect to other closely neighboring
segments and then with respect to those farther removed.
The modulus falls off sharply thereafter in the region time
scale of the terminal zone.

The time dependent operator Ψ(t) displays the effects of
the applied strain rates 1, 2, 5, and 10 mm/min shown
through the superposition of curves a-d. The trend is in
accord with the anticipated rate effect, that is, the inflection
time marking the terminal zone is abbreviated with higher
strain rates, while the inflection times are elongated with
lower strains.

The parameters tabulated in Table 4 served as input for
the calculation of the relaxational modulus and thereby the
predicted radial contact growth for a prescribed load-time
application. Numerical quadrature of the transformed eq
37 predicts a resultant contact growth that has been
superimposed on the experimental dataset in Figure 14.
The predicted curves are further tabulated using simple
least squares regression in Table 5. Although the predicted
curve lies within the range of experimental error, deviation
from the measured growth may be due to error in the steps
taken for the approximation of the specific relaxational
modulus form. Indeed, assessing the fit of the predicted
curves to this experimental set would not be a valid means
of evaluating the utility of the model form as a predictive
tool. An independent particle densification series based on
stepped load, which was not itself used in the evaluation
of the stress relaxation curves from which the relaxation

operator was interpolated, would be required; such an
assessment will form the basis for subsequent study.

In assessing the viscoelastic operator parameters derived
in Table 4, it is clear that the value of the arbitrary
maximum load level at which replicate runs were held is
a complex function of the time under which loading occurs
in a fashion similar to that deduced for load-time and
radial growth-time curves. The nominal strain rate under
which the matrixes were subjected serves as a better
independent measure of the time-dependent behavior of
each of the modulus parameters that comprise the Ψ(t)
operator. Multiple regression analysis of these tabulated
parameters offers a best fit for E1, E2, and η when
stratifying for specific load levels achieved. For the 4.5 kN
levels, as an example,

represents a parametrization set that may be used for
interpolative prediction within the experimental bound-
aries delineated in the origin of the dataset. The values of
E1, E2, and η represent theoretical estimates of the stiffness
and flowability of the viscoelastic material. Together, these
values form a mathematical construct of the viscoelastic
behavior of the material that allows for prediction of the
material behavior under different testing conditions. In a
viscoelastic body, all of the stresses, strains, and displace-
ments occurring are time dependent, whereas in an elastic
solid under constant load, these parameters are indepen-
dent of time. The values of these spring moduli and dashpot
viscosity may provide an estimate of elastic parameters
that represent the limiting case of a viscoelastic material.
This theory is elucidated in Appendix V. Obviously, caution
must be exercised in attempting to extrapolate beyond the
strain rates prescribed because the size of the dataset lends
insufficient power to that function.

The pressure distribution within the two mutually
indenting viscoelastic three-parameter model spheres was
also found by substituting the relaxation modulus function
solved from eq 24 and a(t) as derived from eq 37 into eq 38
and performing the integrations. The computations were
carried out for each of the cases indicated in Table 4; the
results are plotted in Figures 15a and b for the case of 4.5
kN at both 1 and 10 mm/min loading. These simplified
sketches display a two-dimensional projection of the matrix
solution which forms a three-dimensional contour (radius,
time) in the Cartesian plane. From this schematic, one may
infer that immediately following load application, there is
an instantaneous elastic response from which the initial
contact radius arises. This contact size then grows with
time as discussed in preceding sections. It is apparent that
the pressure distribution is similar to the Hertz elastic form
given by

in which the maximum pressure is in the center of the
contact area. As time progresses during loading, the
balance of relaxation, contact, and load growth favors an

Figure 12sSchematic of the decomposition of the stress−time curve for the
case of a load level of 3.0 kN achieved through loading at 1 mm/min. Evaluation
of the viscosity and modulus components of a three-parameter model follows
that described by Hsueh.23

E1 ) 1.70 × 10-3 + 1.60 × 10-3
ε̆ - 4.47 × 10-4

ε̆
2 +

3.62 × 10-4
ε̆

3 - 5.58 × 10-7
ε̆

4

E2 ) 5.21 × 10-4 + 4.28 × 10-5
ε̆ - 5.69 × 10-5

ε̆
2 +

6.96 × 10-6
ε̆

3 - 1.15 × 10-7
ε̆

4

η ) 5.30 × 10-1 - 1.71 × 10-1
ε̆ + 3.67 × 10-2

ε̆
2 -

2.91 × 10-3
ε̆

3 + 4.47 × 10-5
ε̆

4

p ) p0(1 - (ra)2)-1/2
(40)
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expanding pressure distribution. Variation in the loading
rate results in a marginally greater magnitude of pressure
distributed in a similar fashion. The time-dependent effect,

therefore, would appear to consist of the growth in the
contact from its initial to its final size; the stresses at any
instant in the process being distributed according to elastic
theory.

Table 3sCalculation of Material Viscoelastic Parameters Per Method of Hsueh23

4 × 4 matrix
element code

peak time
tf (s)

relaxation stress
σ∞ (MPa) (×10-2)

tau-1

(×10-2)
coefficient A

(×10-2)
E1

(×10-3)
E2

(×10-3)
η

(×10-1)

11a 54.87 4.670 3.186 (0.01) 6.664 (0.80) 2.974 1.192 1.308
11b 46.00 6.716 5.794 (0.02) 4.567 (0.84) 4.107 2.265 1.100
11c 43.01 7.448 7.769 (0.06) 3.998 (0.82) 4.838 2.697 0.970
12a 64.31 2.359 1.443 (0.01) 20.03 (0.97) 3.258 0.413 2.544
12b 68.09 2.683 1.545 (0.01) 17.46 (0.91) 3.092 0.452 2.293
13a 70.16 3.684 0.909 (0.002) 32.61 (1.37) 3.489 0.618 4.519
13b 105.67 2.967 1.054 (0.002) 28.96 (1.18) 3.332 0.307 3.453
13c 75.9 2.707 0.639 (0.001) 24.00 (1.34) 1.890 0.440 3.656
14a 91.44 3.291 0.804 (0.001) 27.62 (1.16) 2.580 0.418 3.731
14c 77.63 3.981 0.928 (0.001) 29.13 (1.30) 3.215 0.610 4.124
21a 25.66 8.042 11.46 (0.09) 5.224 (0.85) 4.560 2.388 0.606
21b 23.37 4.512 3.359 (0.01) 17.57 (1.10) 3.916 1.281 1.547
21c 27.61 5.568 7.219 (0.04) 7.890 (1.00) 3.856 1.365 0.723
22b 37.49 2.959 1.517 (0.006) 46.99 (1.36) 3.959 0.438 2.899
22c 34.35 2.335 1.200 (0.005) 43.81 (1.33) 2.969 0.384 2.793
22d 30.76 3.289 1.416 (0.004) 40.12 (1.33) 3.376 0.635 2.832
23a 34.74 2.614 1.293 (0.003) 38.14 (1.11) 2.842 0.434 2.534
23c 28.79 11.09 14.70 (0.20) 5.407 (0.86) 5.901 2.861 0.596
23d 45.95 1.502 0.827 (0.001) 44.68 (1.03) 2.012 0.178 2.646
24a 45.69 3.541 1.344 (0.004) 44.26 (1.47) 3.362 0.438 2.827
24b 50.92 2.161 0.843 (0.001) 58.80 (1.72) 2.690 0.230 3.465
24c 38.91 4.266 1.566 (0.002) 46.24 (1.73) 4.168 0.631 3.065
31a 9.54 5.072 18.23 (0.12) 6.809 (0.93) 3.545 1.519 0.278
31b 9.27 3.664 11.39 (0.09) 11.40 (1.00) 3.387 1.031 0.388
31c 9.27 2.247 5.632 (0.02) 22.37 (1.10) 3.005 0.578 0.636
32a 18.12 0.685 1.211 (0.002) 79.53 (1.79) 2.003 0.079 1.718
32b 13.62 0.740 1.058 (0.002) 135.3 (1.87) 2.971 0.113 2.915
32c 12.95 1.029 1.425 (0.003) 109.1 (1.85) 3.269 0.167 2.410
33a 11.92 1.102 1.660 (0.004) 90.27 (1.62) 3.182 0.196 2.035
33b 15.19 0.308 0.639 (0.002) 165.1 (1.52) 2.152 0.041 3.430
33c 12.89 1.358 2.294 (0.006) 59.04 (1.61) 2.920 0.227 1.372
34a 16.54 0.975 1.111 (0.002) 123.8 (2.03) 2.869 0.123 2.694
34b 18.82 0.788 1.021 (0.002) 113.8 (1.97) 2.408 0.087 2.443
34c 16.25 0.946 1.205 (0.002) 117.2 (2.14) 2.939 0.121 2.540
41b 4.69 2.982 13.26 (0.08) 19.96 (0.97) 3.282 0.788 0.307
41c 4.18 1.809 7.021 (0.03) 45.45 (1.11) 3.624 0.491 0.586
42a 4.75 5.175 25.50 (0.25) 10.98 (0.87) 3.888 1.514 0.212
42c 4.63 2.411 8.886 (0.03) 31.88 (1.04) 3.354 0.616 0.447
42d 4.85 2.428 12.03 (0.06) 25.19 (1.00) 3.532 0.583 0.342
43a 5.12 5.662 24.86 (0.25) 11.24 (0.92) 3.901 1.543 0.219
43c 5.69 2.797 12.78 (0.08) 25.36 (1.00) 3.733 0.566 0.336
43d 5.71 5.986 38.39 (0.33) 7.463 (0.78) 3.914 1.432 0.139
44a 8.91 2.309 7.612 (0.03) 23.30 (1.10) 2.033 0.297 0.306
44b 5.61 8.089 40.28 (0.31) 8.776 (1.14) 4.976 2.030 0.174
44c 5.51 3.954 14.84 (0.14) 23.12 (1.29) 4.148 0.868 0.338

Table 4sCalculation of Material Viscoelastic Parametersa

strain rate
(mm/min)

maximum
load (kN)

average E1

(×10-3)
average E2

(×10-3)
average η

(×10-1)

1 3.0 3.973 ± 0.94 2.052 ± 0.78 1.126 ± 0.17
1 3.5 3.175 ± 0.12 0.433 ± 0.03 2.418 ± 0.18
1 4.0 2.904 ± 0.88 0.455 ± 0.16 3.873 ± 0.57
1 4.5 2.897 ± 0.45 0.514 ± 0.14 3.927 ± 0.28
2 3.0 4.111 ± 0.39 1.678 ± 0.62 0.959 ± 0.51
2 3.5 3.435 ± 0.50 0.486 ± 0.13 2.841 ± 0.05
2 4.0 3.585 ± 2.05 1.158 ± 1.48 1.925 ± 1.15
2 4.5 3.407 ± 0.74 0.433 ± 0.20 3.119 ± 0.32
5 3.0 3.312 ± 0.28 1.043 ± 0.47 0.434 ± 0.18
5 3.5 2.748 ± 0.66 0.119 ± 0.04 2.348 ± 0.60
5 4.0 2.751 ± 0.54 0.155 ± 0.10 2.279 ± 1.05
5 4.5 2.739 ± 0.29 0.110 ± 0.02 2.559 ± 0.13

10 3.0 3.453 ± 0.24 0.640 ± 0.21 0.446 ± 0.20
10 3.5 3.591 ± 0.27 0.905 ± 0.53 0.333 ± 0.12
10 4.0 3.849 ± 0.10 1.180 ± 0.54 0.232 ± 0.10
10 4.5 3.719 ± 1.52 1.065 ± 0.88 0.273 ± 0.09

a Average fitted coefficients reported are calculated from triplicate runs in
each case. Standard deviations reported reflect the matrix−matrix variability.

Figure 13slog−log plot of the relaxational modulus−time curves calculated
for compaction at the rates of loading at (a) 1 mm/min, (b) 2 mm/min, (c) 5
mm/min, and (d) at 10 mm/min, to a maximum load of 4.5 kN.
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Conclusions
The present investigation was undertaken to examine

the basic unit of densification: the particle-particle in-
teraction. Emphasis was placed on the contact interface
between two spheres under compression as interparticulate
bonding inherently occurs whenever an area of true contact
is established between two solids; the interfacial energy is
always less than the surface energy of the two surfaces
which form the interface. The degree of cohesion within a
tablet was assumed to be largely governed by the magni-
tude of this true interparticle contact area created during
densification.

The interfacial description of two linearly viscoelastic
spheres in normal contact was described mathematically
by replacing the elastic constant of the elastic solution by
the integral operator from the viscoelastic stress-strain
relations. An explicit relation was delineated between
contact area evolution and the applied or prescribed contact
force in a 4 × 4 matrix of varying strain and load level.
The analysis of the extended Hertzian solution with
experimentally determined input parameters yielded two-
dimensional surface plots which map the evolution of these
variables of local contact force, area growth, and pressure
functions with time and applied strain rate at specified
maximum loads. Within the context of the experimental
time frame, these relations form the basis for the super-
position of such contacts in summation over the entire
powder bed.

By defining the contact between mutually indenting
viscoelastic particles, the compact may ultimately be mod-
eled as a collection of these particles in contact and in this
way address the time-dependent response of materials to
applied loads. This summation to describe a tabletting
powder is the subject of the second paper in this series.
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Appendix I
As the length of the cord bc ) 2r ) 2a cos θ, r ) a cos θ

since a sin θ ) r sin ψ

Appendix II
Pressure Applied to a Circular RegionsWhen axi-

symmetrical pressure distributions of the form

are applied to a circular region of radius a, the displace-
ments at surface points and the stresses at internal points
due to this pressure distribution may be found in closed
form.

In the particular case where n ) 1/2, the pressure
distribution is referred to as the “Hertz pressure” given by
Hertz theory. This pressure is exerted between two fric-
tionless purely elastic solids of revolution in contact.

As the total loading or compressive force, P, relates to
this pressure, q, via

then

let u ) a2 - r2, du ) -2rdr, rdr ) -1/2 du, and a2 ) u +
r2

Appendix III
Derivation of Simplified Three-Dimensional Form

for Viscoelastic Constitutive Description19sWhen a
problem has more than one stress component, then a
generalization of the viscoelastic law to the three-dimen-
sional form may be needed. If a viscoelastic material is

Figure 14sPredicted radial growth curves for various strain rates imposed
on the compact to a loading level of 4.5 kN: loading at (a) 1 mm/min, (b) 2
mm/min, (c) 5 mm/min, and (d) 10 mm/min.

Table 5sPredicted Normalized Radial Growth with Time During
Loading Phase of PMMA/coMAA Matricesa

strain rate
(mm/min)

intercept of fit
(×10-2)

coefficient of fit
(×10-2)

1 −4.005 (0.25) 12.846 (0.06)
2 −0.741 (0.10) 16.577 (0.04)
5 −7.281 (0.30) 32.381 (0.17)

10 −0.941 (0.18) 42.564 (0.15)

a Average fitted coefficients and standard errors reported are calculated
for a maximum loading level of 4.5 kN.

a2 sin2 θ ) r2 sin2 ψ

a2(1 - cos2 θ) ) r2 sin2 ψ

a2 - a2 cos2 θ ) r2 sin2 ψ

a2 cos2 θ ) a2 - r2 sin2 ψ

∴a cos θ ) xa2 - r2 sin2 ψ

∴area of circle ) πr2 ) π(a2 - r2 sin2 ψ)

∴w )
(1 - υ2)

πE
qπ∫0

π/2
(a2 - r2 sin2 ψ)dψ

q ) q0(1 - r2

a2)n

P ) ∫0

a
q(r)2πrdr

p )
2πq0

a ∫0

a
(a2 - r2)1/2rdr

∴P )
2πq0

a ∫0

1
u

1
2(-1

2)du ) [-
2πq0

3a
u

3
2]0

a

)

[-
2πq0

3a
(a2 - r2)

3
2]0

a

) 2
3

πq0a
2

∴force ∝ maximum pressure

∴q0 ) 3P
2πa2
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isotropic, a hydrostatic stress must produce a dilatation
and no distortion. The stress and strain are related by the
differential equation

or, shorter, by

On the other hand, if shear is present, then the shear strain
coupled with isotropy of the material requires that

or

where σ̂ and ε̂ correspond to the components of the stress
and strain deviators.

The operator pairs P′′, Q′′, and P′ and Q′, which describe
the viscoelastic material, are entirely independent of each
other. To each pair, the relation stated in eq 23 or 24 is
applicable for a standard three element model.19 These
operator pairs for different rheological models are also
summarized in Flugge (Table 1.2; pp 22-23)19 and in
Muller (pp 108, 110, 112, 119, 121).25

In uniaxial tension, there is only one stress, σx; and
strain has three components, the axial strain εx and the
lateral contractions εy ) εz. As the operators are assumed
linear and time invariant, the commutative properties
yields

for applied uniaxial stress. By analogy,

follows for applied uniaxial strain (in stress relaxation
experiments).

Equations III.6-III.9 serve as the viscoelastic equivalent
of a complete statement of Hooke’s law for uniaxial tension.
Interpretation requires special choices for the operators.

As stated by Flugge (p 167),19 although the shear
deformation may be rather large, the change of volume
measured by E is always very limited. It seems therefore,
reasonable to neglect the latter completely and to assume
E ) 0. This corresponds to P′′ ) 0 and Q′′ ) 1. The
constitutive equations for uniaxial stress in tension are
then

and for applied uniaxial strain,

Appendix IV

integration by parts uv - ∫vdu: let

calculate a(t) per given P(t).
Similarly,

Figure 15sSolution of the pressure equations predicts a stress distribution similar to the elastic form. (a) two-dimensional surface contour plot of the pressure
distribution for loading at 1 mm/min to the 4.5 kN level; and (b) loading at 10 mm/min to the 4.5 kN level.

σ + p1σ̆ + p2σ̈ + ... ) q0ε + q1ε̆ + ... (III.1)

(∑
0

m

pk

dk

dtk)σ ) (∑
0

n

qk

dk

dtk)ε (III.2)

P′′σ ) Q′′ε (III.3)

(∑
0

m′

p′k
dk

dtk) σ̂ ) (∑
0

n′

q′k
dk

dtk)ε̂ (III.4)

P′σ̂ ) Q′ε̂ (III.5)

(P′′Q′ + 2Q′′P′)σx ) 3Q′′Q′εx (III.6)

(P′′Q′ - Q′′P′)σx ) 3Q′′Q′εy (III.7)

(Q′′P′ + 2P′′Q′)εx ) 3P′′P′σx (III.8)

(Q′′P′ - P′′Q′)εx ) 3P′′P′σy (III.9)

2P′σx ) 3Q′εx and -P′σx ) 3Q′εy (III.10)

2Q′εx ) 3P′σx and -Q′εx ) 3P′σy (III.11)

a3(t) ) 3
8

πR∫0

t{ 1
E1

+ 1
E2

(1 - e-
(t - t′)E2

η )} d
dt′P(t′)dt′ (28)

u ) 1
E1

+ 1
E2

- 1
E2

e-
(t - t′)E2

η ∴du ) - 1
E2

‚
E2

η
e-

(t - t′)E2

η dt′

dv ) d
dt′P(t′)dt′ v ) P(t′)

∴a3(t) ) 3
8

πR[( 1
E1

+ 1
E2

- 1
E2

e-
(t - t′)E2

η )(P(t′))]
0

t

-

∫P(t′)
-η

e-
(t - t′)E2

η dt′

∴a3(t) ) 3
8

πR{P(t)
E1

- ( 1
E2

+ 1
E2

- 1
E2
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tE2

η )P0} +

∫0

tP(t′)
η

e-
(t - t′)E2

η dt′
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πR∫0

t{E1e
-
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E1E2
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t - t′
τ )} ×

d
dt′(a

2(t′) - r2)1/2 dt′
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where

let

and

Appendix V
Derivation of Elastic Parameters as a Limiting

Case19sIn a viscoelastic body, all of the stresses, strains,
and displacements occurring under load are time depend-
ent. The elastic solid is then a limiting case of a viscoelastic
material. The moduli of the springs of the rheological model
do not correspond simply to Young’s modulus because time,
temperature, and stress dependence are overt consider-
ations. If, for example, one considers a material tested in
tension, the plot of the compliance would show that the
ratio εx/-εyvaries with time. This time dependence indicates
that the concept of Poisson ratios etc. are not very
meaningful for a viscoelastic material.19

The linear elastic law (Hooke’s law) in the form (III.1;
see Appendix III) would render the four operators as
multiplicative constants and the formulation of the stress
deviation as19

The differential operators P and Q can be replaced by
polynomials F(s) and ϑ(s) in considering an elastic body,
hence,19

where σj and εj are the Laplace transforms of the time-
dependent stresses and strains. These algebraic relations
define the limits of their elastic counterparts if19

For a standard (three-parameter material), a reduced or
effective modulus ER(t, τ) offers estimates of an instanta-
neous ER(τ0,τ0) and an asymptotic modulus ER(∞,τ):17

List of Symbols

ε̆0 constant strain rate
ε̆ rate of strain
τ interval within domain t, also designated η/(E1

+ E2)
υ Poisson’s ratio
σ∞ limiting stress during stress relaxation
Φ(t) creep function
ε(t) strain which varies with time
σ(t) stress which varies with time
Ψ(t) the relaxation modulus function, a viscoelastic

operator
R, R1, R2 total distance of approach of two spheres, of each

sphere designated 1 and 2
σf stress at time corresponding to beginning of

stress relaxation (strain rate ) 0)
∆l change in distance
εt true strain
A coefficient ) (E1/E1 + E2)2ηε̆0

a, a(t) particle contact radius (radius of circular contact
region) varying with time

E elastic modulus
E1, E2,

η
elastic moduli of the springs and viscosity coef-

ficient of the dashpot of a standard rheological
model

K, G bulk, and shear modulus
k1 + k2 elastic constant term ) (1 - υ2)/πE upon sub-

stitution
l length
l0 original specimen length
P(t) applied compressive force acting normal to the

surface
p, p(r,t) normal contact pressure which varies with con-

tact radius and time
q, q0 concentrated pressure, maximum pressure
r distance from sphere center, x coordinate of point

(r,z) of indenting sphere, r , R
R, R1,

R2

radius of curvature, of the indenting spheres
designated 1 and 2, respectively

t′ dummy time variable within interval t
tf time at which stress relaxation begins, total

strain is held constant
w1, w2 deformation of sphere 1 and 2 owing to contact

pressure
x, y, z Cartesian coordinates
z1, z2 Cartesian coordinate projection of deforming

surface points, designated 1 and 2
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Abstract 0 After intravenous administration of MK-826, a new
carbapenem antibiotic, the compound exhibited nonlinear pharmaco-
kinetics in rats and monkeys. In both species, time-averaged plasma
clearance (based on total concentrations) increased about 5-fold over
the 10- to 180-mg/kg dose range. MK-826 was extensively plasma
protein bound in rat and monkey plasma, and the extent of binding
was concentration dependent at plasma concentrations achieved after
administration of these doses. Rosenthal analysis of the plasma protein
binding indicated that there were two classes of binding sites. The
binding capacity of the primary site was comparable to the plasma
albumin concentration, which suggested that this primary site consisted
of a single site on albumin. The extent of binding of MK-826 to rat
albumin was similar to that in whole plasma. Clearance values based
on unbound concentrations appeared independent of dose from 10
to 180 mg/kg, which is consistent with saturation of protein binding
as the primary cause of the nonlinear pharmacokinetic behavior.

Introduction

MK-826 is a carbapenem antibiotic intended for the
parenteral treatment of bacterial infections (see Figure 1).1
Preliminary studies indicate that MK-826 is bound exten-
sively to plasma proteins. Saturable plasma protein binding
can lead to nonlinear pharmacokinetic behavior.2,3 In the
present studies, dose-dependent clearance of MK-826 was
observed following intravenous (iv) administration to rats
and monkeys. This clearance was explained by concentra-
tion-dependent protein binding to two different classes of
plasma binding sites that probably reside on albumin.

Experimental Section

SynthesissMK-826 (formula weight of monosodium salt, 497.4)
was synthesized at Merck Research Laboratories (Rahway, NJ).

Animal StudiessMale Sprague-Dawley rats weighing 0.240
to 0.280 kg were purchased from Taconic Farms (Germantown,
NY) and housed under standard conditions with free access to food
and water. On the day prior to drug administration, a silicone
rubber/polyethylene cannula was implanted in a jugular vein while
the rats were under pentobarbital [40 mg/kg, intraperitoneally (ip)]
anesthesia.4

Intravenous doses of MK-826 (monosodium salt dissolved in
saline) of 10, 30, 60, and 180 mg/kg were administered by bolus
injection into the jugular vein cannula to four rats per dose level.
Male rhesus monkeys weighing 4.2 to 6 kg (Charles River, Key
Lois, FL, n ) 4) received the same dose levels as in the rat study,
iv via a cephalic or saphenous vein. The rat study was of
noncrossover design, but the monkeys received the MK-826 doses
in a crossover fashion at least 1 week apart. Blood samples were
drawn from rats before and 1, 3, 5, 15, and 30 min, and 1, 2, 3,
and 4 h after the iv administration of MK-826. In the monkey
studies, blood samples were obtained predose and at 5 and 30 min,
and 1, 2, 4, 6, 12, 16, and 24 h post dose. Heparin was added to
the blood samples to prevent clotting, and the resultant plasma
was immediately frozen on dry ice. When stored at -70 °C, the
compound was stable in plasma for at least 44 days; all assays
were completed within that time.

Protein BindingsProtein binding of MK-826 was measured
in triplicate in rat and monkey plasma by ultrafiltration over the
10- to 2000-µg/mL concentration range as previously described.5
This range includes the concentrations observed in vivo; after the
administration of the a 180-mg/kg dose to rats and monkeys, the
concentration in plasma at the initial sampling time was about
1000 µg/mL. Briefly, stock solutions of MK-826 in water were
added to freshly drawn plasma (pH 7.4) at 1% of total volume.
After incubation at 37 °C for 10 min, aliquots of plasma were
transferred to ultrafiltration devices (30 000 molecular weight
cutoff; Centrifree, Amicon, Danvers, MA) and centrifuged at 1500
x g for 15 min. The binding of MK-826 to albumin was assessed
similarly using solutions of rat (fraction V, fatty acid free) and
rhesus (fraction V, not fatty acid free, Sigma) albumin (40 mg/
mL). Concentrations of MK-826 in plasma and ultrafiltrate were
determined by a liquid chromatographic method. A preliminary
study showed that nonspecific binding of MK-826 to the ultrafil-
tration device was minor (<4%).

The binding capacity and association constants were estimated
by fitting the protein binding data to the following equation that
describes two classes of sites:

where B and U are the concentration of bound and unbound MK-
826; n1P1 and n2P2 are the binding capacities or concentrations of

* Corresponding author. Telephone: 215-652-5644. Fax: 215-993-
3533. E-mail: bradley_wong@merck.com.

Figure 1sChemical structure of MK-826.
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the first and second classes of binding sites, respectively; and K1
and K2 are the association constants for the first and second classes
of binding, respectively.6 This analysis assumes that the classes
of binding sites are mutually independent. The nonlinear regres-
sion analysis was performed with the RS/1 computer program
(version 4.2, BBN Software) using a weighting factor of 1/y2.

Pharmacokinetic AnalysissBecause of blood sample volume
constraints, unbound concentrations were calculated from total
concentrations in plasma (measured in vivo after administration
of MK-826) using the binding capacities and association constants
for the binding of MK-826 to plasma proteins. The relationship
between bound and unbound concentrations for two classes of
binding sites is described by

Substitution for bound concentration (Bound ) Total - Unbound)
permits calculation of unbound concentrations from total concen-
trations. In this study, K2 × U , 1, so eq 2 reduces to

which is a quadratic equation with one positive solution for
unbound concentration. This equation for calculating the unbound
concentrations for a drug that has two classes of binding sites is
similar to that reported previously for a drug with single binding
site.2

The terminal t1/2 of MK-826 was determined by linear regression
of the log-linear portion of the plasma concentrationstime profile.
Clearance (CL), based on either total or unbound plasma concen-
trations, was calculated as

where AUC is the area under the curve from time zero to infinity.
Clearance based on total concentration was shown to be dose-
dependent, so these are time-averaged values. The standard
method of calculating the volume of distribution at steady state
(Vdss) based on total drug concentrations is invalid when nonlinear
protein binding exists because it overestimates the steady-state
distribution volume of total drug.7,8 However, a corrected distribu-

tion volume Vdss
t may be calculated that theoretically better

reflects the distribution volume of total drug at steady state:8

where fp corresponds to the area-weighted average fraction un-

bound in the plasma7 and Vdss
u is the steady-state distribution

volume for unbound drug calculated by the standard method from
the unbound concentrations.7,8

Liquid Chromatographic Method for MK-826sPlasma
concentrations of MK-826 were measured by a direct-injection,
column-switching method with UV absorption detection at 298 nm.
Briefly, two columns connected by a switching valve provided
automated sample cleanup and analysis; the columns were a
Phenomenex (Torrance, CA) C18 Maxil-10 extraction column (50
× 4.6 mm) and a Whatman (Clifton, NJ) C18 Partisphere analyti-
cal column (125 × 4.6 mm). Plasma, buffered by the addition of

one volume of 1 M 2-[N-morpholino]ethanesulfonate (pH 6.5)
buffer, was injected directly onto the extraction column. Endog-
enous interfering components were diverted to waste for 5 min,
and then from 5 to 10 min the mobile phase was switched to
transfer MK-826 from the extraction column to the analytical
column. Mobile phase for the extraction column consisted of 0.025
M sodium phosphate (pH 6.5) buffer at a flow rate of 2 mL/min.
The analytical mobile phase consisted of the preceding buffer and
acetonitrile (95/5, v/v) at a flow rate of 2 mL/min. Under these
conditions, the retention time of MK-826 was 12 min. Replicate
analysis of calibration standards and spiked quality control
samples (n ) 5 per concentration) indicated that the method
provided >90% accuracy and variability of <10% over the 0.1- to
100-µg/mL concentration range.

Statistical AnalysissOne-way analysis of variance (ANOVA)
was used to assess the effect of dose on pharmacokinetic param-
eters. A log transformation of data was made when unequal
variances across dose levels were detected. Differences between
dose levels were evaluated using the Tukey multiple comparison
test.9

Results and Discussion
Following the iv administration of MK-826 to rats,

plasma concentrations increased less than dose-proportion-
ally, as shown by the dose-normalized AUC that decreased
with dose (Table 1). Over this 18-fold range of doses, the
dose-normalized AUC decreased by 5- to 6-fold. This
decrease was due to a 5-fold increase in the time-averaged
plasma clearance. A similar dose-dependent trend was
observed in monkeys. Because for drugs with a low extrac-
tion ratio the plasma clearance is proportional to the

Table 1sPharmacokinetic Parameters of MK-826 Based on Total Plasma Concentrationsa

rat monkey

dose, mg/kg
dose-normalized AUC,
(µg x min/mL)/(mg/kg) CL, mL/min/kg terminal t1/2, min

dose-normalized AUC,
(µg x min/mL)/(mg/kg) CL, mL/min/kg terminal t1/2, min

10 203 ± 50a,b,c 5.17 ± 1.30a,b,c 25 ± 9 3458 ± 696a,b,c 0.299 ± 0.061a,b,c 301 ± 24
30 107 ± 10c,d 9.34 ± 0.83c,d 34 ± 10 1475 ± 302b,e 0.700 ± 0.142b,e 290 ± 25
60 97.1 ± 11.8b,c 10.4 ± 1.3b,e 35 ± 5 1276 ± 181c,f 0.795 ± 0.102c,f 314 ± 38

180 38.1 ± 9.5a,d,e 27.5 ± 6.9a,d,e 48 ± 9 594 ± 53a,e,f 1.70 ± 0.15a,e,f 282 ± 13

a Shown as the mean (SD) of n ) 4 per group. Dose-normalized AUC, CL, and terminal t1/2 were evaluated by one-way ANOVA and Tukey’s multiple
comparison test. Values bearing the same superscript were judged to be different at p < 0.05. Abbreviations: AUC, area under the concentration−time curve from
time 0 to infinity; CL, time-averaged plasma clearance. Values for half-lives are harmonic mean. Standard deviation was calculated using the jackknife method.10

B )
n1P1 × K1 × U

1 + K1 × U
+

n2P2 × K2 × U
1 + K2 × U

(2)

(n2P2 × K2 × K1 + K1) × U2 + (n1P1 × K1 + n2P2 × K2 - T ×
K1 + 1) × U - T ) 0 (3)

CL ) Dose/AUC (4)

Vdss
t ) fp × Vdss

n (5)

Figure 2sMean plasma concentrations of MK-826 in rhesus monkeys after
iv administration of 10 to 180 mg/kg.

Table 2sBinding Capacities and Association Constants for the
Protein Binding of MK-826 in Rat and Monkey Plasmaa

animal n1P1, M K1, M-1 n2P2, M K2, M-1

rat 2.89 × 10-4 9.07 × 104 8.50 × 10-3 2.17 × 102

monkey 6.52 × 10-4 11.5 × 104 1.36 × 10-3 1.37 × 102

a Symbols: n1P1 and n2P2 are the binding capacities or concentrations of
the first and second class of binding sites, respectively; K1 and K2 are the
association constants for the primary and secondary classes of binding sites,
respectively.
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unbound fraction in plasma, the concentration dependence
of plasma protein binding was examined as a potential
mechanism for the nonlinear clearance.

MK-826 was bound extensively to rat and monkey
plasma proteins and the extent of protein binding was
concentration dependent. In rat plasma, the unbound
fraction was ca. 4% and remained constant up to 75 µg/
mL; however, the unbound fraction increased to 40% at
2000 µg/mL. In monkey plasma, the unbound fraction in
the linear range was 1.5% and then increased to 32% at
2000 µg/mL. The nonlinear binding range extended to
concentrations achieved in the dose proportionality study
(Figure 2). Rosenthal plots of the bound/unbound concen-
tration ratio versus bound concentration were biphasic,
consistent with two different classes of binding sites (Figure
3). When the data were fit to the equation describing two
classes of binding sites, there was good agreement between
the theoretical and observed values (the residual errors
were e11% and there was no systematic deviation between
the observed and calculated values). The binding capacities
of the primary binding sites (n1P1) in rat and monkey
plasma were 289 and 652 µM, respectively (Table 2), values
which are comparable to physiological albumin concentra-
tions.11 Binding capacity is the product of the number of
binding sites per protein molecule times the protein
concentration, so this similarity implied that the higher
affinity binding was to a single site on albumin. The
binding of MK-826 (25 µg/mL) to rat albumin was assessed
directly and found to be extensive (2.0 ( 0.1% unbound
fraction, n ) 3). Binding of MK-826 to monkey albumin
also was extensive, however, the unbound fraction was
higher than the free fraction in plasma (18 ( 0.5% versus
1.5 ( 0.2%). The reason for this result is unknown but could

be due to the presence of endogenous competitive displac-
ers, such as fatty acids, that form during the isolation of
albumin.

Pharmacokinetic parameters based on unbound concen-
trations would be independent of dose if saturation of
plasma protein binding was the primary cause of the dose-
dependent plasma clearance. Determination of the associa-
tion constants and binding capacities for the plasma protein
binding permitted the calculation of unbound pharmaco-
kinetic parameters from total plasma concentrations. In
rats, dose-normalized AUC and clearance based on calcu-
lated unbound concentrations in plasma appeared inde-
pendent of dose, confirming that the concentration-
dependent plasma protein binding was the primary cause
of the nonlinear plasma clearance (Table 3). The unbound
clearance in rats was very high (110-159 mL/min/kg) and
exceeded hepatic blood flow. However, preliminary studies
in rats indicate that dehydropeptidase-I, an enzyme that
is present in highest concentration in rodent lungs and
kidneys, is important to the clearance of MK-826 in this
species (data not shown). Kinetic analysis of unbound
concentrations showed similar results in monkeys over the
dose range examined, although the unbound clearance at
30 mg/kg appeared slightly higher than in the other dose
groups. During the initial period after administration of
MK-826 (30 min in mice and 4 h in monkeys after 180 mg/
kg), the unbound fraction in the nonlinear dose range was
increased because the concentrations achieved saturated
the primary albumin binding site. Clearance based on total
concentrations increased because of the higher unbound
fraction available for elimination.

Despite the dose-dependent plasma clearance, terminal
half-life was dose independent because this parameter
reflected decline during a period when concentrations were
within the linear protein binding range. The calculated

steady-state distribution volume (Vdss
t ), corrected for the

nonlinear protein binding, was relatively unchanged with
dose (ranges of means across the dose levels were 145-
151 and 84-122 mL/kg in rats monkeys, respectively). This
result suggested that despite the saturation of plasma
protein binding, the net shift of MK-826 out of the plasma
into the tissues was minor.

In summary, the dose-dependent increases in plasma
clearance of MK-826 in rats and monkeys were shown to
be the result of concentration-dependent plasma protein
binding. Initial clinical studies suggest that after high doses
of MK-826, the AUC in plasma also increases less than dose
proportionally.12
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Abstract 0 The effects of various classes of additives on the stability
of a protein with a relatively hydrophobic surface, Humicola lanuginosa
lipase (HLL), during lyophilization and storage in the dried solid, were
investigated. Prior to lyophilization, it was found that 1 M trehalose or
1% (wt/vol) Tween 20 caused the protein to precipitate. Infrared
spectroscopy indicated that trehalose “salted-out” native HLL, whereas
Tween 20 induced non-native aggregates. Optimal recovery of native
protein in the initial dried solid was obtained in the presence of
additives which formed an amorphous phase and which had the
capacity to hydrogen bond to the dried protein (e.g., trehalose and
sucrose). Additives which crystallized during lyophilization (e.g.,
mannitol) or which remained amorphous, but were unable to hydrogen
bond to the dried protein (e.g., dextran), afforded less stabilization
relative to that seen in the absence of additives. Optimal storage
stability in the dried solid required that both protein unfolding during
lyophilization was minimized and that the formulation was stored at a
temperature below its Tg value. Crystallization of sucrose during storage
greatly reduced the storage stability of HLL. This was attributed to
the increased moisture content and the reduced Tg value in the
remaining amorphous phase containing the protein. Sucrose crystal-
lization and the resulting damage to the protein were inhibited by
decreasing the mass ratio of sucrose:protein.

Introduction
Mechanisms that are proposed to account for stabiliza-

tion of proteins acutely during lyophilization and long-term
during storage in the dried solid are based mainly upon
studies using globular proteins with a typical hydrophilic

surface. It has been found that, in addition to formation of
an amorphous phase in the dried solid, the ability of the
additive to hydrogen bond to the dried protein and thus
act as a water substitute also is required for optimal
protection of a protein during the lyophilization process.1
Furthermore, it has been found that long-term storage
stability depends on two factors: (1) formation of a an
amorphous phase containing protein and additive and
maintenance of the formulation glass transition tempera-
ture (Tg) above the storage temperature, and (2) preserva-
tion of native, aqueous protein secondary structure during
lyophilization.2-4

To determine if the same mechanisms may account for
stabilization of a soluble, globular protein which has a
much more hydrophobic surface than proteins typically
studied, the current study investigates the effects of
additives with selected properties on the acute and long-
term stability of lyophilized Humicola lanuginosa lipase
(HLL). HLL is a well-characterized protein5,6 that has a
predominantly hydrophobic surface exposed to the solvent,
as determined by hydrophobicity plots.7 HLL is used as an
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enzymatic detergent additive8 and has shown potential as
a therapeutic protein for exocrine pancreatic insufficien-
cies.9 The additives tested were mannitol, dextran, treha-
lose, and sucrose.

Sugars are often used to stabilize proteins during lyo-
philization and during subsequent storage in the dried
solid. However, similar to other reports,10-12 we have
recently observed that crystallization of a sugar from the
amorphous state during storage can drastically reduce
protein storage stability.2 Crystallization of amorphous
sugars is usually only observed on a reasonable time scale
of weeks to months during storage at temperatures close
to or above the formulation Tg value.13 Crystallization can
be due to increased moisture contents (e.g., because of
moisture transfer from the vial stopper to the dried
formulation)14,15 or simply due to prolonged storage.16

Recently, it has been shown that proteins, at an adequately
high protein:sugar mass ratio, are able to prevent crystal-
lization of either sucrose17 or trehalose18 from the dried
solid. However, since the Tg value of sucrose is much lower
than that of trehalose at similar moisture contents,19,20 it
is expected that sucrose may crystallize at lower temper-
atures than trehalose. Thus, another objective of the
current study is to determine the effects of varying protein:
sugar mass ratios on the capacity of HLL to inhibit
crystallization of sucrose or trehalose during storage.

In addition to issues involving sugar crystallization, it
is generally of interest to investigate the relative stabilizing
effects of sucrose or trehalose on the acute and long-term
stability of proteins. This topic has been the subject of many
publications.12,19-21 Trehalose has been shown to provide
improved storage stability at high storage temperatures
to proteins2,22 and to liposomes20 compared to that provided
by sucrose. However, no study to date has addressed the
relative effectiveness of the disaccharides as stabilizers for
a protein with a relatively hydrophobic surface, such as
HLL.

Materials and Methods
MaterialssRecombinant Humicola lanuginosa lipase (HLL),

expressed in Aspergillus oryzae,5 was a kind gift from Novo
Nordisk A/S (Bagsværd, Denmark). The protein was obtained as
a lyophilized, additive-free powder containing >95% HLL (by
activity assay). Potassium phosphate, mannitol, dextran (Leu-
conostoc mesenteroides, Strain no. B-512, Average MW 162 kDa)
and poly(oxyethylene) sorbitan monolaurate (Tween 20) were
obtained from Sigma Chemical Co. (St. Louis, MO). Sucrose and
trehalose were purchased from Pfanstiehl Laboratories (Waukeg-
an, IL). All other chemicals and reagents were obtained from
Sigma Chemical Co. (St. Louis, MO), except as indicated below.

Formulation PreparationsHLL was dissolved in 10 mM
potassium phosphate buffer (pH 10, at 23 °C) at 4 mg/mL (E280 nm
(1%) ) 14.68)6 and mixed in a 1:1 (vol:vol) ratio with the respective
additive solutions (prepared at twice the desired concentration
using phosphate buffer) to obtain a final HLL concentration of 2
mg/mL and the final desired additive concentration. Formulations
were subsequently aliquotted (1.0 mL) into 5 mL lyophilization
vials (21 mm ID) (West Company, Lionsville, PA).

LyophilizationsThe protein formulations were lyophilized in
a FTS Durastop µP microprocessor controlled freeze-drier (Ston-
eridge, NY) as previously described.2 After drying was complete,
the vials were capped under vacuum using butyl stoppers from
the West Company (formulation no. 4416) (Lionsville, PA). None
of the formulations showed any evidence of cake collapse following
lyophilization.

Storage StudiessFollowing lyophilization, vials were incu-
bated at 40 or 60 °C and analyzed following 0, 14 days, 1 and 3
months. Control formulations were stored at -80 °C and analyzed
following 3 months. Following storage, formulations were rehy-
drated to 1 mg/mL HLL with deionized, distilled water and filtered
to remove insoluble aggregates, and the filtrate was analyzed as
described below. Triplicate vials from each formulation were

assayed at each time point. No differences were seen between
formulations assayed at t ) 0 and the control formulations stored
at -80 °C (results not shown).

Analytical MethodssSize exclusion high performance liquid
chromatography (HPLC-SEC) was performed by using a Dionex
HPLC (Sunnyvale, CA) equipped with a GP40 gradient pump and
an AD20 detector, using a detection wavelength of 215 nm. The
amount of native, monomeric protein molecules and non-native
soluble aggregates were quantitated using a Zorbax G250 column
(MACMOD Analytical Inc., Chadds Ford, PA) eluted with 1 M
sodium phosphate in phosphate-buffered saline solution (120 mM
sodium chloride, 2.7 mM potassium chloride, 10 mM monobasic
potassium phosphate; pH 7.4, at 23 °C) at a flow rate of 1.0 mL/
min. Between 1 and 20 µg of protein were injected onto the column.
The masses of native, monomeric HLL and soluble aggregates were
calculated based on peak areas eluting at 11.2 min and between
9.1 and 11.0 min, respectively. Results were expressed as percent-
age of the native, monomeric protein mass present in solution prior
to freeze-drying.

The amount of the protein-forming insoluble aggregates was
calculated and reported as previously described.2 To test whether
protein could also be lost from solution due to adsorption to the
vial or stopper during lyophilization and rehydration, the total
protein content was estimated by a Bradford assay using bicin-
choninic acid (BCA) (Pierce, Rockford, IL) as a reagent. For all
preparations, 100% of the protein was recovered in the rehydrated
formulations (data not shown), indicating that minimal protein
was lost due to adsorption to surfaces.

HLL Activity AssaysHLL activity was assessed by the ability
of the protein to hydrolyze tributyrin according to a slightly
modified method originally described by Holmquist et al.5,6 The
amount of sodium hydroxide (Merck, Damstadt, Germany) re-
quired to neutralize hydrolyzed tributyrin (Merck, Damstadt,
Germany) was monitored as a function of time employing a pH-
stat titrator. The substrate solution (pH 7, at 30 °C) containing
tributyrin (0.159 M) and gum arabic (0.094%, wt/vol) in water was
emulsified using a blender for 20 s and subsequently stirred using
a magnetic stir plate for 20-30 min. The HLL formulations were
dissolved in 0.01 M glycine (Merck, Damstadt, Germany) (pH 10.6,
at 23 °C) to yield a final concentration of approximately 1 mg/mL.
The reaction was started by the addition of HLL solution to a
stirred, thermostated (30 °C) substrate solution. The pH was
maintained automatically with sodium hydroxide (0.05-0.1 M)
using a Titralab 90 (Radiometer, Copenhagen, Denmark) equipped
with an ABU900 autoburet (Radiometer, Copenhagen, Denmark)
connected to a Titration Manager TIM900 (Radiometer, Copen-
hagen, Denmark). The amount of base required to maintain pH
at 7.0 during 5 min of titration was recorded and used to calculate
the hydrolytic activity of a given HLL formulation. Results are
reported as mean values (( standard deviation) of three vials
assayed in duplicate.

The enzymatic activity of HLL in solution prior to lyophilization
was not determined. However, acute recovery of enzymatic activity
in the lyophilized and rehydrated formulations averaged 97% (
5% compared to a standard solution of freshly prepared HLL (1
mg/mL), and this value was therefore used as initial recovery of
enzymatic activity at t ) 0.

Karl Fisher Moisture AnalysissThe relative amount of moisture
was determined by preparing samples in a dry nitrogen purged
glovebox and assaying for water content using a Mettler DL37
KF coulometer (Hightstown, NJ) as previously described,2 except
that slightly larger aliquots (2-5 mL) of a 1:1 (vol:vol) methanol:
formamide mixture were used to dissolve the dried formulations
compared to that previously used (1 mL aliquots).

X-ray DiffractionsX-ray powder diffraction was recorded with
a Guinier powder diffraction camera, XDC-700 (Incentive Research
& Development AB), using Cr KR1 (l ) 2.290 Å) radiation. Small
amounts of dried solid (5-10 mg) was placed in a sample disk,
and the sample was subjected to radiation for approximately 30-
45 min. The film was developed, and crystallization was detected
as distinct band patterns characteristic for the crystallized mate-
rial (sucrose).

Sodium dodecyl lauryl sulfate polyacrylamide gel electrophoresis
(SDS-PAGE), using nonreduced and reduced samples, was per-
formed as previously described.2 The gels showed a faint band
corresponding to the molecular weight of a dimer in all stored and
rehydrated formulations which had more than 20% soluble ag-
gregates, as determined by size-exclusion chromatography (data
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not shown). The band was present in both nonreduced and reduced
samples assayed by SDS-PAGE, indicating that the covalently
bonded dimer is formed by mechanisms other than disulfide
scrambling. No bands corresponding to low molecular weight
fragmentation products were observed (not shown).

Infrared (IR) SpectroscopysInfrared spectra of liquid and dried
HLL formulations were recorded at 23 °C using a Nicolet Magna
550 infrared spectrometer (Madison, WI) as previously described.2
Spectra were processed according to previously established crite-
ria.23

Differential scanning calorimetric (DSC) analysis was also
conducted as previously described2 using a Perkin-Elmer DSC-7
(Norwalk, CT). Briefly, samples were heated at 10 °C/min to a
final temperature of 180 °C. Selected samples were then cooled
and reheated to 50-100 °C above the glass transition temperature
to ensure reversibility of the glass transition. The degree of
crystallinity of PEG or mannitol was calculated by dividing the
enthalpy per gram of PEG or mannitol in an experimental
formulation by the value obtained for the respective reference
material and multiplying the result by 100.2 Reference materials
were taken from the supplier’s bottle (Sigma Chemical Co., St.
Louis, MO).

Results and Discussion

Effect of Additives on Secondary Structure in
SolutionsTo determine if the presence of an additive
induced secondary structural changes in HLL prior to
lyophilization, protein infrared spectra in the conforma-
tionally sensitive amide I region were compared. The
second derivative spectrum for the protein prepared in
buffer alone is shown in Figure 1. The component bands
can be assigned as follows:24 bands at 1631, 1635, and 1689
cm-1 are due to â-sheet, the band at 1649 cm-1 is due to
random elements, the band at 1657 cm-1 is due to R-helix,
and the bands at 1668 and 1679 cm-1 are often assigned
to turn structures. The spectra for the protein prepared in
the presence of 1 M sucrose, 0.5 M mannitol, or 5% (wt/
vol) dextran were essentially identical to that for the
protein in buffer alone (data not shown). Thus, these
additives do not alter the secondary structure of the protein
in solution.

However, unexpectedly, in the presence of 1 M trehalose
or 1% (wt/vol) Tween 20, the protein formed a white

precipitate. Such behavior has not been reported previously
in several studies of more typical globular proteins with
relatively hydrophilic surfaces and may thus be attributed
to the surface hydrophobicity of HLL. To gain insight into
the process causing precipitation, we used infrared spec-
troscopy to study the protein secondary structure. The
spectrum for the precipitate formed in 1 M trehalose was
very similar to that for native, soluble protein, indicating
that precipitation did not alter protein secondary structure
(Figure 1A). Diluting the solution with buffer caused the
precipitate to dissolve completely (data not shown). Thus,
it appears that trehalose can “salt-out” HLL. Reversible
precipitation and retention of native protein secondary
structure in precipitates have previously been noted for
interferon-γ salted-out with PEG,25 and for lactate dehy-
drogenase, chymotrypsinogen, bovine serum albumin, and
insulin salted-out with poloxamer.26

Salting-out of proteins by additives can be explained by
the Timasheff preferential exclusion mechanism. The salt-
ing-out agents are preferentially excluded from the protein
surface, which increases protein chemical potential and
reduces solubility.27 Interestingly, HLL remained soluble
in 1 M sucrose but was salted-out with 1 M trehalose.
Sucrose and trehalose have both been shown to be prefer-
entially excluded to a similar degree from the surface of
ribonuclease A, a protein with a more typical predomi-
nantly hydrophilic surface.27,28

The preferential interactions of sugars with a protein
with a more hydrophobic surface such as HLL have not
been studied. However, trehalose has been found to interact
less favorably with poly(ethylene glycol) (PEG) than does
sucrose.29 PEG attains a more hydrophobic surface at
higher temperatures due to conformational alterations.30

Izutsu and colleagues found that trehalose depressed the
cloud point of PEG (i.e., the temperature above which PEG
separates as a precipitate from an aqueous solution) to a
greater degree than sucrose. The lower solubility of PEG
in the presence of trehalose is thought to be due to a greater
repulsion between PEG and trehalose than between PEG
and sucrose.29 In turn, this difference has been attributed
to differences between sucrose and trehalose stereochem-
istry.30,31 That of trehalose fosters a larger volume of
hydration and thus a more favorable interaction with water
and a less favorable interaction with apolar molecules.
Therefore, trehalose is expected to interact less favorably
with hydrophobic molecules such as PEG or HLL than does
sucrose.

Contrary to the trehalose-induced precipitate, the pre-
cipitate induced by Tween 20 did not dissolve upon dilution
in buffer (data not shown), and the infrared spectrum of
the protein precipitate was substantially altered compared
to that of native HLL (Figure 1B). The presence of large
infrared bands at 1614 and 1696 cm-1 are due to an
intermolecular â-sheet,32,33 suggesting that the precipitated
protein was composed of non-native aggregates. Aggrega-
tion via the formation of non-native â-sheet structure is
commonly seen for proteins under denaturing conditions
such as high temperature, extremes in pH, or the presence
of chaotrophs such as urea, guanidine hydrochloride, or
thiocyanate.32,33 Thus, in contrast to the “salting-out” noted
in the presence of trehalose, Tween 20 alters the native
conformation to a sufficient degree that the non-native
molecules form intermolecular contacts and precipitate.
Interaction of HLL with the Tween 20 micelle-water
interface and/or direct binding of Tween 20 to the protein’s
surface may be responsible for perturbation of the native
protein structure. For proteins with a more typical hydro-
philic surface such as Factor XIII2 and subtilisin,34 Tween
20 does not alter the native structure of the protein.

Figure 1sArea-normalized, second derivative infrared amide I spectra of
native, aqueous HLL in buffer alone (10 mM phosphate buffer, pH 10, at 23
°C) (s) and of HLL precipitate (---) induced by 1 M trehalose (A) or 1%
(wt/vol) Tween 20 (B).
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Thus, it appears that the effects of additives on the
structure and solubility of the hydrophobic protein HLL
in aqueous solution are quite different from those noted
with more typical soluble, globular proteins that have a
more hydrophilic surface exposed to the solvent. The next
question we addressed is whether different behaviors also
are manifested during the lyophilization process.

Acute Stability during Freeze-Drying and Rehydra-
tionsTo assess initially the effects of freeze-drying, HLL
was lyophilized in the absence of additives. Figure 2A
shows that the infrared spectrum of the dried protein was
substantially altered relative to that of the native, aqueous
protein. In general, the components bands in the amide I
region for the spectrum of the dried protein appeared
broader and had decreased resolution. This is typical of
many lyophilized proteins.2,35 In addition, there was a
decrease in absorbance of the bands at 1635, 1649, 1657,
and 1668 cm-1 which was compensated for by an increase
in absorbance at 1645 cm-1 and in the region from 1684 to
1694 cm-1 (Figure 2A). Together, these changes indicated

that HLL was unfolded in the dried solid. Upon rehydra-
tion, however, 100% native, monomeric protein was recov-
ered (Table 1). Thus, it appeared that refolding of HLL was
favored over aggregation during rehydration.35

To determine if the water replacement mechanism
shown to account for protection of more hydrophilic pro-
teins during lyophilization2-4 also accounts for protection
of more hydrophobic proteins, HLL was lyophilized in the
presence of representative additives, which previously have
been shown to (1) remain amorphous and hydrogen bond
to the dried protein (trehalose or sucrose),1 (2) fail to protect
due to crystallization (mannitol),10 or (3) remain amor-
phous, but fail to protect the protein because steric
hindrance eliminates effective hydrogen bonding to the
dried protein (dextran).36

The second derivative amide I infrared spectra for the
protein dried with 300 mM mannitol or 5% (wt/vol) dextran
were more perturbed than that for HLL lyophilized without
additives (Figure 2B,C). There was a further decrease in
absorbance at 1635 cm-1 and greater band broadening. In
addition, the recovery of native, monomeric protein was
slightly less with mannitol than that noted for the protein
lyophilized without additives (Table 1). Dextran had little
effect on the recovery of native, monomeric protein (Table
1).

Differential scanning calorimetric analysis (see Methods)
documented that 85% of the mannitol mass was crystal-
lized in the dried solid (not shown). Apparently the
remaining 15% of mannitol, corresponding to a 4:1 mass
ratio of mannitol:HLL, did not afford protection to the
protein during lyophilization. This is consistent with
results observed for more hydrophilic proteins.2,10

In contrast, differential scanning calorimetry showed
that dextran was completely amorphous in the dried solid
containing HLL (data not shown). The failure of amorphous
dextran to inhibit protein unfolding may be due to steric
hindrance making it unable to hydrogen bond with the
dried protein. In addition, potential separation of dextran
and protein into separate dextran-rich and protein-rich
amorphous phases37 could have caused greater damage to
the protein during lyophilization.

Finally, the effects of sucrose and trehalose were tested.
Both disaccharides formed amorphous phases (Table 1)
during lyophilization and are known to have the ability to
hydrogen bond to the protein during dehydration.1,35

Infrared spectra of HLL lyophilized in the presence of
either concentration (50 or 300 mM) of trehalose (Figure
2D) or sucrose (Figure 2E) were more nativelike than those
of HLL lyophilized without additives (Figure 2A). The
bands near 1648, 1657, and 1668 cm-1 were better resolved,
and the absorbance in the region from 1684 to 1694 cm-1

Figure 2sArea-normalized second derivative infrared amide I spectra of HLL
in the native, aqueous state (s) and when lyophilized in the absence of
additives (‚‚‚), or in the presence of additives (---): No additives (A), 300 mM
mannitol (B), 5% (wt/vol) dextran (C), 50 mM (---) or 300 mM (−‚‚−) trehalose
(D), or 50 mM (---) or 300 mM (−‚‚−) sucrose (E).

Table 1sLyophilized Formulation Characteristics

formulation
% native

monomera glassyb Tg,b °C % moisturea

no additives 100 ± 0.5 yes ndc <0.5
300 mM mannitol 93 ± 1.8 no nad 1.3 ± 0.5
5% (wt/vol) dextran 96 ± 1.8 yes ndc 0.6 ± 0.3
50 mM trehalose 98 ± 1.6 yes 95 0.9 ± 0.7
300 mM trehalose 95 ± 1.2 yes 100 0.5 ± 0.1
50 mM sucrose 102 ± 1.2 yes 70 1.0 ± 0.5
300 mM sucrose 99 ± 0.3 yes 70 1.2 ± 0.6

a Values are reported as mean of three vials from each formulation
(±standard deviation). Native, monomer recovery was determined by size
exclusion chromatography. Moisture content was determined by Karl Fisher
titration and reported as % (g H2O/100 g dried solid). b Determined by
differential scanning calorimetry (see Methods). c nd ) no glass transition
detectable. Previous literature42,43 indicates that the Tg may be above the
highest storage temperature (60 °C). d na ) not applicable, mainly crystalline
material.
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was reduced to a level more closely resembling that seen
in the spectrum of the native, aqueous protein (Figure
2D,E). The spectrum of HLL lyophilized with sucrose
(Figure 2E) had slightly less broadening of the 1635 cm-1

band compared to that seen in the spectrum of HLL
lyophilized with trehalose (Figure 2D), suggesting that
structural preservation by sucrose was somewhat better
than that by trehalose. Thus, despite the less favorable
interaction between HLL and trehalose than between HLL
and sucrose in aqueous solution, similar levels of structural
protection are noted during freezing-drying and rehydra-
tion. Also, slightly better band resolution was achieved in
spectra of HLL lyophilized in the presence of 300 mM
disaccharide compared to formulations prepared in 50 mM
disaccharide (Figure 2D,E). Preliminary studies showed
band resolution in the spectra of the dried protein increased
when HLL was lyophilized with increasing disaccharide
concentrations ranging from 10 to 300 mM (unpublished
results). Finally, more than 95% of native, monomeric
protein was recovered after rehydration of HLL formula-
tions lyophilized with either disaccharide (Table 1). Taken
together, these results indicate that sucrose and trehalose
are far superior to mannitol and dextran at inhibiting
lyophilization-induced unfolding of HLL.

Long-Term Storage StabilitysIt has been proposed
that storage stability of a protein in the dried solid only
depends on using an amorphous additive and on maintain-
ing the formulation at a temperature below its Tg value.38

However, in the only three published studies (with inter-
leukin-1 receptor antagonist, Factor XIII, and interleukin-
2), in which both protein structure and glass transition
temperature of the dried solid have been determined,2-4 it
was found that long-term stability of a protein in the dried
solid depended both on minimizing protein unfolding
during the lyophilization process as well as on storage at
a temperature below the formulation Tg value. If the only
requirement for storage stability of HLL is that formula-
tions must be stored in the amorphous solid at tempera-
tures below the Tg value,38 then formulations containing
either dextran, trehalose, or sucrose should show optimal
stability (Table 1). If, in addition, preservation of native
structure in the dried solid is also important,2-4 then only
trehalose and sucrose should provide optimal stability
(Figure 2).

However, storage stability of a dried protein may also
be compromised if the sugar additive crystallizes during
storage.11,12 Sugar crystallization usually occurs at tem-
peratures close to or above the formulation Tg value and
can be minimized by increasing the mass ratio of protein
to sugar.17,18 Since the initial Tg values of the trehalose
containing HLL formulations were 25-30 °C higher than
those of the sucrose-containing formulations (Table 1), it
would be expected that during storage at 40 and 60 °C,
HLL formulations containing sucrose (especially at the
higher initial sucrose concentration) would be more prone
to sugar crystallization than those containing trehalose.

HLL was stored without additives to assess the storage
stability of the protein alone. The additive-free formulation
had a residual moisture level of less than 0.5% (g H2O/g
dried solid) (Table 1). Similar to what has been observed
for other proteins,2,17 a glass transition for the HLL
formulation was not discernible by differential scanning
calorimetric analysis (data not shown). The glass transition
temperature of dried HLL was probably well above either
storage temperature, since dried protein Tg values have
been estimated to be between 100 and 200 °C.39 Thus, if
storage in the amorphous solid at temperatures below the
Tg value was the only important factor accounting for long-
term storage stability of the hydrophobic protein, it would

be expected that HLL without additives would exhibit good
storage stability.

Following rehydration of the formulation, which had
been stored for 14 days at either 40 and 60 °C, loss of
native, monomeric HLL (Figure 3) was seen. This was
mainly due to formation of insoluble aggregates in the
formulation stored at 40 °C (Figure 5A) and formation of
approximately equal amounts of soluble and insoluble
aggregates at 60 °C (Figures 4B, 5B). Larger effects were
noted in the formulation stored at 60 °C than at 40 °C
(Figures 3-6). There was a much larger loss of hydrolytic
activity (Figure 6) compared to loss of native, monomeric
protein (Figure 3) after 3 months storage. This suggested
that chemical degradation in addition to physical degrada-
tion (aggregation) was taking place. Chemical degradation
such as deamidation and oxidation has previously been
observed in lyophilized protein formulations during storage
of the dried solid.40 Taken together, these results document
that storage of HLL at temperatures below the Tg value
was not sufficient to ensure optimal storage stability,
similar to that noted for several other more hydrophilic
proteins.2,3,40,41

To determine if the damage assessed after storage and
rehydration was accompanied by structural alterations in
the dried solid, infrared spectra of the dried formulations
stored at either temperature were recorded. Figure 7A
shows that the structural alterations initially induced
during the lyophilization process were augmented after
storage for 3 months at either 40 or 60 °C. Absorbances of
the bands at 1635 and 1657 cm-1 were further decreased,
and this was compensated for by a further increase in
absorption in the 1684 to 1694 cm-1 region. The modest
increase in absorbances at 1694 cm-1 might be due to an

Figure 3sRecovery of native, monomeric HLL as a function of time as
determined by size exclusion chromatography. The recovery was determined
as the percentage of native, monomeric protein relative to that present in
solution prior to lyophilization. Formulations were stored at 40 °C (A) or 60
°C (B) in the absence of additives (solid circle) or in the presence 300 mM
mannitol (solid triangle, down), 5% (wt/vol) dextran (open diamond), 50 mM
trehalose (solid triangle, up), 300 mM trehalose, (open triangle, up), 50 mM
sucrose (solid square), or 300 mM sucrose (open square). Each data point
represents the mean of 3 vials ± standard deviation.
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intermolecular â-sheet, reflective of the formation of protein
aggregates in a small fraction of the dried protein mol-
ecules.32,33,35 However, the much greater formation of
soluble aggregates noted after rehydration of the formula-
tion stored at 60 °C compared to that measured for the
formulation stored at 40 °C (Figure 4) was not reflected in
the infrared spectra of the dried protein, which were very
similar. Thus, it appears that aggregation during rehydra-
tion was more pronounced for the formulation stored at
60 °C.

Compared to the formulation prepared without additive,
the formulation prepared with 300 mM mannitol had a
greater loss of native, monomeric protein (Figure 3) and of
hydrolytic activity (Figure 6) and increased formation of
both soluble and insoluble aggregates during storage at
either 40 or 60 °C. The one exception was the formulation
stored at 60 °C which showed a decrease in the amount of
soluble aggregates (Figure 4B) between 1 and 3 months
storage concomitant with a large increase in the amount
of insoluble aggregates (Figure 5B). Similar to that seen
in the absence of additives, there was a larger decrease in
recovery of hydrolytic activity (Figure 6) than that of native,
monomeric protein (Figure 3), indicating that chemical
degradation, in addition to physical degradation, was
taking place.

Interestingly, secondary structural changes were not
observed following storage for 3 months at either temper-
ature (Figure 7B). It may have been that the amorphous
mannitol in the formulation provided spatial separation
between the protein molecules, thus preventing protein
structural changes, resolvable by infrared spectroscopy, in

the dried solid. The extensive aggregation noted after
rehydration, however, indicated that mannitol was not able
to inhibit aggregation during rehydration.

The poor storage stability of HLL lyophilized in the
presence of mannitol is consistent with previous studies,
which have shown that additives, which crystallized during
lyophilization, afforded poor storage stability to several
proteins.2,10-12 The cause of the increased degradation of
HLL in the mannitol formulation compared to that in the
formulation without additives was not clear. There was not
any increase in mannitol crystallinity during storage, based
on analysis of the formulation with differential scanning
calorimetry (data not shown). However, even though a glass
transition was not apparent in the thermograms of the
mannitol formulations, it may be that the Tg value of the
amorphous solid of this formulation was lower than that
for the formulation prepared without additives, resulting
in reduced storage stability of the mannitol formulation.

To assess the effect of forming an amorphous solid with
a Tg value above the storage temperature, HLL was stored
in the presence of 5% (wt/vol) dextran. The amorphous solid
formed in the presence of dextran had a moisture content
of 0.6% (Table 1). No glass transition was detected by
differential scanning calorimetric analysis (data not shown).
Dextrans are known to form amorphous solids with Tg
values increasing with the molecular weight of the dext-
ran.42 Since dextran with an average molecular weight of
40 kDa and a moisture content of 4% has previously been
shown to exhibit a glass transition at temperatures corre-
sponding to 90-100 °C,43 it is assumed that the Tg value

Figure 4sFormation of soluble aggregates as a function of time as determined
by size exclusion chromatography. The amount of soluble aggregates formed
was determined as the amount of soluble aggregates present in the stored
and rehydrated formulations relative to the initial amount of native, monomeric
protein present in solution prior to lyophilization. Formulations were stored at
40 °C (A) or 60 °C (B) in the absence of additives (solid circle) or in the
presence 300 mM mannitol (solid triangle, down), 5% (wt/vol) dextran (open
diamond), 50 mM trehalose (solid triangle, up), 300 mM trehalose, (open
triangle, up), 50 mM sucrose (solid square), or 300 mM sucrose (open square).
Each data point represents the mean of 3 vials ± standard deviation.

Figure 5sFormation of insoluble aggregates as a function of time. The amount
of insoluble aggregates present in the stored and rehydrated formulations
was calculated as the difference between the initial mass of native, monomeric
protein present in solution prior to lyophilization minus the mass of recovered
soluble protein (native, monomeric protein and soluble aggregates). Formula-
tions were stored at 40 °C (A) or 60 °C (B) in the absence of additives (solid
circle) or in the presence 300 mM mannitol (solid triangle, down), 5% (wt/vol)
dextran (open diamond), 50 mM trehalose (solid triangle, up), 300 mM
trehalose, (open triangle, up), 50 mM sucrose (solid square), or 300 mM
sucrose (open square). Each data point represents the mean of three vials ±
standard deviation.
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of the current dextran formulation (average molecular
weight of dextran ) 162 kDa) was well above either storage
temperature used in the current study.

Dextran did not substantially improve recovery of native,
monomeric protein (Figure 3) nor decrease the formation
of aggregates (Figures 4, 5) following rehydration of the
formulation stored at 40 °C compared to that observed for
the formulation without additives. However, a slight
improvement in recovery of hydrolytic activity (Figure 6)
was observed in the dextran-containing formulation stored
at 40 °C. In addition, dextran slightly improved storage
stability of the formulation stored at 60 °C compared to
that observed in the formulation without additives (Figures
3-6). At both storage temperatures, loss of hydrolytic
activity (Figure 6) following storage and rehydration was
not much larger than the loss of native, monomeric protein
(Figure 3), suggesting that dextran may stabilize against
putative chemical degradation to a greater degree than that
seen in the absence of additives.

Figure 7C shows that potential secondary structural
changes arising during storage in the dried solid were not
detectable with infrared spectroscopy. This is consistent
with the results observed for Factor XIII2 and interleukin-
2.4 Dextran may inhibit structural transitions in the dried
solid because it forms an amorphous phase with a high Tg
value, which restricts alterations in protein conformation,
and also because amorphous dextran is able to spatially
separate protein molecules in the dried solid.38

The partially improved stability of HLL in the presence
of dextran is attributed to storage in an amorphous solid
at temperatures substantially below the Tg value of the

dextran formulation, suggesting that the same criterion,
which is necessary for storage stability of hydrophilic
proteins, also is important for hydrophobic proteins. How-
ever, also similar to that observed for hydrophilic proteins,2
this mechanism alone did not appear to be sufficient for
optimal storage stability of HLL.

Both concentrations of trehalose (50 mM or 300 mM)
formed an amorphous cake with a low moisture content
and a Tg value substantially greater than either storage
temperature (Table 1), and afforded optimal stability
following 3 months storage at either temperature (Figures
3-6). Minor structural alterations were induced during
storage in the dried solid in the presence of either concen-
tration of trehalose (Figure 8A,B). These alterations,
however, were not reflected in the recovery of either native,
monomeric (Figure 3) nor hydrolytically active molecules
(Figure 6) in the stored and rehydrated formulations. This
may have been because trehalose afforded an environment
conducive to refolding upon rehydration.4

The increased storage stability relative to that noted
with dextran is attributed to the greater retention of native
protein structure during the initial lyophilization process
(Figure 2). Thus, as has been documented for more hydro-
philic proteins, for the relatively hydrophobic HLL, storage
at a temperature below the Tg value of the amorphous
phase as well as preservation of native structure during
lyophilization are critical for storage stability.

Sucrose at either concentration (50 mM or 300 mM)
formed an amorphous solid with an initial Tg value above
the highest storage temperature (Table 1). In addition,
sucrose was able to minimize lyophilization-induced struc-
tural alterations (Figure 2E). Figures 3-6 show that the
formulation containing 50 mM sucrose stored at either
temperature and also the formulation containing 300 mM
sucrose stored at 40 °C were as effective at stabilizing HLL

Figure 6sRecovery of hydrolytic activity as a function of time as determined
by the activity assay. The recovery of hydrolytic activity was determined as
the hydrolytic activity of the stored and rehydrated formulations relative to the
initial hydrolytic activity of a given formulation prior to lyophilization. Formulations
were stored at 40 °C (A) or 60 °C (B) in the absence of additives (solid
circle) or in the presence 300 mM mannitol (solid triangle, down), 5% (wt/vol)
dextran (open diamond), 50 mM trehalose (solid triangle, up), 300 mM
trehalose, (open triangle, up), 50 mM sucrose (solid square), or 300 mM
sucrose (open square). Each data point represents the mean of 3 vials ±
standard deviation.

Figure 7sEffect of 3 months storage at 40 °C (‚‚‚) or 60 °C (---) on the
area-normalized, second derivative amide I infrared spectra of lyophilized HLL.
Changes were compared to those induced during lyophilization (s). Formula-
tions were lyophilized and stored in the absence of additives (A), or in the
presence of 300 mM mannitol (B), or 5% (wt/vol) dextran (C).
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as either concentration of trehalose. However, at 60 °C, 300
mM sucrose afforded minimal stability.

Relatively small secondary structural changes were seen
in the formulation containing 50 mM sucrose following
storage at either temperature and in the formulation
containing 300 mM sucrose stored at 40 °C (Figure 8C,D).
However, the infrared spectrum of the protein stored with
300 mM sucrose at 60 °C showed substantial alterations
(Figure 8D). Decreases in absorbances at 1635 and 1657
cm-1 were indicative of loss of native structure. In addition,
increased absorbances at 1614 and 1695 cm-1 were due to
intermolecular â-sheet formation, which suggested that
aggregation was occurring in the dried solid during stor-
age.35 These changes were consistent with the large amount
of aggregates formed upon rehydration.

Thus, at the higher storage temperature (60 °C) sucrose
was able to stabilize HLL at high protein:sucrose ratio
corresponding to 12% protein [g protein/g (protein+sucrose)]
but not at low protein: sucrose ratio (2% protein). Dif-
ferential scanning calorimetric analysis showed similar
initial Tg values for the sucrose containing HLL formula-
tions (Table 1), independent of initial protein:sucrose ratio.
Similarly, Sarciaux and Hageman17 also found that soma-
totropin (rbSt) did not affect the Tg value of an rbSt
formulation containing sucrose at protein weight fractions
below 30% (g protein/ g dried formulation). However, they
did notice that increasing the concentration of rbSt at lower
protein weight fractions (4-10% protein) resulted in an

increase in the crystallization temperature of sucrose.
Thus, for the current study, although no measurable effect
were resolved based on the initial Tg values (Table 1), the
differences in storage stability of the two sucrose formula-
tions may be due to inhibition of sucrose crystallization in
the formulation containing the greatest weight fraction of
HLL.

Crystallization of a sugar commonly requires storage at
or above the formulation Tg value.13 Although the initial
Tg values of the dried disaccharide formulations were all
above the highest storage temperature (Table 1), during
storage the formulations showed an increase in moisture
content and a concomitant decrease in the Tg values (Table
2), presumably due to moisture transfer from the stopper.44

Differential scanning calorimetric analysis indicated that
the decrease in Tg values for both of the trehalose formula-
tions and for the formulation containing low concentrations
of sucrose was not accompanied by crystallization of sugar
(not shown). In contrast, after 3 months of storage at 60
°C, the 300 mM sucrose formulation did not show a glass
transition nor was a crystallization exotherm observed in
the thermogram (Figure 9). For comparison, these features
were clearly apparent in thermograms for the correspond-
ing formulation immediately after lyophilization or after

Figure 8sEffect of 3 months storage at 40 °C (‚‚‚) or 60 °C (---) on the
area-normalized, second derivative amide I infrared spectra of lyophilized HLL.
Changes were compared to those induced during lyophilization (s). Formula-
tions were lyophilized and stored in the presence of 50 mM trehalose (A),
300 mM trehalose (B), 50 mM sucrose(C), or 300 mM sucrose (D).

Table 2sMoisture Content and Glass Transition Temperatures
following 3 Months Storage

formulation
% moisturea

(40 °C)
% moisturea

(60 °C)
Tg,b

(40 °C)
Tg,b

(60 °C)

no additives 13.2 ± 0.8 11.3 ± 2.0
300 mM mannitol 1.7 ± 0.4 1.4 ± 0.2
5% (wt/vol) dextran 4.9 ± 0.3 6.5 ± 0.8
50 mM trehalose 7.1 ± 0.8 4.7 ± 0.5 81 85
300 mM trehalose 2.6 ± 0.2 3.3 ± 0.4 79 87
50 mM sucrose 5.1 ± 1.3 5.9 ± 0.9 46 50
300 mM sucrose 3.1 ± 0.5 1.1 ± 0.2 52 ndc

a Moisture content of formulations stored at either 40 or 60 °C were
determined by Karl Fisher titration (% [g H2O/100 g dried solid]) and are
reported as mean of three vials from each formulation (±standard deviation).
b Glass transition temperatures (Tg) of formulations stored at either 40 or 60
°C were determined by differential scanning calorimetry (see Methods) and
are reported as an average temperature of two vials from each formulation.
c nd ) no glass transition detectable.

Figure 9sDifferential scanning calorimetric thermograms of HLL formulations
lyophilized with 300 mM sucrose: Immediately after lyophilization (s), or after
3 months storage at 40 °C (‚‚‚) or 60 °C (---). Formulations containing
amorphous sucrose prior to thermal scans (top and middle thermograms)
exhibited a second-order transition corresponding to a glass transition (Tg)
and an exothermic peak (Tcryst) corresponding to sucrose crystallization during
heating in the calorimeter. The formulation containing crystalline sucrose prior
to thermal scanning did not exhibit either of these thermal events (lower
thermogram). The endothermic peak at the glass transition of the formulation
stored at 40 °C (‚‚‚) is due to enthalpic relaxation.
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storage at 40 °C (Figure 9). Thus, for the 300 mM sucrose
formulation, the amorphous saccharide had crystallized
during storage at 60 °C. This conclusion was confirmed
with X-ray powder diffraction, which showed that sucrose
crystallization was initiated in the formulation containing
300 mM sucrose following 1 month storage at 60 °C and
increased further after 3 months of storage (data not
shown). There was not any crystalline sucrose detectable
by X-ray powder diffraction in the 300 mM sucrose formu-
lation immediately after lyophilization. And there was no
indication of crystalline sucrose in the formulation contain-
ing 50 mM sucrose, even after 3 months of storage at 60
°C (data not shown).

Further evidence for sucrose crystallization was obtained
by infrared spectroscopy. We have previously shown that
sucrose crystallization can be detected by analyzing the
second derivative IR spectra in the 1900-1700 cm-1

region.2 Figure 10 shows the second derivative IR spectra
of crystalline sucrose obtained from the supplier’s bottle
and of noncrystalline and crystalline sucrose containing
HLL formulations. Both the spectrum of pure crystalline
sucrose and that of the HLL formulation containing
crystalline sucrose (300 mM sucrose formulation stored for
3 months at 60 °C) had strongly absorbing bands at 1860,
1839, 1824, and 1792 cm-1. In contrast to this, spectra of
HLL containing only amorphous sucrose (e.g., immediately
after lyophilization) showed a straight baseline in the
1900-1700 cm-1 region (Figure 10). Since crystalline
sucrose also absorbed slightly in the amide I region (1700-
1600 cm-1), it was necessary to subtract the spectrum of
crystalline sucrose from that of the HLL formulation
containing crystalline sucrose. The subtraction result
showed a relatively flat baseline between 1900 and 1700
cm-1, indicating that absorption of the resultant spectrum
in the amide I region was due to protein only (Figure 10).

The increased damage to HLL associated with crystal-
lization of sucrose most likely is due to the fact that
crystalline sucrose is anhydrous.45 Thus, as sucrose crys-
tallizes the relative mass of water remaining in the
amorphous phase will increase. As a result, the Tg value
of the remaining amorphous material will decrease, result-
ing in compromised protein stability. Similar results were
noted with formulations of Factor XIII in which sucrose
crystallized.2

Finally, the formulation containing 50 mM sucrose
stored at 60 °C for 3 months had a final Tg value below
the storage temperature (Table 2), yet no sucrose crystal-
lization was observed. This may have been due to several
factors. First, when stored at a temperature near the Tg
value, the formulation may collapse, but not crystallize.42

Second, as explained above, increased weight fractions of
protein in a dried solid may increase the crystallization
temperature without affecting the Tg value.17,18 Thus, it
may have been that the crystallization temperature of
sucrose in the current HLL formulation remained above
the highest storage temperature (60 °C).

Conclusion

The precipitation of HLLsby salting-out action of tre-
halose and denaturing action of Tweensdocuments that
the effect of excipients on this relatively hydrophobic
protein are much different than those seen with proteins
with more typical predominantly hydrophilic surfaces.
Despite this difference, the same mechanisms accounting
for both acute and long-term storage stability of hydrophilic
proteins also accounted for stability of HLL. First, optimal
acute stability during lyophilization of HLL required the
formation of an amorphous phase containing protein and
additive. In addition, the additive should possess the ability
to hydrogen bond and thus act as a water substitute during
dehydration. However, since the protein favored refolding
over aggregation upon rehydration, damage to HLL during
lyophilization was best resolved in the dried solid by
infrared spectroscopy. Next, formation of an amorphous
phase with a Tg value above storage temperature and
preservation of native structure during lyophilization were
both necessary criteria for storage stability. However, as
was seen for hydrophilic proteins,10-12 crystallization of an
amorphous saccharide during storage resulted in poor
storage stability. Crystallization of sucrose could be pre-
vented by increasing the protein:sucrose mass ratio, which
presumably resulted in an increase in the crystallization
temperature. Finally, the superior stabilization afforded by
trehalose compared to that afforded by sucrose was at-
tributed to the higher Tg value of the trehalose-containing
formulation.
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Abstract 0 The crystallization kinetics of amorphous lactose in the
presence and absence of seed crystals were investigated at 57.5%
relative humidity. Isothermal crystallization studies were conducted
gravimetrically in an automated vacuum moisture balance at several
temperatures between 18 and 32 °C. The crystallization rate constants
were then determined from Johnson−Mehl−Avrami (JMA) treatment
and isothermal activation energies were obtained from Arrhenius plots.
Based on microscopic observations, a reaction order of 3 was used
for JMA analysis. The nonisothermal activation energies were
determined by differential scanning calorimetry using Kissinger’s
analysis. Isothermal activation energies for amorphous lactose with
and without seed crystals were 89.5 (±5.6) kJ/mol and 186.5 (±17.6)
kJ/mol, respectively. Nonisothermal activation energies with and without
seed crystals were 71 (±7.5) kJ/mol and 80.9 (±8.9) kJ/mol,
respectively. The similarity of the isothermal and nonisothermal
activation energies for the sample with seeds suggested that
crystallization was occurring by growth from a fixed number of
preexisting nuclei. Markedly different isothermal and nonisothermal
activation energies in the absence of seeds suggested a site-saturated
nucleation mechanism, and therefore allowed calculation of an
activation energy for nucleation of 317 kJ/mol.

Introduction
Increases in the dissolution rate and bioavailability of

poorly soluble drugs can often be achieved by using
metastable amorphous preparations.1-4 Nevertheless, the
use of amorphous oral dosage forms, such as solid disper-
sions, has seen very limited commercial application. One
reason for this limited use is undoubtedly the physical
instability of such formulations. Since the amorphous state
is thermodynamically unstable compared to the crystalline
state, there is a tendency for conversion to the crystalline
form. When the conversion occurs during manufacturing
or normal storage, product failure can result from the
reduced dissolution rate of the crystalline form. If the
advantages of metastable amorphous drugs in solid oral
dosage forms are to be fully utilized, it is vital to under-
stand the crystallization process, develop methods to
stabilize the amorphous phase, and evaluate potential
crystallization inhibitors in a timely manner.

The crystallization of amorphous materials can also be
detrimental to parenteral products. For example, in protein
lyophilization, disaccharides have been shown to stabilize
the tertiary structure during the removal of water.5 One
requirement for this stabilizing effect is that the disaccha-
ride form an amorphous phase with the dried protein. It

follows that crystallization of the amorphous disaccharide
would result in increased protein denaturization. Thus,
understanding the transition from amorphous to crystalline
states and the stabilization of amorphous phases is also
important for parenteral product development.

Spray-dried lactose is widely used in solid dosage forms,
and it is probably the most commonly used metastable
amorphous material in the pharmaceutical industry. The
crystallization of amorphous lactose, particularly during
tableting operations6 and storage of micronized powders,7
has been reported as an industrial problem. Recent reports
in the pharmaceutical literature have discussed amorphous
lactose crystallization; however, these studies have not
addressed the kinetics.8-10 This may be a result of the
complicating issue of mutarotation between the R- and
â-forms of lactose and the ensuing crystal form issues.

Sucrose, another disaccharide, is much less complicated
and fairly well studied. Over the years, the crystallization
of amorphous sucrose alone and with additives has been
studied by various isothermal and nonisothermal tech-
niques including X-ray diffraction,11 gravimetry,12-14 and
differential scanning calorimetry.11,15 It is somewhat sur-
prising that other than the statistical approach taken by
Van Scoik and Carstensen,13 crystallization rate constants,
and the separation of kinetic parameters for nucleation and
growth, are not readily obtained from the literature.
Johnson-Mehl-Avrami theory has been used for the
determination of crystallization rate constants of materials
in frozen solution16 and for the crystallization of amorphous
lactose17 and amorphous indomethacin;18 however, none of
these studies focused on the separation of nucleation and
growth processes.

Determination of the kinetic parameters associated with
crystallization of amorphous lactose with and without seed
crystals is the focus of the current investigation. The use
of isothermal and nonisothermal techniques, combined
with microscopic observations, allowed elucidation of the
nucleation mechanisms and calculation of activation ener-
gies associated with nucleation and growth. The methods
and results reported here for lactose form the foundation
for later studies on potential crystallization inhibitors.

Theoretical Section
Johnson-Mehl-Avami (JMA) theory describes many

solid-state reactions that occur through a process of
nucleation and growth such as crystallization.19-23 For
isotropic growth in m dimensions, the general form of the
JMA equation is:

where R is the fraction crystallized, Y(Θ) represents the
growth rate for all m dimensions of growth, g is a geometric
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constant, and I(τ) is the nucleation rate. Equation 1 can
be reduced to the following simplified form:24-26

where, k is the crystallization rate constant (time-1), t is
time, to is the induction time, and n is the reaction order
which depends on the nucleation mechanism and the
number of dimensions in which growth is occurring. After
assigning the appropriate order, the linearized form of eq
2

can be used for determining isothermal induction times and
rate constants.

If nucleation and growth rates are functions of temper-
ature only (i.e. not position or time dependent), then three
general mechanisms of nucleation can be considered:
continuous (which reduces to constant rate under isother-
mal conditions), fixed number of nuclei, and site-saturated
nucleation.26 Continuous nucleation means that nuclei
continue to form and grow throughout the transformation.
Fixed number nucleation occurs when growth proceeds
from a fixed number of preexisting nucleation sites. The
number of nuclei is independent of the experimental
conditions. The term site-saturated nucleation is a hybrid
of the previous two cases. In this situation all nuclei are
present at the beginning of the isothermal process, and
additional nuclei do not form during the transformation,
but the absolute number of nuclei depend on the temper-
ature. One example of this would be if the rate of growth
was much greater than the rate of nucleation.

Starting with eq 1 and assuming only Arrhenius depen-
dence of growth and nucleation rates, Woldt derived the
meanings of activation energies determined from isother-
mal and nonisothermal experiments.26 After corrections for
the differences in the units of k between Woldt’s represen-
tation and eq 3, the meanings of reaction orders and
apparent activation energies determined isothermally and
nonisothermally can be summarized as shown in Table 1.
Thus, if growth occurs in the same number of dimensions,
the apparent Ea obtained isothermally and nonisothermally
should be identical under fixed number and continuous
nucleation. A more interesting situation arises if nucleation
occurs through a site-saturated mechanism. In this case
different apparent activation energies will be obtained
under isothermal and nonisothermal conditions, and the
underlying activation energies for nucleation and growth,
Ea

N and Ea
G, can be determined. Therefore, the combina-

tion of isothermal and nonisothermal methods of determin-
ing activation energies for crystallization can, in theory,
provide insight into the underlying mechanism of crystal-
lization.

Experimental Section
MaterialssAnhydrous lactose was purchased from Quest

International (Norwich, NY). Lactose monohydrate was purchased
from Van Waters and Rogers (Bedford Park, IL).

Crystallization ConditionssThe International Conference on
Harmonization (ICH) has recommended 60 ( 5%RH as a humidity
condition for long-term stability testing of pharmaceutical prod-
ucts.27 Since 57.5% RH is easily achieved at 25 °C using saturated
aqueous solutions of NaBr, this was the humidity condition chosen
for crystallization studies. Preliminary studies showed that amor-
phous lactose absorbed ca. 14% water at 57.5% RH, resulting in a
glass transition temperature (Tg) for the hydrated material of ca.
5 °C. For comparison, the Tg of dry amorphous lactose is ca. 114
°C. Since all crystallization experiments were conducted at least
13 °C above the Tg, the assumption of Arrhenius dependence of
nucleation and growth rates employed in Woldt’s analysis should
be valid.

Preparation and Characterization of Amorphous Lactoses
All amorphous samples were prepared by spray-drying (Buchi mini
spray dryer, model B-191) freshly prepared aqueous solutions of
anhydrous lactose (10% w/v). The inlet air temperature was set
to 150 °C and the other parameters were adjusted to give an outlet
air temperature of ca. 80 °C. Spray drying was started exactly 4
min after addition of water to the lactose powder and lasted for
12.5 min. The amorphous nature of the product was assessed by
X-ray powder diffraction (XRPD) and differential scanning calo-
rimetry (DSC). The amorphous product was then observed by
polarized light microscopy (PLM) at a magnification of 332× to
check for the presence of seed crystals. One batch of amorphous
lactose showed no evidence of crystals by any of the techniques. A
second batch appeared amorphous by XRPD and DSC, but small
crystallites could be observed by PLM indicating that nucleation
occurred during processing stage. Therefore, two batches of
amorphous lactose were studied: one which had previously
nucleated designated as “with seeds” and one which did not show
evidence of nucleation designated as “without seeds”.

PolarimetrysThe proportion of R and â diastereomers in the
raw material, spray-dried product, and recrystallized amorphous
material was estimated by polarimetry (Jasco DIP-370 digital
polarimeter). Briefly, a standard curve was constructed from the
literature values for specific rotation of pure R and â forms.28

Solutions (1% w/v) were prepared and optical rotation measure-
ments made as a function of time. The specific rotation values were
plotted versus time and the y-intercept, which gave the specific
rotation at t ) 0, was used in the standard curve to estimate the
R/â content of the solid materials.

Differential Scanning CalorimetrysThe DSC experiments
employed a Mettler DSC 30 (Mettler-Toledo Inc., Highstown, NJ)
or a TA Instruments model 2920 DSC (TA Instruments, Inc. New
Castle, DE). Both instruments used aluminum sample pans and
were purged with dry nitrogen at 50 mL/min. The DSC cell
constants were calibrated with indium and temperature calibra-
tions were performed using indium (single point) or indium, lead
and zinc (three point). For nonisothermal crystallization studies,
amorphous lactose samples (ca. 2-3 mg) were weighed into sample
pans and stored over a saturated aqueous solution of NaBr. After
exactly 2 h, the pans were hermetically sealed and immediately
scanned in the DSC. The nonisothermal Ea was determined by
Kissinger analysis29,30 at scanning rates of 7.5, 10, 15, 20, and 25
°C/min.

A comparison of the crystallization products from isothermal
and nonisothermal crystallization was also performed by DSC.
Crystals obtained from isothermal crystallization were scanned
from 25 to 300 °C at rates between 7.5 and 25 °C/min using DSC
pans with a pinhole. The pinhole was used so that any water could
be removed in a reproducible manner and not interfere with the
melting transitions. The nonisothermal crystallizations were
conducted at rates of 7.5-25 °C/min in hermetically sealed pans
as used in Kissinger analysis. However, immediately after the
crystallization exotherm a pinhole was placed in the pan and the
scan continued to observe the dehydration and melting behavior
of the product. The composition of the crystallization products
obtained during Kissinger analysis and gravimetric analysis were
then compared by using the magnitudes of the R-monohydrate
dehydration peak at ca. 145 °C and the R-anhydrous melting peak
at ca. 215 °C.

GravimetrysCrystallization kinetics were determined gravi-
metrically at 57.5% RH using a vacuum moisture balance (VTI
Corporation, Hialeah, FL). The balance was calibrated prior to
each run, and the accuracy of the relative humidity was periodi-
cally checked by measuring the water uptake of PVP K-90 at 80%
RH. Samples weighing approximately 15 mg were used for all but

Table 1sSummary of the Meanings of Isothermal and Nonisothermal
Apparent Activation Energies from Woldt26 a

nucleation
mechanism

reaction
order (n)

isothermal
apparent Ea

nonisothermal
apparent Ea

continuous m + 1 (Ea
N + mEa

G)/(m+1) (Ea
N + mEa

G)/(m+1)
fixed number m Ea

G Ea
G

site saturated m (Ea
N + mEa

G)/m Ea
G

a The superscripts N and G refer to nucleation and one-dimensional growth,
respectively.

R ) 1 - e-(k(t - to))n
(2)

[-ln(1 - R)]1/n ) k(t - to) (3)
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one experiment with seeds at 29 °C which used a 6 mg sample to
check for possible sample size effects. All samples were dried under
vacuum at 50 °C until a constant weight was maintained. After
the instrument reached the desired experimental temperature, the
humidity was rapidly increased to 57.5% and maintained at that
level for the duration of the experiment. Sample weight was
monitored as a function of time, and the weight loss associated
with crystallization was used for the determination of crystalliza-
tion kinetics. The first step in data reduction was transforming
the raw data into fraction crystallized (R) versus corrected time
as follows:

The R and tcorrected values in the region between R ) 0.15 and R )
0.85 were then fit using eq 3. Crystallization rate constants
determined between 18 and 32 °C were used to calculate the
apparent activation energies of samples with and without seed
crystals.

Microscopy StudiessThe crystallization process was observed
with a polarized light microscope fitted with a video camera, VCR,
and video printer. Constant humidity chambers were constructed
using a standard microscope slide, a cover slip, and an O-ring as
follows: A greased O-ring was placed on a slide and a small drop
of a saturated salt solution placed inside the O-ring. A thin layer
of amorphous lactose was pressed on the inside surface of the cover
slip, which was then placed on top of the O-ring forming a closed
constant humidity chamber suitable for microscopic analysis. The
crystallization at room temperature and 57.5% RH was then
recorded on the VCR at magnifications of 166× and 332×.

Results and Discussion
PolarimetrysThe extrapolated specific rotation values

and calculated R/â compositions of various types of lactose
are given in Table 2. An increase in R content of 4% is
observed on going from crystalline anhydrous lactose to the
spray-dried amorphous product. Crystallization of the
amorphous material at 57.5% RH results in another 5%
increase in R content. Errors in the determination of R
content primarily result from different moisture contents
of the samples which, based on prior experience, we
estimate to be on the order of ca. 2%. The equilibrium
distribution of R and â anomers in aqueous lactose solutions
has been reported as 37.3% R and 62.7% â at 20 °C.28 The
data in Table 2 suggest that exposure of lactose samples
to liquid water or 57.5% RH results in a drift toward the
equilibrium composition. However, the increase in R con-
tent during isothermal crystallization is small and there-
fore its impact on the kinetic parameters is considered to
be insignificant.

MicroscopysThe crystallization of amorphous lactose
was observed using polarized light microscopy. For the
sample without seeds, visible crystallites formed after a
short induction time. Subsequent crystal growth occurred
from these “nuclei” with no new “nuclei” appearing in the
amorphous regions. Similar observations were made in the
presence of seed crystals. Since new crystals should con-
stantly form during the growth phase with continuous
nucleation, these findings served to rule out the possibility

of this mechanism. Table 1 shows that for both fixed
number and site-saturated nucleation mechanisms the
reaction order is equal to the dimensions of growth. We
assume three-dimensional crystal growth and therefore use
an order (n) of 3 for fitting gravimetric data to eq 3.
Combining this information with the analysis described in
the theoretical section should allow elucidation of the
nucleation mechanisms in the presence and absence of seed
crystals.

Differential Scanning CalorimetrysIn Kissinger’s
analysis, Ea is determined by measuring peak crystalliza-
tion temperature (Tp) at several heating rates (â), in K/s.
The slope of a plot of ln(â/Tp

2) versus 1/Tp is -Ea/R. Figure
1 shows representative Kissinger plots for lactose at 57.5%
RH. Each point in Figure 1 represents a single DSC
experiment. The nonisothermal activation energies were
71 ((7.5) and 81 ((8.9) for samples with and without seed
crystals, respectively. The reported values represent the
averages of three or four Kissinger plots, and the uncer-
tainties are the standard deviations.

As discussed in the theoretical section, the actual mean-
ing of this activation energy may be elucidated by compar-
ing the isothermal and nonisothermal determinations.
However, it is possible that effects such as changes in the
relative humidity inside the DSC pan during heating could
affect the process. Therefore, before a comparison can be
made we must have some assurance that the same process
is occurring under isothermal and nonisothermal condi-
tions. To support this requirement, DSC thermograms of
isothermally recrystallized amorphous lactose and noniso-
thermally recrystallized amorphous lactose are shown in
Figure 2. Both recrystallized lactose samples show an
endotherm at ca. 145 °C which is indicative of the dehydra-
tion of R-lactose monohydrate. Integration of these endot-
herms gives values of 55.4 and 58.7 J/g for the isothermal
and nonisothermal crystallization products, respectively.
A comparison of the previous dehydration endotherms to
that obtained for pure R-lactose monohydrate under identi-
cal experimental conditions indicates that approximately
33-35% of the sample crystallized as R-lactose monohy-
drate under both isothermal and nonisothermal condi-
tions.31 This is in excellent agreement with the proportion
of R-lactose in the crystallized product as estimated by
polarimetry (29%). The small endotherm at ca. 215 °C
represents melting of the R-anhydrous crystal and is

Table 2sResults of Solution Polarimetry Studies Used to Estimate
r/â Composition of Solid Materials

sample
specific rotationa

(deg/g/dm) calcd % R

lactose, monohydrate 89 99
starting material 46 20
spray dried 48 24
recrystallized @ 57.5%RH 51 29

a Specific rotation values are calculated on an anhydrous lactose basis.

R ) ( Wtmax - Wtt

Wtmax - Wtfinal
), tcorrected ) t - tdrying (4)

Figure 1sKissinger plot of the nonisothermal crystallization of amorphous
lactose equilibrated at 57.5% RH. Circles, solid line ) without seeds; triangles,
dashed line ) with seeds.
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slightly larger in the nonisothermal crystallization prod-
ucts. Using a method similar to that described for estimat-
ing the amount of R-lactose monohydrate it is estimated
that less than 2% R-anhydrous is formed isothermally and
that slightly more, but less than 5%, is formed nonisother-
mally. The DSC-estimated composition of the crystalliza-
tion products did not depend on the presence of seeds or
the heating rate used during nonisothermal crystallization.
Given that the difference in crystal composition between
isothermal and nonisothermal crystallizations is only on
the order of a few percent a significant affect on the
activation energy determinations is not expected.

GravimetrysIsothermal crystallization processes can
be followed by techniques including X-ray powder diffrac-
tion, isothermal calorimetry, and gravimetry. The large
difference in hygroscopicity between the amorphous and
crystalline lactose at 57.5% RH made gravimetry an
acceptable technique for this study. Other methods such
as isothermal calorimetry or X-ray powder diffraction may
be better suited for more hydrophobic drug molecules where
the difference in hygroscopicity between amorphous and
crystalline states is negligible. A representative plot of the
raw moisture balance output obtained at 25 °C is shown
in Figure 3a. The raw data transformed into fraction
crystallized as a function of time shown in Figure 3b give
the typical sigmoidal curve expected for reactions occurring
through nucleation and growth. Figure 3c shows the
experimental data and fit of eq 3 with n ) 3 in the region
0.15 < R < 0.85.

One important assumption when determining crystal-
lization kinetics from gravimetric data is that the weight
loss is crystallization rate limited, and not limited by
evaporation. This assumption was tested by comparing
crystallization rate constants at 25 °C and 52.5, 57.5, and
62.5% RH. Since evaporation will occur at a slower rate at
higher RH, the observed crystallization rate constants
should decrease with increasing RH if weight loss is
evaporation limited. Table 3 shows that the rate constants
increased markedly with RH as is expected for crystalliza-
tion rate limited weight loss. The similarity of rate con-
stants obtained for two different sample sizes (Figure 4,
29 °C with seeds) also supports crystallization limited
weight loss and suggests sample size has minimal effects
on the observed rate constants.

Figure 2sDSC thermograms of amorphous lactose crystallized at 57.5% RH
under isothermal and nonisothermal conditions.

Figure 3s(a) Plot of typical gravimetric data showing sample temperature
(dash−dot), sample weight (solid), and percent relative humidity (dashed) as
a function of time. (b) Plot of transformed raw data. (c) JMA plot of transformed
gravimetric data.
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Arrhenius plots of the crystallization rate constants
(Figure 4) gave isothermal activation energies with and
without seeds of 89.5 ((5.6) and 187 ((17.6) kJ/mol,
respectively. The uncertainties represent one estimated
standard error obtained from regression analysis.

Comparison of Isothermal and Nonisothermal Ac-
tivation EnergiessTable 4 shows that amorphous lactose
containing seed crystals gives essentially the same activa-
tion energies by isothermal and nonisothermal techniques.
Remembering that continuous nucleation has been ruled
out by microscopy, reference to Table 1 reveals that
equivalent isothermal and nonisothermal activation ener-
gies are expected for growth from a fixed number of
preexisting nuclei. Under the fixed number nucleation
mechanism, the activation energy determined isothermally
or nonisothermally is that for growth. In the absence of
seed crystals there is a marked difference between activa-
tion energies obtained from isothermal and nonisothermal
experiments (Table 4). As shown in Table 1 this result
supports a site-saturated nucleation mechanism. Both fixed
number and site-saturated nucleation mechanisms should
give an activation energy for growth under nonisothermal
conditions, and the results obtained with and without seeds
(71 ( 7.5 and 81 ( 8.9, respectively) support this assertion.

The process of crystal growth can be separated into bulk
diffusion and surface integration steps.32 It has been shown
experimentally that for sucrose crystallization from solu-
tion, the activation energies for diffusion are on the order
of 25-33 kJ/mol while activation energies for surface
incorporation are 67-84 kJ/mol.33 The activation energies
for lactose crystal growth determined here compare very
favorably with the range cited for surface incorporation.
This comparison suggests that under the conditions studied
the crystal growth rate of lactose is limited by surface
incorporation rather than diffusion.

With site-saturated nucleation and three-dimensional
growth, the Ea values obtained isothermally and noniso-
thermally are given by (Ea

N + 3Ea
G)/3 and Ea

G, respectively.
Using the experimentally determined apparent Ea values
for samples without seeds we can calculate the activation
energy for nucleation as Ea

N ) 317 kJ/mol. The relative
value of this activation energy compared to that obtained
for growth seems intuitively correct; however, no literature
values are available for a direct comparison of the magni-
tude. By separating the activation energies for nucleation
and growth it may be possible to ascertain how various
excipients affect nucleation and growth processes during
crystallization. This knowledge could allow directed inhibi-
tion of nucleation, growth, or both during product develop-
ment.

Another method for determining an apparent Ea
N in-

volves using the reciprocal of the induction time in an
Arrhenius plot.34 When the induction time data calculated
from the intercept and slope of the JMA plots were
analyzed in this manner, apparent activation energies of
112 ((15) and 104 ((7.5) kJ/mol were obtained. The fact
that equivalent activation energies were obtained with and
without seeds seriously calls into question the use of this
apparent activation energy for evaluating nucleation. These
results may suggest that activation energies determined
from induction times may be related to the slow growth of
initial nuclei, so-called germ nuclei, into growth nuclei
rather than the actual nucleation step as recently discussed
by Jacobs.35

Conclusions
Under the crystallization conditions used in this report,

amorphous lactose appears to give a mixed product consist-
ing of ca. 30% R-monhydrate, 70% â-anhydrous, and
possibly a small amount of R-anhydrous crystal forms.
Growth rates appear to be limited by surface incorporation
rather than diffusion, and in the absence of seed crystals
nucleation appears to occur though a site-saturated mech-
anism. Gravimetry was shown to be useful method for
determining crystallization rate constants and induction
times of lactose. The combination of isothermal and noniso-
thermal activation energies allowed investigation of both
crystal growth and nucleation mechanisms and led to the
separation of activation energies for nucleation and growth.
Finally, the relationship between induction-time-based
activation energies and nucleation has been questioned.
Additional studies employing additives are needed to
determine if the separation of activation energies for
nucleation and growth allows a more mechanistic under-
standing of the role of additives in stabilizing or destabiliz-
ing amorphous phases.
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Abstract 0 Unit cell parameters of two polymorphs of roxifiban have
been determined by a combination of transmission electron microscopy
(TEM) single-crystal and synchrotron X-ray powder diffraction tech-
niques. While it was difficult to differentiate the two forms by their
standard X-ray diffraction patterns, the high-resolution synchrotron
patterns clearly showed striking differences. Unit cells for the two forms
required the use of cell parameters derived from TEM diffraction
patterns. The two unit cells are, not surprisingly, very similar except
for a doubling of one of the axes for form II. The combined use of
TEM and synchrotron patterns appears to be a good general approach
for characterizing complex (low-symmetry, large unit cell) polymorphs.

Introduction
The term polymorph refers to substances that have the

same chemical formula but different crystal structures.
Polymorphism has played an important role in drug
development, production, and litigation. Synthesized and
crystallized under different conditions, polymorphs may
have different physical and chemical properties as well as
bioavailabilities. Steroids, sulfonamides, and barbiturates
are some well-known examples1 of compounds that have
two or more polymorphs. Recently, the polymorphic be-
havior of Abbott-79175 was detailed.2 The conventional
techniques used to identify polymorphs are X-ray diffrac-
tion, optical microscopy, DSC, IR, and solid-state NMR.
However, these techniques sometimes fail to differentiate
definitively between two structurally similar polymorphs,
so more advanced techniques are required. The advanced
techniques were applied to roxifiban:

The GP IIb/IIIa receptor antagonist, roxifiban, is a very
promising cardiovascular drug discovered recently at Du-
Pont Pharmaceuticals.3,4 Extensive human clinical trials
are presently in progress. It was suspected at one point

that different crystalline phases, labeled form I and form
II, were being obtained when the synthesis/crystallization
conditions were varied. Bulk and tapped densities, for
example, were found to vary from 0.23 and 0.37 g/mL for
form I to 0.07 and 0.19 g/mL for form II, respectively. These
differences were of some concern given the low drug load
in the solid dosage form.

Conventional X-ray single-crystal diffraction and polar-
ized microscopy, two traditional methods employed to
characterize the physical forms of drug compounds in
development, were of no value in distinguishing between
the two forms because of the relatively small crystallite
sizes of the materials. Even powder diffraction patterns of
forms I and II of roxifiban showed few differences when
collected on a commercial diffractometer; although there
is some intensity variation among peaks in general, there
were only 1-2 additional peaks that were truly unique to
form II. These differences in the two patterns could easily
be explained away either as an effect of preferred orienta-
tion (since the crystals have a needle habit) or by the
presence of impurity phases.

Unit cell parameters and atomic coordinates of crystal-
line polymorphs can routinely be determined by single-
crystal X-ray diffraction techniques if suitably large crys-
tals are available. However, many organic compounds tend
to grow needle and platelike crystals that never achieve a
large enough volume for single-crystal studies. Such was
the case with forms I and II of roxifiban: diffraction
patterns from a few small “single-looking” crystallites
produced just enough spots to clearly show that these
crystals were generally twinned or agglomerated. Because
the single-crystal technique was not available in this case,
both TEM and synchrotron powder diffraction techniques
were employed in the hope of at least determining the unit
cells for the two forms. If all of the peaks in the individual
powder patterns of forms I and II can be accounted for by
appropriate indexing of the peaks based on their unit cell
parameters, then one can assume with high probability (a)
that the two forms do indeed exist and, therefore, can be
distinguished and (b) that the peaks are not from contami-
nant phases.

While it is possible to obtain unit cell information from
powder X-ray diffraction data by “trial-and-error” tech-
niques either manually or through the use of automated
indexing software, chances for successful determination are
less likely if the unit cell has low symmetry and a large
volume. Unit cells are easily determined by single-crystal
techniques because the diffraction spots are spread out in
a three-dimensional pattern. Because the powder spectrum
is a projection of these spots into a one-dimensional set of
peaks, wrong unit cells are often determined when low-
resolution commercial powder patterns are used as input.
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High-resolution powder diffractometers at synchrotron
sources produce patterns that are more easily indexed, but
complicated patterns of the type produced by many organic
crystals are still difficult to analyze. In electron diffraction,
two-dimensional patterns can be obtained from crystals
which are very small (submicron or less in size). This is a
big advantage in determining some of the unit cell param-
eters, but generally it is difficult (crystals are generally
plates or needles) to obtain all three of the necessary
projections to determine all the parameters. Another
disadvantage is that organic materials are usually beam
sensitive and, for this reason, electron diffraction has not
been extensively used on pharmaceuticals. Recently, how-
ever, the development of very sensitive CCD detectors has
allowed electron diffraction patterns of beam-sensitive
materials to be recorded in a few seconds using very low
electron currents. In this report, we describe the utility of
our newly developed “hybrid” characterization technique5,6

to pharmaceuticals, coupling the analysis of the synchro-
tron powder data with information obtained from TEM
diffraction patterns to characterize the unit cell parameters
of the two forms of roxifiban.

Experimental Section

High-resolution, X-ray powder diffraction patterns for various
samples of roxifiban were obtained at the Advanced Photon Source,
a DOE User Facility located at Argonne National Laboratory,
Chicago, IL. The samples were initially mounted in capillaries
although flat-plate samples were later used to obtain patterns with
increased Bragg intensities. Patterns were collected on a Huber
diffractometer at beamline DND-5BMB. A Si(111) double-crystal
monochromator, a Si(111) analyzer, and slits on the order of 1 ×
8 mm were used in conjunction with a scintillation counter to
achieve the highest possible resolution and signal/noise ratio.
Peaks in the patterns were deconvolved using GPLSFT, and
indexing was attempted using the program TREOR. GSAS was
used to test possible unit cells.

A JEM-2000EX (at 200 kV accelerated voltage) microscope,
equipped with a Gatan 1024 × 1024 CCD camera, was used to
characterize these materials. The samples were directly deposited
on conventional TEM grids. The TEM technique has the primary
advantage of being able to examine individual crystallites, and
thus it can circumvent the problems of contaminant phases. This
technique can exploit the special geometric shapes of these
crystallites, many of which have plate and fiberlike habits. In
particular, unit cell information perpendicular to the plate direc-
tion can be obtained: a typical diffraction pattern might contain
the h0l zone, for example, from which the a*, c*, and â* parameters
can be obtained.

While these two techniques were individually valuable for
partial definitions of the unit cell, neither give data from which
the complete unit cell could readily be determined. The determi-
nation of roxifiban polymorphs required a combination of trans-
mission electron microscopy (TEM) and synchrotron X-ray dif-
fraction capabilities.

Results

Electron Microscopy (EM)sFigure 1 shows scanning
electron microscopy images comparing the morphologies of
forms I and II. Both forms I and II contain very small
crystals which prevent the use of conventional single
crystal X-ray techniques. It is clear that the crystals of form
II are more fiberlike. Figure 2 is a low magnification TEM
view of form I and II crystals, confirming the SEM results.
Figure 3 shows a higher magnification image of a single
Form II crystal and its diffraction pattern. TEM results
indicate that d(100), d(001), and â* of both forms I and II
are, respectively, around 5.0 Å, 9.2 Å, and 81°.

Synchrotron X-ray Powder Diffraction (S-XRPD)s
Transmission ModesIt was revealed that the S-XRPD

Figure 1sScanning electron microscopy images of forms I and II. The crystals
of form II are seen to be much more fiberlike.

Figure 2sLow magnification TEM images of (a) form I and (b) form II crystals.
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diffraction pattern of form I and form II run with a 1.5
mm capillary were indeed different with two extra diffrac-
tion peaks in the lower angle range. Since the large
capillary samples should be relatively free of preferred
orientation, it was assumed at this point that the major
differences in the patterns were a clear indication that the
extra peaks in form II were not simply due to preferred
orientation effects.

Reflection ModesBecause the intensities of the dif-
fraction lines using the capillary mode were relatively
weak, we recollected the patterns in reflection mode using
large and deep flat-plate sample holders on samples that
were carefully ground. Figure 4 shows the resulting S-
XRPD patterns for forms I and II and points out the two
extra peaks in the low-angle region of form II which (vide
infra) distinguish it from form I. Although we had expected
serious problems from preferred orientation effects, the
relative intensities of the peaks in the reflection mode were,
in fact, very similar to those measured in the capillary
mode (without grinding the samples, the relative intensities
in reflection mode were very different and strong, preferred
orientation effects were very obvious).

Unit Cell of Form IsAn attempt was made to deter-
mine the unit cell of form I since the peaks were reasonably
sharp and the phase appeared pure. TEM work had
suggested that the cell was probably of low symmetry,
either monoclinic or triclinic, with two of the three cell axes
in the neighborhood of 5.0 and 9.2 Å with an interaxial
angle of 81°. Synchrotron patterns had shown that the
third axis was very long, ca. 27-28 Å. Given the number
of atoms in the molecule, one can estimate that the volume
per molecule is in the vicinity of 648 Å3 which would be
compatible with two molecules per cell. Indexing was
attempted first in the triclinic study giving several hits
with one in particular that had dimensions of 6 × 9 × 28
Å. Placing the trial cell into the program RMANDEX

showed a nearly perfect fit to all of the peaks. The cell
parameters were then refined with CELLREF, and ulti-
mately these numbers were used in a LeBail fit routine in
GSAS. Figure 4a shows the quality of the fit for the full
pattern. The refined triclinic (Z ) 2, with space group P1
because the compound is stereochemically pure) unit cell
parameters are given below:

Unit Cell of Form IIsSeveral lines in the low-angle
regions of the pattern are unique to the form II pattern,
and if their origin could be established, then it might be
possible to determine its unit cell. The form II pattern was
displayed in RMANDEX7 using the same unit cell estab-
lished for form I as a starting point because TEM results
indicated that a*, c*, and â* values of forms I and II were
very similar. It became immediately clear that the unique
peaks in the pattern could not be indexed unless one of
the cell edges was doubled. Doubling the volume requires
that four molecules must reside in the cell, and, in that
case, the cell would likely be monoclinic with space group
P21. The long axis, ca. 28 Å, was the obvious choice for b
(the unique axis of the monoclinic cell) because the TEM
diffraction pattern suggested that 5-9 Å projection still
had the 81° angle. Fixing the R and γ angles to 90° and
adjusting the a and c axes as well as the â angle soon gave
a cell which could account for the unique lines in the form
II pattern. This cell was then refined using the LeBail fit

Figure 3s(a) TEM image and (b) diffraction pattern of a single form II crystal.

Figure 4sSynchrotron X-ray diffraction patterns (wavelength of 1.00006 Å)
of (a) form I and (b) form II. In both cases, the “+” marks represent the
observed data points; the solid line is the result of a LeBail fit using the unit
cell parameters. The “tick” marks are the locations of the expected reflections.
The two extra peaks in the low-angle region of the form II pattern which
clearly differentiate it from the pattern of form I are labeled as the (021) and
(061) reflections. It can clearly be seen that the match of the derived unit
cells and the experimental data points is excellent.

a b c R â γ V

value: 5.0235 28.075 9.2954 98.533 98.498 92.244 1279.7
σ: 0.0005 0.002 0.0009 0.006 0.009 0.008 0.2
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routine in GSAS. The fit is shown in Figure 4b. The final
monoclinic unit cell is:

Conclusions
Conventionally, there are two ways to differentiate

polymorphs: single-crystal or powder X-ray diffraction. The
former requires fairly large crystals which, in many cases,
are very difficult to obtain; the latter is often ambiguous if
only visual comparisons of the patterns are made. Suc-
cessful indexing of a powder pattern, however, strongly
suggests that a pattern represents a single, pure phase and
can be used as strong evidence for the existence of
individual polymorph. We have used a combination of
electron and X-ray diffraction techniques to differentiate
the polymorphs of roxifiban by demonstrating that they
have different, but closely related, unit cell parameters. To
our knowledge, this represents the first time this combina-
tion of techniques has been used to differentiate two
polymorphs of a pharmaceutical drug substance.

The success of this study was critically dependent on the
use of a synchrotron diffraction pattern to obtain reliable
indexing and accurate lattice parameters. Figure 5 com-
pares the diffraction patterns of form II using (a) S-XRPD
and (b) commercial X-ray diffractometer (C-XRD). The
much higher resolution of the S-XRPD pattern is clear: the
separation of the nearly overlapped peaks was critical to
the indexing and to the refinement of the unit cell
parameters of the two polymorphs.

Given that the patterns match so closely in the low-angle
region, it is not surprising that the unit cell parameters of
forms I and II are quite similar. The two extra peaks found
in the low-angle region of form II are a consequence of the
fact that the b-axis, and hence the unit cell volume, is
approximately double that of form I. A schematic repre-
sentation of the two unit cells is shown in Figure 6. It is
reasonable to suggest that the long axis of the molecules
must be aligned with the b axis in both cases. In fact, given
that the form I cell is triclinic with space group P1 (and
hence the origin of the cell is arbitrary), it might be possible
to determine its structure by placing a pair of “optimized”

molecules of roxifiban in the unit cell and adjusting their
orientations. The task would be complicated by the number
of flexible torsion angles in the molecule and by the fact
that it is actually a salt, but it may be possible.

Because most crystallites which fail to grow to sizes that
would make them amenable to routine single-crystal dif-
fraction techniques have either platelike or needlelike
habits, this combined use of TEM and synchrotron powder
diffraction techniques should be applicable to similar
structural problems in the pharmaceutical industry. Al-
though access to synchrotron powder diffraction beamlines
is presently somewhat limited, the use of synchrotron data
for the differentiation of these two polymorphs was abso-
lutely critical to the success of this study. In the future,
access to such beamlines will be more readily available as
more synchrotrons come on line and as better detector
systems for powder diffraction are developed.8
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Figure 5sA partial comparison of a (a) synchrotron pattern of form II collected
using a wavelength of 1.00006 Å with a (b) conventional X-ray diffraction
pattern using Cu KR radiation in a region where there are many overlapping
peaks. The patterns are plotted as a function of Q ) 2π/d ) 4π sin θ/λ to
removal the effects of using different wavelengths.

a b c â V
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σ: 0.002 0.02 0.003 0.04 1.5

Figure 6sSchematic representation of unit cells of (a) form I with two
molecules per cell and (b) form II with four molecules per cell. The molecules
presumably align themselves approximately parallel with the very long b-axes.
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Abstract 0 We have developed a highly sensitive enzyme immu-
noassay for 6-monoamino-â-CD (mono(6-amino-6-deoxy)cyclomalto-
heptaose) and its parent compound (â-CD) with a detection limit in
the 100 pg/mL range. The polyclonal antibodies obtained are highly
specific for the â-cyclodextrin core and do not recognize other cyclic
cyclodextrins (i.e., R- and γ-CD) or linear analogues. This enzyme
immunoassay can be used to quantify 6-monoamino-â-CD in rat urine
and plasma. Using this immunoassay, we have evaluated the main
pharmacokinetic parameters of 6-monoamino-â-CD after iv administra-
tion to the rat of a 25 mg/kg dose. Since this method is strictly specific
to the native â-CD form, we have demonstrated that the molecule
rapidly disappeared from plasma but is probably distributed in the
tissues. The urinary route appears as the predominant way of
elimination since almost all the administered drug is recovered in urine.
Finally, analysis of the same molecule after oral administration to the
rat (25 mg/kg) demonstrates low plasma levels and that about 1% of
the administered dose is excreted in urine. These experiments
demonstrate the high stability of the â-CD core irrespective of the
method of administration. This immunological method could provide
relevant information on the fate of â-CD and some derivatives for
drug delivery using different modes of administration (oral, parenteral,
transmucosal, or dermal).

Introduction
Cyclo-malto-oligosaccharides (cyclodextrins or CDs) are

natural molecules with the unique feature of trapping
small organic compounds in their hydrophobic cavity. Such
inclusion complexes induce modifications of the physical
properties of the “guest” molecules, particularly in terms
of their solubility and stability.1 Pharmaceutical applica-
tions of cyclodextrins and derivatives are aimed at increas-
ing the bioavailability and reducing the side-effects of
drugs.2 CDs can overcome formulation problems encoun-
tered with some drugs using classical pharmaceutical
excipients, which explains the increasing number of CD-
based formulations appearing on the market. Some CD
derivatives may prove useful in delivery of hydrophilic
compounds such as peptides3 or oligonucleotides.4,5

However, the use of CD molecules as drug carriers or
stabilizers requires safety evaluation. Investigation of the
biological fate of CDs as well as toxicological issues must
be considered before approval of these new excipients by

regulatory agencies. Nephrotoxicity of R- and â-CD6 as well
as the hemolytic character of â-CD7 severely hamper their
potential use in pharmaceutical applications, at least for
parenteral administration. However, the availability of
different substituted analogues with better safety profiles
(as recently reviewed8) broadens the range of administra-
tion. We recently described the decreased hemolytic prop-
erties of 6-monoamino-â-CD compared with the parent
compound.9 Using a competitive enzyme immunoassay
which is both sensitive and specific for the cyclic structure
of 6-monoamino-â-CD, we have investigated the fate of this
compound after iv and oral administration to the rat (both
at a single 25 mg/kg dose). After parenteral administration,
the main pharmacokinetic parameters of 6-monoamino-â-
CD were determined and indicated little metabolism and
major elimination by the urinary route. It was shown that
in the rat, after oral intake, a small but not inconsiderable
proportion of 6-monoamino-â-CD is detected in plasma and
eliminated in urine.

The data presented support the potential use of 6-mono-
amino-â-CD and demonstrate the efficiency of immunologi-
cal methods in specifically monitoring such compounds for
safety evaluation.

Materials and Methods

Reagents and BuffersUnless otherwise stated, all reagents
were of analytical grade, from Sigma (St Louis, MO). The linear
and cyclic oligosaccharides used are presented in Scheme 1. â-CD
and R-, γ-CD were gifts from Roquette Frères (Lestrem, France)
and Wacker (Germany), respectively. 6-Monoamino-â-CD10 was
prepared from 6-O-p-tolylsulfonyl cyclomaltoheptaose11 according
to a modified procedure.12,13 6-Monoamino-γ-CD was obtained in

* Corresponding author. Phone: 33-1-69081314; Fax: 33-1-
69085907: E-mail: Creminon@dsvidf.cea.fr.

† Service de Pharmacologie et d’Immunologie.
‡ Service de Chimie Moléculaire.

Scheme 1sStructure of the Linear and Cyclic Maltooligosaccharides Used
in the Present Study: 1, R-CD; 2, â-CD; 3, γ-CD; 4, (2,6)-Dimethyl-â-CD;
5, 6-Monoamino-â-CD; 6, 6-Monoamino-γ-CD
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three steps from the parent CD as described elsewhere.14 Malto-
heptaose was obtained from Fluka AG (Basel, Switzerland).
Heptakis-(2,6-di-O-methyl)cyclomaltoheptaose was obtained from
Janssen (Beerse, Belgium) and was recrystallized five times in
MeOH to over 99% purity. The chemical and optical purity of the
different compounds was checked by 1H NMR, mass spectroscopy,
and chemical analysis.

Acetylcholinesterase (AChE, EC 3.1.1.7) from the electric organs
of the electric eel Electrophorus electricus was purified by affinity
chromatography15 and used in its G4 form for 6-monoamino-â-
CD labeling. AChE activity was measured using the colorimetric
method of Ellman et al.16

All reagents used for immunoassays were diluted in the
following buffer (EIA buffer): 0.1 M potassium phosphate buffer
pH 7.4 containing 0.9% NaCl, 1 mM EDTA, 0.1% bovine serum
albumin (BSA), and 0.01% sodium azide. The washing buffer was
a 10 mM phosphate buffer containing 0.05% Tween 20.

ApparatussSolid-phase EIA was performed in 96-well micro-
titer plates (Immunoplate Maxisorb with certificate, Nunc, Den-
mark) using automatic Titertek microtitration equipment (washer,
dispenser and reader) from Labsystems (Helsinki, Finland).

Antiserum ProductionsFor the production of antibodies,
6-mono-
amino-â-CD was covalently linked to bovine serum albumin (BSA)
by means of glutaraldehyde as previously described.17

Preparation of the Enzymatic Tracers6-Monoamino-â-CD
was covalently coupled to AChE using the heterobifunctional
reagent N-succinimidyl-4-(N-maleimidomethyl)-cyclohexane-1-carbox-
ylate (SMCC) as previously described.17 This method involved the
reaction of thiol groups previously introduced into 6-monoamino-
â-CD (by reaction of its primary amino group with N-succinimidyl-
S-acetylthioacetate (SATA) in alkaline medium) with maleimido
groups incorporated into the enzyme.

Competitive EIA ProceduresCompetitive EIA was per-
formed as described elsewhere for various molecules.18-20 Micro-
titer plates were coated with mouse monoclonal anti-rabbit IgG
antibodies in order to ensure separation of bound and free moieties
of the enzymatic tracer during the immunological reaction. Before
use, the plates were washed with 0.01 M phosphate buffer (pH
7.4) containing 0.05% Tween 20. The total volume of the im-
munological reaction was 150 µL, each component (enzymatic
tracer, diluted rabbit polyclonal antisera, and cyclodextrin stan-
dard) being added in a 50 µL volume. 6-Monoamino-â-CD-AChE
enzyme conjugate was used at a concentration of 2 Ellman units/
mL (for Ellman unit definition, see ref 19). The working dilution
for the rabbit antiserum was determined by performing serial
dilution experiments.

After 18-h incubation at 4 °C, the plates were washed and the
enzyme activity of the bound immunological complex was revealed
by addition of 200 µL of enzymatic substrate and chromogen
(Ellman’s reagent16) to each well. After 1 h of gentle shaking in
the dark at room temperature, the absorbance at 414 nm in each
well was measured automatically. Results are given in terms of
B/B0 × 100 as a function of the dose (logarithmic scale), B and B0
representing the bound enzyme activity in the presence or absence
of competitor, respectively. A linear log-logit transformation was
used to fit the standard curve.21 The sensitivity of the assay was
characterized by the dose of 6-monoamino-â-CD inducing a 50%
lowering of the binding observed in the absence of competitor (B/
B0 50%). Nonspecific binding represented less than 0.1% of the
total enzyme activity. Finally, the minimum detectable concentra-
tion (MDC) was taken as the concentration of competitor inducing
a significant decrease (three standard deviations in B0). All
determinations were made in duplicate and quadruplicate for B0.

To characterize the specificity of the antibodies, standard curves
were plotted using various derivatives of malto-oligosaccharides.
The results are expressed in terms of percentage cross-reactivity
(CR) [(dose of 6-monoamino-â-CD B/B0 50%/dose of analogue B/B0
50%) × 100].

For rat plasma samples, a methanol precipitation procedure was
performed before the assay. Four volumes of cold methanol were
added to the sample before centrifugation (2500 rpm, 10 min). The
pellet was discarded and the supernatant dried under vacuum
using a SpeedVac apparatus (Savant, Farmingdale, NY) before
reconstitution with EIA buffer. Standard curves were plotted by
spiking control plasma samples with known amounts of 6-monoam-
ino-â-CD and demonstrated more than 95% recovery of the
molecule in the supernatant.

Animal ExperimentssExperiments were performed on 10-
week-old (325 ( 60 g) male Sprague-Dawley rats (Iffa Credo, Les
Oncins, France) which throughout the study had free access to
water and to a commercial feed (DO4, UAR, Villemoisson, France).
The rats were acclimatized for 4 days in individual metabolic cages
before experiments. Rats were anaesthetized (one-third O2, two-
thirds NO2, and 4% fluothane) and catheters were placed in the
right femoral artery and vein, passed up into the abdominal
vessels, and their free extremity exteriorized at the back of the
neck. One day after surgery, a single intravenous dose of 6-monoam-
ino-â-CD (25 mg/kg) in saline solution (47.4 mg/mL) was injected
into four rats via the venous catheter. Oral administration of
6-monoamino-â-CD (25 mg/kg) in saline solution (50.1 mg/mL) was
performed on four other rats using a 1 mL tuberculin syringe and
a 16 gauge gavage needle.

Blood (200 µL) was sampled at various times (0, 5, 10, 15, 20,
30 min, 1 h, 2 h, 4, 8, and 24 h) at the arterial catheter. The blood
was centrifuged, and the resulting plasma kept frozen at -20 °C
until assay. The pellets containing red blood cells were reinjected
after dilution (1/2) with saline dilution through the venous
catheter. During the experiment, the rats were housed individually
in glass metabolic cages which allowed separate collection of urine
and feces. Urine was collected at 4, 8, and 24 h.

Pharmacokinetic EvaluationsA specific computer program
(Siphar from SIMED, Créteil, France), designed for nonlinear
regression of pharmacokinetic data, was used to fit plasma
concentrations. Pharmacokinetic parameters were evaluated using
a noncompartmental approach as previously described.22 The area
under the plasma concentration curve (AUC) was determined
using the trapezoidal lin-log rule and extrapolated to infinity. The
apparent elimination rate constant (ke) was determined by the
decay of the plasma concentration at the four last values (between
30 min and 4 h). Clearance was calculated from the dose divided
by the AUC. The apparent volume of distribution was determined
using the relation Cl/ke. Quantities eliminated in urine (Qe) were
evaluated over 0-24 h. Urinary clearance was calculated on the
basis of Clu ) Qe/AUC. Values are expressed as mean ( SD.

Results
Sensitivity and Specificity of the AssaysUsing the

6-amino-â-CD-AChE tracer, we optimized the antiserum
dilution for the assay. A typical routine standard curve for
this assay in EIA buffer using antiserum (no. L1076SAB)
at 1/50000 initial dilution is presented in Figure 1. The
sensitivity at B/B0 50% is about 550 pg/mL (25.4 fmol/well)
with a minimum detectable concentration close to 110 pg/
mL (4.8 fmol/well). The specificity of this assay was
demonstrated by testing against different compounds.
Parent cyclodextrin (â-CD) gave a full response (90% of
cross-reactivity), whereas neither substituted â-CD (i.e.
heptakis(2,6-di-O-methyl)-â-CD) nor other native or modi-
fied CD (i.e. R-CD, γ-CD, and 6-monoamino-γ-CD) dis-
played any significant cross-reactivity (<0.1%). Linear
maltoheptaose was not recognized at all by the antibodies.

Figure 1sStandard curve for 6-amino-â-cyclodextrin enzyme immunoassay
performed in rat urine (full line) and EIA buffer after methanol extraction of
rat plasma (dotted line).
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All these experiments demonstrated the strict specificity
of this assay for the cyclic core of â-CD. Recognition of the
molecule by the antibodies seems to involve the secondary
hydroxyl rim since the 2,6-di-methyl-â-CD derivative was
not detected.

Before performing the pharmacokinetic experiments, we
tested the analytical characteristics of the immunomethod
in different biological fluids. Rat urine and plasma samples
were spiked with known concentrations of 6-monoamino-
â-CD. While the assay works properly for urine samples,
we observed a lack of reproducibility for undiluted plasma
samples. We thus applied a methanol precipitation protocol
(see Methods), which provided good reproducibility with
only a small change in sensitivity (Figure 1; minimum
detectable concentration close to 180 pg/mL). Under these
conditions, the precision of the assay is very satisfactory
since the coefficients of variation (%) were 8.7, 5.6, and 9.6
within assays and 9.1, 6.1, and 9.8 between assays, for 10,
2, 0.3 ng/mL of 6-amino-â-CD, respectively.

Pharmacokinetic Measurements for 6-Monoamino-
â-CD after iv AdministrationsAfter a single injection
at 25 mg/kg, 6-monoamino-â-CD was detected for up to 4
h in plasma. The 8 and 24 h plasma samples presented no
detectable immunoreactivity (except for a single rat for
which we measured values of 60 ( 20 ng/mL and 50 ( 30
ng/mL of 6-monoamino-â-CD in the 8 and 24 h samples,
respectively). In urine, meaningful concentrations were
observed, remaining higher than 20 µg/mL in the 8-24 h
collection period. The mean plasma concentration curve
and cumulative urinary excretion of iv administered
6-monoamino-â-CD are presented in Figures 2 and 3,
respectively. The main pharmacokinetic parameters are
listed in Table 1. 6-Monoamino-â-CD disappears rapidly

from plasma, as demonstrated by a short half-life (21 min)
and MRT (28 min). The apparent volume of distribution
(Vd) corresponds to 20% of the total body weight and is close
to the plasma and the interstitial volume. This indicates
that 6-monoamino-â-CD probably penetrates into tissues
to some extent. Most if not all administered compound is
eliminated in urine (100% at 24 h) with an apparent
urinary clearance close to the systemic clearance. This
clearance value is close to the renal glomerular filtration
rate.23

Oral Administration of 6-Monoamino-â-CDsWe de-
tected 6-monoamino-â-CD in plasma and urine of all the
rats who had received a single oral 25 mg/kg dose. The
plasma kinetics measurements are presented in Figure 2
(dotted line), and the main pharmacokinetic parameters
are listed in Table 2. The plasma concentration exhibited
a maximal value of 170 ( 60 ng/mL at 30 min after
administration. 6-Monoamino-â-CD data were presented
over the 4 h after oral intake, since it was undetectable in
the 8 and 24 h samples. Cumulative urinary elimination
of 6-monoamino-â-CD represented 0.84 ( 0.7% of the initial
dose. 6-Monoamino-â-CD could still be assayed in the 8-24
h urine (concentration and amount ranging from 0.16 to
11.53 µg/mL and from 1.5 to 71.8 µg, respectively). The
bioavailability of 6-monoamino-â-CD was 0.5% and 0.89%
as calculated from AUC(0-inf) and Qel (0-24 h), respec-
tively.

Discussion
We have determined the main pharmacokinetic param-

eters of a â-CD derivative, 6-monoamino-â-CD, which was
shown to be less hemolytic than the parent compound, after
iv administration at a single 25 mg/kg dose. These results
were obtained using a sensitive and specific enzyme
immunoassay. Due to the high specificity of this method
toward the intact â-CD core, we have demonstrated that
little metabolism of this compound occurs. Indeed, 6-mono-
amino-â-CD is rapidly eliminated from the systemic cir-
culation and is almost totally eliminated via the urinary
route, rather like the parent compound.24 However, in
contrast with previous observations for â-CD,24 6-monoam-
ino-â-CD has an apparent volume of distribution of 202 mL/

Figure 2sAnalysis of plasma levels using specific immunoassay after
administration of 6-monoamino-â-cyclodextrin (25 mg/kg) to rats by iv (full
line) or oral intake (dotted line). Each value represents the mean ± SD of
four rats.

Figure 3sCumulative urinary excretion of 6-monoamino-â-cyclodextrin after
iv administration (25 mg/kg) to rats. Each value represents the mean ± SD of
four rats.

Table 1sMain Pharmacokinetic Parametersa of 6-Monoamino-â-CD
after Intravenous Administration (25 mg/kg) to Rats

parameters rat 1 rat 2 rat 3 rat 4 mean ± SD

T 1/2 min 20 24 20 19 21 ± 2
MRT min 28 34 19 29 28 ± 5
Cls mL‚min-1‚kg-1 5.3 6.3 5.4 10.5 6.9 ± 2.1
AUC (0−inf) µg‚mL-1‚h 83.9 72.2 80.8 40.4 69.3 ± 17.2
Vd mL‚kg-1 149 220 153 287 202 ± 56
Qel (0−24 h) % dose 85 103 95 115 100 ± 11
Clu (0−24 h) mL‚min-1‚kg-1 4.5 6.4 5.1 12.2 7.1 ± 3.1

a Abbreviations: T1/2, half-life; MRT, mean residence time; Cls, systemic
clearance; AUC (0−inf), area under the curve from 0 to infinity; Vd, apparent
volume of distribution; Qel (0−24 h), eliminated quantity during 24 h; Clu (0−
24 h) urinary clearance.

Table 2sMain Pharmacokinetic Parametersa of 6-Monoamino-â-CD
after Oral Administration (25 mg/kg) to Rats

parameters rat A rat B rat C rat D mean ± SD

Cmax µg‚mL-1 0.15 0.14 0.25 0.13 0.17 ± 0.06
Tmax min 30 30 30 30 30
AUC (0−inf) µg‚mL-1‚h 0.15 0.25 0.58 0.40 0.35 ± 0.19
Qel (0−24 h) % dose 0.76 0.68 1.80 0.12 0.84 ± 0.70

a Abbreviations: Cmax, maximal concentration; Tmax, time of maximal
concentration; AUC (0−inf), area under the curve from 0 to infinity; Qel (0−24
h), eliminated quantity during 24 h.
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kg, pointing to a probable extravascular distribution, in
select tissues or storage pools. The urinary clearance is
close to the systemic clearance and appeared close to the
glomerular filtration rate.

Using the same immunoanalytical method, we also
analyzed the fate of 6-monoamino-â-CD in the rat after oral
intake (25 mg/kg). We demonstrated the presence of
detectable amounts of the intact molecule in plasma, with
a maximal concentration observed 30 min after adminis-
tration. The molecule is then eliminated via the urinary
route. Although 6-monoamino-â-CD was detected in both
plasma and urine of the 4 treated rats, large variations
were observed; the extent of gastrointestinal absorption of
this molecule depends on the individual animal. The
cumulative amount of intact CD excreted represents 0.84
( 0.7% of the dose. These observations are in agreement
with previous reports on orally administered â-CD25,26

using either radiolabeled compound or a sensitive HPLC
technique.27 Thus, chemical modification does not seem to
induce major changes in the pharmacokinetic behavior of
the molecule compared with the parent compound. Finally,
we have calculated a low oral bioavailability for this
molecule, indicating only minimal absorption.

To our knowledge, this is the first full description of the
pharmacokinetic analysis of this â-cyclodextrin derivative
after iv and oral administration to the rat. A specific
analytical method such as the presently described enzyme
immunoassay may yield valuable information on the fate
of cyclodextrin(s) used for pharmaceutical applications,
irrespective of the mode of administration (parenteral and
oral for the present study but dermal or transmucosal
applications can also be investigated). Moreover, we have
observed that this assay retains its analytical character-
istics when applied to human urine and plasma samples
(data not shown). We are currently developing similar
specific immunoassays for methyl derivatives of â-CD, i.e.,
heptakis-(2, 6-di-O-methyl)cyclomaltoheptaose (DIMEB)
and heptakis-(2,3,6-tri-O-methyl)cyclomaltoheptaose (TRI-
MEB) which may provide further important data for
pharmaceutical applications.
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Abstract 0 The aim of this study was to investigate the feasibility of
a quantitative structure−pharmacokinetic relationships (QSPKR) method
based on contemporary three-dimensional (3D) molecular characteriza-
tion and multivariate statistical analysis. For this purpose, the programs
SYBYL/CoMFA, GRID, and Pallas, in combination with the multivariate
statistical technique principal component analysis were employed to
generate a total of 16 descriptor variables for a series of 12 structurally
related adenosine A1 receptor agonists. Subsequently, the multivariate
regression method, partial least squares, was used to predict clearance
(CL), volume of distribution (VdSS) and protein binding (fraction
unbound, fU). The QSPKR models obtained could account for most
of the variation in CL, VdSS, and fU (R2 ) 0.82, 0.61 and 0.78,
respectively). Cross-validation confirmed the predictive ability of the
models (Q2 ) 0.59, 0.41 and 0.62 for CL, VdSS, and fU, respectively).
In conclusion, we have developed a multivariate 3D QSPKR model
that could adequately predict overall pharmacokinetic behavior of
adenosine A1 receptor agonists in rat. This methodology can also be
used for other classes of compounds and may facilitate the further
integration of QSPKR in drug discovery and preclinical development.

Introduction
Since the pioneering work of Hansch and co-workers,1

quantitative structure-activity relationships (QSAR) analy-
sis has become a widely used tool in the design of modern
drugs. In recent years, sophisticated alternatives for
traditional “Hansch-type” QSAR methods have been de-
veloped, in particular in the area of three-dimensional (3D)
molecular characterization and multivariate data analysis.2-4

In contrast to these developments in the QSAR field, the
vast majority of quantitative structure-pharmacokinetic
relationships (QSPKR5) studies have only focused on
univariate correlations of individual pharmacokinetic pa-
rameters with lipophilicity and ionization, and it has been
well established that log P and pKA are important deter-
minants of drug absorption, distribution, protein binding
and elimination (for example3,6-10). A major drawback of
such QSPKR models is that they provide no insight into
the influence of other physicochemical properties and
therefore their conceptual and predictive value is rather
limited. However, despite these limitations, only a few
attempts have been made to develop more comprehensive

multivariate QSPKR models that predict pharmacokinetics
on the basis of various molecular physiocochemical descrip-
tors.11,12 Furthermore, most QSPKR studies have primarily
focused on the prediction of single parameters instead of
multivariate modeling of overall pharmacokinetic behav-
ior.6 Therefore, in the present study we have started to
explore the possibilities of generating QSPKR models based
on contemporary QSAR methods of 3D molecular charac-
terization and multivariate statistical analysis. The 3D
molecular descriptor methods, SYBYL/CoMFA13 and GRID,14

in combination with the multivariate statistical techniques,
principal component analysis (PCA) and partial least
squares (PLS15,16), were used to build models for simulta-
neous prediction of the primary pharmacokinetic param-
eters, clearance (CL), volume of distribution at steady-state
(VdSS), and protein binding (fraction unbound, fU) for a
series of structurally related adenosine A1 receptor agonists
in rat. The pharmacokinetic data were obtained during the
course of a program focused on the design of partial
agonists for the adenosine A1 receptor17,18 as reported
previously.19-23

Materials and Methods
ChemicalssAll compounds used in this study are analogues

of the endogenous purine nucleoside, adenosine (Figure 1). Com-
pound 1 is the reference adenosine A1 receptor agonist, N6-
cyclopentyladenosine (CPA19). Compounds 2-4 and 5-9 are
deoxyribose20 and 8-alkylamino-substitued CPA analogues,22 re-
spectively. In addition to the CPA analogues, another widely used
adenosine A1 receptor agonist, R-N6-phenylisopropyladenosine
(R-PIA,21 10) was included as well as the novel compounds 11
and 12 as hydrophilic and lipophilic non-CPA analogues, respec-
tively.23

Pharmacokinetic ExperimentssDetails of the pharmacoki-
netic experiments have been published previously.19-23 Briefly, 2
days before experimentation, the right femoral artery and the right
jugular vein of male Wistar rat (200-250 g) were cannulated for
the collection of blood samples and administration of drugs,
respectively. Conscious, freely moving rats received an intravenous
infusion of vehicle (20% DMSO/water) or compound over 15 min.
Serial arterial blood samples were taken over a period of at least
100 min, hemolyzed immediately, and stored at -35 °C until
HPLC analysis of blood concentrations.

Compartmental analysis of blood concentration-time profiles
was performed by fitting the data to a biexponential equation from
which systemic clearance (CL) and volume of distribution at steady
state (VdSS) were calculated.19 The fraction unbound drug in blood
(fU) was determined using standard ultrafiltration methods. The
pharmacokinetic parameters for all 12 compounds included in the
study are summarized in Table 1.

Molecular ModelingsThe 3D structures of the compounds
were provided by Dr A. P. IJzerman (Division of Medicinal
Chemistry, Leiden/Amsterdam Center for Drug Research), based
on the adenosine A1 receptor model published before.24

Generation of Molecular DescriptorssIn both the SYBYL/
CoMFA13 (Molecular Modeling Software 6.3, Tripos Inc., St. Louis,
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MO) and GRID14 (Molecular Discovery Ltd., University of Oxford,
U.K.) programs, a grid large enough to enclose all the aligned
ligands is utilized. In each grid point, interactions between a probe
atom and the target molecules are calculated. SYBYL/CoMFA and
GRID use different force fields and different types of probe atoms,
and the interactions are calculated differently. Interactions ac-
counted for in the GRID force field are steric, electrostatic and
hydrogen bonding interactions represented by the Lennard-Jones
energy (Este), the Coulombic energy (Eele) and a hydrogen bonding
(Ehb) term, respectively. In contrast to SYBYL/CoMFA, where the
interaction energies (i.e., Este and Eele) are considered separately,
the sum of all the different interaction energies is calculated in
each grid point with GRID. An attractive interaction between the
probe atom and the ligand produces a negative field (Etot), whereas
a repulsive interaction is positive

Different probes reflect different types of interactions and may
selectively be included to mimic specific interactions between the
ligand and the target protein,14,25,26 and often more than one probe
is necessary for a complete description of the interactions involved
in the ligand-protein interaction.

The second type of descriptors considered were molecular
surface volumes, such as, POP1, POT0, and POM1 (see Table 2),

corresponding to the volumes (Å3) of the electrostatic potential
surfaces at the charge levels plus one, zero, and minus one,
respectively (SYBYL 6.1, Molecular Modeling Software 6.3, Tripos
Inc., St. Louis, MO).

The third type of descriptors were the electronic descriptors
[heat of formation (HEFO), electronic energy (ELEN), dipole
moment (DIPO), filled levels (FILE), and ionization potentials
(IOPO)], obtained from Mopac 6.0 (SYBYL 6.1) AM1 single point
calculations27 with the keywords SCF1, MULLIK, AM1 and T )
3600 activated (Table 2). Four steric descriptors were included in
the present investigation, namely the core-core repulsion (COCO),
molecular weight (MW) and the areas and the volumes enclosed
by the Connolly surfaces, COAR and COVO, respectively. The
Connolly surface area (solvent accessible area) is defined as the
area a theoretical water molecule (1.4 Å in diameter) produces
when it moves over the van der Waals surface of a ligand.

Finally, the log P descriptor (the logarithm of the partition
coefficient, P, between 1-octanol and water) was estimated with
the Prolog P module (CDR database) of the Pallas program (version
1.2, CompuDrug Chemistry Ltd., Budapest, Hungary), which
utilizes a modification of the method presented by Rekker and De
Kort,28 where the contributions of the hydrophobic molecular
fragment constants are added. It is well-known that different
methods of calculation may yield different theoretical estimates
of log P. Therefore, we also calculated log P with the ATOMIC5
database of the Pallas program, which is based on a modification
of the work of Ghose and Crippen.29 Although the estimates varied
slightly between the two methods, the correlation was high (r )
0.88) and the slope and intercept of the best-line fit were not
significantly different from unity and zero, respectively. Hence,
for the sake of simplicity only estimates based on the CDR
database were used in the present analysis, and the log P
parameter should be interpreted as such. In other cases, however,
it might be advantageous to include several log P estimates
calculated by different methods in the model.

Principal Component Analysis (PCA)sPrincipal component
analysis (PCA) was used in the first stage of the study to replace
the original molecular descriptors generated in the GRID program
by so-called “3D principal properties” (3DPPs, see Results) and to
summarize in a graphical manner the information contained in
the dataset. Details of PCA can be found in numerous refer-
ences.15,16 Briefly, let X be a matrix with m rows and n columns,
representing a dataset of m compounds with n descriptor variables
(X ) [x1 , x2 , ....., xn ]). In PCA, the original n descriptors in X are
replaced by a limited number (a) of new variables, called principal
components (PCs), which are linear combinations of the columns
in X. Algebraically, PCA decomposes X in a PCs as follows

where the ti and pi vectors are known as the principal components
scores and variable loadings, respectively, and E is the residual
matrix not described by the model. Each consecutive PC is
calculated orthogonal to all previous PCs and accounts for a
decreasing percentage of the variation in X. The purpose of PCA
is to describe the complete dataset with less PCs than original
descriptors without significant loss of information. Plots of scores
and loadings obtained from the first few PCs can then be made to
reveal the relationships between objects (compounds) and variables
(descriptors), respectively.

Partial Least Squares (PLS) RegressionsPartial least
squares (PLS) is a relatively new multivariate statistical method
that has become the most widely used regression tool in the area
of QSAR.16 PLS is a generalization of ordinary multiple linear
regression (MLR) and can be seen as a least-squares regression
extension of PCA. Like MLR, PLS aims to provide a statistical
model that describes biological properties (y) in terms of the
descriptor variables in matrix X. In contrast to MLR, PLS can deal
with high correlations between the descriptor variables in X
(collinearity) and with the situation where the number of descrip-
tors exceeds the number of compounds (n > m), which is often
the case in QSAR/QSPKR). A detailed description of the PLS
algorithm can be found in the review by Geladi and Kowalski.15

For the interpretation of the model, it is particularly useful that
PLS models can be expressed in terms of regression coefficients
(bPLS):

Figure 1sChemical structure of the adenosine A1 receptor agonists. For the
sake of clarity, only the modifications compared with the reference compound
1 (CPA) are indicated.

Table 1sPharmacokinetic Parameters for the Adenosine A1 Receptor
Agonistsa

compounda CL (mL/min/kg)b VdSS (mL/kg)c fU (%)d

1 76 320 72
2 33 1050 63
3 58 660 68
4 55 740 61
5 65 1000 24
6 81 860 16
7 92 1000 23
8 72 1190 15
9 62 1130 11

10 24 940 41
11 5.6 365 67
12 62 1155 17

a Compound numbers correspond to the chemical strucutres shown in Figure
1. b Clearance. c Volume of distribution at steady state. d Fraction unbound.

Etot ) Eele + Este + Ehb (1)

X ) t1 p1
T + t2 p2

T + ..... + ta pa
T + E (2)
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where F is the residual matrix. As in the case of MLR, the
regression coefficients can be used to determine the influence of
each variable in X in the model.30

A crucial step in the development of PLS models is the
determination of the number of significant components.4,15 Al-
though it is possible to calculate as many PLS components as the
number of descriptors in the X matrix, the use of too many
components will result in a model that fits the data well but has
poor predictability. Cross-validation has become the method of
choice to determine the optimal number of components in PLS25,26,30

and was also used in the present study. Briefly, with cross-
validation, a PLS model is developed with a group of compounds
omitted from the dataset. Subsequently, the model is used to
predict the dependent variable (ypred) for the omitted compounds
and the differences between actual (yobs) and predicted values are
calculated. This procedure is repeated several times until all
compounds have been omitted once. The predictive ability of the
model can then be quantified with the Q2 statistic:25,26,30

The optimum number of PLS components is given by the number
of components that maximizes Q2. A model with good predictive
capability will have a Q2 close to unity, whereas a negative value
for Q2 indicates that the model does not predict better than
random. Formally, real predictability can only be validated with
an external test set, which is not included in the calibration process
of the model. However, even in QSAR studies in which it is usually
easier to test a large number of compounds than in pharmacoki-
netic experiments, it is common to test predictability by cross-
validation because the dataset is often too small to be split into a
training and test set. A compromise between an external test set
and leave-one-out cross-validation as used in the present study is
leave-more-out cross-validation where multiple compounds are left
out simultaneously several times, like in bootstrapping. However,
this method still requires rather large datasets and we therefore
decided to use the leave-one-out method; that is, compounds were
omitted one by one.

The Q2 value can be compared with the R2 statistic which
indicates the fraction of the variation accounted for by the model:
25,26,30

The R2 values range between zero (meaningless model) and unity
(perfect correlation). The value of R2 increases with the number
of components included in the model, and the PLS regression
model converges toward the MLR solution when the number of
components is identical to the number of variables in the X matrix.
In that case, the fraction explained variance is maximal but the
model is usually overfitted, that is, the predictability is poor (low

Q2). On the other hand, an underfitted model with too few PLS
components does not account for sufficient variation (low R2).
Eriksson and Johansson30 have suggested that a difference
between R2 and Q2 values of >0.3 is indicative of an inappropriate
model.

The outcomes of PCA and PLS are dependent on the scaling of
the variables. In the present study we always employed the auto-
scaling procedure, that is, all variables were scaled to unit variance
and centered around the mean.15

All PLS and PCA calculations were performed with the PL-
S_Toolbox version 1.5.2 (Eigenvector Research, Inc., Manson WA)
using the MATLAB software package version 4.2c.1 (The Math-
Works Inc., Natick MA).

Computer HardwaresThe generation of the 3D molecular
descriptors was carried out on a R4600 Indy Silicon Graphics
workstation. All other calculations were done on standard Pentium
personal computers.

Results

Generation and PCA of Molecular DescriptorssThe
grid created in GRID enclosed all the aligned ligands with
4 Å with a resolution of 1 Å in all directions and consisted
of 9025 points. For each of the 12 compounds, interactions
with three probes (CA2+, C3, and OH2) were calculated
at each grid point, thus yielding three grids with 9025 data
points for each compound (i.e., a total of 27 075 data points
per compound). Prior to the multivariate analysis, the grids
were unfolded to row vectors, which were subsequently
combined to form a 12 × 27 075 matrix. A PCA was
performed on this matrix to reduce this large set of data
into a smaller number of new, orthogonal (uncorrelated)
variables. The first three PCs explained 91% of the total
variance in the data, indicating that the original 27 075
GRID variables could be replaced by the score vectors
associated with these PCs without significant loss of
information. These scores vectors can be regarded as
“principal properties” (PP) of the compounds and, because
they were derived from a 3D structure analysis, will be
referred to as “3DPPs”. The 3DPPs for the first, second,
and third PC (3DPP1, 3DPP2, and 3DPP3, respectively)
are given in Table 2 together with the other descriptors,
which were obtained as described in the Methods section.

Subsequently, a PCA was performed on the combined
data of Table 2 to obtain insight into the relationships
between descriptors and compounds. One-, two-, and three-
component models described 60, 79, and 94% of the total
variance, respectively. The plot of the scores of the com-
pounds for the first two PCs reveals three clusters: the
first one with the reference ligand CPA (1), the deoxyribose

Table 2sPhysicochemical Descriptorsb Used for the QSPKR Analysis of the Adenosine A1 Receptor Agonistsa

compound
1

3DPP1
2

3DPP2
3

3DPP3
4

POP1
5

POT0
6

POM1
7

HEFO
8

ELEN
9

DIPO
10

FILE
11

IOPO
12

COAR
13

COVO
14

MW
15

COCO
16

log P

1 109.0 −40.2 14.9 1120 12 116 18 426 −27.3 −32 308 4.21 65 8.63 322.4 322.2 335.4 27 785 0.12
2 105.1 −30.2 8.5 1094 13 202 18 272 10.2 −29 569 3.36 62 8.66 317.1 313.2 319.4 25 367 0.64
3 100.9 −38.1 16.8 1232 9 511 17 683 12.4 −29 811 5.13 62 8.56 316.0 313.4 319.4 25 609 0.64
4 96.2 −33.8 5.6 1108 11 548 17 689 15.5 −29 995 3.48 62 8.65 313.9 312.0 319.4 25 793 1.22
5 −117.1 5.4 −5.1 1461 10 162 17 713 148.3 −38 336 6.96 71 7.64 334.1 337.4 364.4 33 444 0.92
6 −130.9 4.0 −5.4 1512 11 248 18 820 142.9 −40 810 7.12 74 7.63 348.2 357.0 378.4 35 763 1.44
7 −154.7 −5.5 5.6 1545 11 366 18 828 140.8 −43 295 7.08 77 7.62 363.0 374.7 392.5 38 092 1.96
8 −156.4 −3.4 −1.0 1583 12 177 19 393 185.0 −46 016 7.03 80 7.62 374.1 389.1 406.5 40 659 2.48
9 −158.2 −1.7 −1.7 1619 12 210 19 412 160.0 −48 099 7.00 82 7.62 379.5 398.9 418.5 42 613 2.63

10 93.7 131.7 63.8 1335 14 004 19 957 25.5 −38 180 4.17 74 8.63 374.2 376.0 385.4 33 119 1.11
11 112.1 51.9 −116.7 1374 12 110 18 324 −99.3 −40 984 8.70 77 8.85 364.2 361.9 423.4 35 234 −2.23
12 100.3 −40.1 14.7 1178 11 994 18 766 −41.0 −34 615 3.71 78 8.59 340.6 342.2 368.8 29 798 1.67

a Compound numbers refer to the chemical structures shown in Figure 1. b Abbreviations: 3DPP, three-dimensional principal property; COAR, area enclosed
by Connolly surface; COCO, core−core repulsion; COVO, volume enclosed by Connolly surface; DIPO, dipole moment; ELEN, electronic energy; FILE, filled
levels; HEFO, heat of formation; IOPO, ionization potential; log P, logarithm of partition coefficient; MW, molecular weight; POM1, volume of electrostatic potential
surface at charge level minus one; POP1 volume of electrostatic potential surface at charge level plus one; and POT0, volume of electrostatic potential surface
at charge level zero.

y ) XbPLS + F (3)

Q2 ) 1 - ∑ (yipred - yiobs)
2/∑ (yiobs - ymean)2 (4)

R2 ) 1 - ∑ (yicalc - yiobs)
2/∑ (yiobs - ymean)2 (5)
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analogues 2, 3, and 4, and the lipophilic non-CPA analogue
12; a second cluster with the 8-alkylamino-substitued CPA
analogues 5, 6, 7, 8, and 9; and a third cluster with R-PIA
(10) and the hydrophilic non-CPA analogue 11 (Figure 2A).
From the loading plot for the first two PCs, one clear cluster
can be recognized that contains the steric descriptors 12
(COAR), 13 (COVO), 14 (MW), and 15 (COCO), the elec-
tronic descriptors 9 (DIPO) and 10 (FILE), and the molec-
ular surface volumes 4 (POP1) and 6 (POM1, Figure 2B).
The clustering of the remaining descriptors is less clear.
It is of interest to note, however, that 3DPP1 and 3DPP2
seem to be closely associated with IOPO and POT0,
respectively (Figure 2B).

Correlation between Pharmacokinetic Parameters
and Molecular DescriptorssCorrelation coefficients
were calculated between the pharmacokinetic parameters
and each of the molecular descriptors using the MATLAB
program. All three pharmacokinetic parameters were
significantly correlated (P < 0.05) with HEFO (r ) 0.63,
0.63, and -0.75 for CL, VdSS, and fU, respectively) and log
P (r ) 0.66, 0.80 and -0.74 for CL, VdSS and fU, respec-
tively). In the case of VdSS, no other significant correlations
were found, whereas CL displayed additional significant
correlations with 3DPP1 (r ) -0.62) and IOPO (r ) -0.68),
and fU had significant correlations with 3DPP1 (r ) 0.81),

IOPO (r ) 0.81), POP1 (r ) -0.75), ELEN (r ) 0.73), FILE
(r ) -0.68), COAR (r ) -0.61), COVO (r ) -0.69), MW (r
) -0.59), and COCO (r ) -0.74).

PLS RegressionsPLS regression models to predict CL,
VdSS, and fU were built using the 16 descriptor variables
listed in Table 2. The results of the analysis are sum-
marized in Table 3 and plots of the observed versus
predicted values are shown in Figure 3. With the exception
of VdSS for 1 and fU for 12, most of the variation in the
pharmacokinetic parameters could be accounted for by the
PLS models (R2 values 0.6-0.8). Furthermore, the moder-
ate differences between R2 and Q2 (∼0.2 for each model)
found using cross-validation indicate adequate model
predictability and number of PLS components (Table 3).
The relationship between R2 and Q2 with increasing
number of PLS components is exemplified for CL in Figure
4.

Figure 5 shows the weighted PLS regression coefficients,
which provide insight into the contribution of each descrip-
tor to the modeling of the pharmacokinetic parameters. For
example, 3DPP2 (descriptor 2) has a high impact on CL
but is relatively unimportant in the models for VdSS and
fU. On the other hand, lipophilicity has considerable, but
opposite, influence on both VdSS and fU; that is, the log P
regression coefficient is positive for the former and negative
for the latter.

Discussion
To date, QSPKR studies have mainly focused on the

relationship between pharmacokinetic properties and single,
conventional physiocochemical parameters. To our knowl-
edge, this study is the first example of the application of
the molecular descriptor techniques, SYBYL/CoMFA and
GRID, in combination with multivariate analysis methods,
PCA and PLS, for the prediction of pharmacokinetic
properties. Our multivariate approach has several advan-
tages compared with the conventional methodologies em-
ployed in previously published QSPKR studies. First, the
use of a whole series of advanced molecular descriptors
instead of a single “classical” physicochemical property may
yield more comprehensive 3D QSPKR models that can
provide better insight into the relationship between chemi-
cal structure and pharmacokinetic behavior and a better
and more robust prediction. Second, our approach can be
used to predict multiple parameters and thus overall
pharmacokinetic profile. Third, this approach could allow
for integrated QSPKR-QSAR analysis and thus for simul-
taneous optimization of pharmacodynamic and pharmaco-
kinetic properties at a very early stage of drug discovery.
This integration could become a feasible strategy in the
light of the emerging in vivo high-throughput screening
technologies31-33 that could provide considerable savings
of laboratory animals, time, and money.

In the current study, QSPKR models were obtained for
the prediction of three main pharmacokinetic parameters
(CL, VdSS, and fU) of a series of 12 adenosine A1 receptor
agonists. It should be noted that the present study was
primarily focused on the development of methodology and

Figure 2sGraphical representation of the first two principal components, which
explained 79% of the total variance of the data given in Table 2. (A) Plot of
the scores of the 12 adenosine A1 receptor agonists. Numbers correspond to
the compounds shown in Figure 1. (B) Plot of the loadings of the 16 molecular
descriptors. Numbers correspond to the descriptor variables in Table 2.

Table 3sSummary of the Results of the Prediction of CL, VdSS, and
fU of the Adenosine A1 Receptor Agonists (Table 1) using PLS

pharmacokinetic
parameter

no. of
componentsa Q2 R2

CL 4 0.59 0.82
VdSS 2 0.41 0.61
fU 2 0.62 0.78

a Number of PLS components were determined using leave-one-out cross-
validation (see Methods for details).
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the number of compounds used for the modeling was
limited. However, despite the relatively small dataset, the
predictive ability of the QSPKR model as judged by leave-
one-out cross validation was fair (i.e., difference between
R2 and Q2 was ∼0.2 in each case). The between-ligand
variation in the pharmacokinetic parameters was ac-

counted for in an adequate manner by the models in most
cases (Figure 3). The exceptions were the predictions of
VdSS for CPA (1, predicted 742 mL/kg, observed 320 mL/
kg) and fU for 12 (predicted 47%, observed 17%). At present
we have no explanation for these outliers, but in the case
of CPA, the overestimation of VdSS may at least in part be
due to variability in the experimental estimate because we
have recently23 obtained a >30% higher value (421 mL/
kg). Furthermore, the use of the standard PLS algorithm
implies the assumption of a linear relationship between
molecular descriptors and pharmacokinetic parameters. If
this assumption would not be valid, nonlinear variations
of PLS might provide better predictions. However, the
nonlinear algorithms with polynomial, spline, or neural-
network inner relations as implemented in the MATLAB
PLS_Toolbox have not yet been widely applied and require
further validation.

The GRID program was used to generate 3D molecular
descriptors in this study. Because GRID generates datasets
with a very large number (27 075 in the present study) of
highly correlated variables, it is desirable to employ some
form of data pretreatment to reduce the number of
datapoints in the descriptor matrix. Because it was found
that three principal components could describe >90% of
the total variance in the GRID matrix, we decided to
replace the original variables with these principal compo-
nents (3DPPs). An advantage of the use of principal
properties, particularly when the number of compounds is
relatively small, is that it is much more efficient in reducing
the number of variables than other data pretreatment
methods generally used in conjunction with GRID, such
as D-optimal variable preselection.25,26 Furthermore, being
principal components, the 3DPPs display no collinearity.
Another advantage is that the 3DPPs can be related to
other molecular descriptors, which allows for a physico-
chemical interpretation of the GRID analysis. In the
present study, it was found that the first and second 3DPP
were closely associated with IOPO and POT0, respectively
(Figure 2B). To our knowledge, this is the first example
where such a relationship between GRID and physico-
chemical properties is shown.

A qualitative interpretation of the QSPKR models can
be made on the basis of the PLS weighted regression
coefficients (Figure 5). High values of 3DPP2 and the
related descriptor POT0, and to a lesser degree 3DPP1 and
the related descriptor IOPO, are associated with low CL.
In contrast, high values of 3DPP3 and POM1 result in an
increase of CL. The influences on CL of the remaining
molecular properties, including log P (as calculated), appear
to be less important (Figure 5A).

Figure 3sRelationship between observed and predicted (A) CL, (B) VdSS,
and (C) fU using the PLS models summarized in Table 3. The dashed lines
represent lines of identity.

Figure 4sEffect of increasing the number of PLS components in the model
for CL on the values of R2 and Q2. In this case, the optimum number of
components was found to be 4 (Table 3).
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In the case of VdSS, the high value of the regression
coefficient for log P is consistent with many previously
published reports that high lipophilicity is associated with
large VdSS.7 However, from Figure 5B it can be seen that
3DPP3 and HEFO are also important factors that are
positively correlated with VdSS, whereas increased values
of 3DPP1, IOPO, and DIPO will reduce VdSS.

Figure 5C shows that many factors contribute to the
model for fU, which would be expected on the basis of the
high number of significant correlations found previously
(see Results). The most influential factors are log P and to
a lesser degree HEFO, which are negatively correlated, and
the two related descriptors 3DPP1 and IOPO, which are
positively correlated with fU. This result confirms the
conclusion made by others that lipophilicity is a key
determinant of protein binding but that other physico-
chemical features, in particular electronic properties, also
play an important role.7

To date, MLR has been used successfully as a regression
technique in many QSPKR studies. The main disadvantage
of MLR compared with PLS is that it performs very poorly
in the case of collinearities among descriptor variables and
that it can only be applied when the number of compounds
exceeds the number of descriptors by at least a factor
3-5.15,30 Therefore, PLS has replaced MLR as method of
choice in modern QSAR studies and it may be expected that
this will also happen in the area of QSPKR when the
methods presented in this paper are developed further and
applied to large datasets with even more molecular de-
scriptors (for example original GRID points) and pharma-
cokinetic properties. The main appeal of MLR is that it may
yield models that are apparently easy to interpret. When
a dependent variable is strongly correlated with one of the
independent variables, it should, in general, be possible to
generate a simple MLR model based on the influential
descriptor and one or two additional orthogonal variables
that explain a fraction of the variation similar to that
explained by PLS. For example, on the basis of the strong
influence of log P on VdSS and fU, one can calculate the
simple MLR relationships VdSS ) 236.2 + 181.6 log P +
1.2 MW and fU ) 92.4 - 15.4 log P - 6.4 DIPO which yield
R2 values (0.67 and 0.77, respectively) that are as good as
the ones obtained with PLS (Table 3). However, the
molecular diversity of the ligands in this study was limited,
and it may be expected that the chances of finding such
simple relationships will decrease with increasing complex-
ity of the dataset. Furthermore, multivariate QSPKR
modeling should aim to predict overall pharmacokinetic
behavior, whereas MLR on the basis of a few descriptors
may only provide an adequate alternative for PLS for some
of the parameters of interest. In the present case, for
example, the best MLR model for CL on the basis of log P
and one other descriptor (CL ) 156.5 + 12.9 log P - 0.01
POT0) predicted poorly compared to PLS (R2 ) 0.65 and
0.82, respectively).

Herman and Veng-Pedersen11 have suggested that QSP-
KR models need not be limited to congeneric series but can
be used to predict distribution kinetics of a wide variety of
drugs. However, in our view, QSPKR and QSAR models
should generally be regarded as having “local validity” only,
that is, their utility is restricted to series of chemically
related ligands with similar biological properties. Hence,
we believe that QSPKR modeling may be particularly
useful to analyze pharmacokinetic databases of structural
analogues obtained in the early stages of drug development
programs. Obviously, the aim is always to develop a model
that predicts the pharmacokinetic parameters of the whole
set of compounds as well as possible. However, the limita-
tions of a QSPKR model may be just as valuable and the
outliers that are poorly predicted may provide new insight
into the mechanisms underlying the pharmacokinetic
processes. For this purpose, however, a more physiological
approach than the one used in the present study should
be adopted in which the dependent variables represent
intrinsic pharmacokinetic properties of individual organ
systems rather than overall pharmacokinetic behavior.10,34

In conclusion, in the present paper we have described a
QSPKR method based on 3D molecular characterization
and multivariate statistical analysis. By using this method,
we obtained a model that could adequately predict overall
pharmacokinetic behavior of 12 adenosine A1 receptor
ligands in rat. Notwithstanding the fact that analysis of a
larger dataset would be required to draw any general
conclusion about the pharmacokinetic behavior of adeno-
sine analogues, these first results obtained with a relatively
small number of ligands warrant further validation and
application of multivariate 3D QSPKR on larger datasets
of other classes of compounds. In combination with emerg-

Figure 5sWeighted PLS regression coefficients (bPLS) for (A) CL, (B) VdSS,
and (C) fU. Numbers correspond to the descriptor variables in Table 2.
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ing methods for high-throughput in vivo pharmacokinetic
screening of mixtures of structurally related compounds31-33

and with novel approaches in physiologically based phar-
macokinetic modeling,10,34 multivariate 3D QSPKR may
become a useful tool in drug discovery and preclinical
development.
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Abstract 0 The purpose of this work was (1) to determine if useful
in vivo pharmacokinetic data could be obtained after simultaneous
administration of 5−22 compounds of a chemically congeneric series
to dogs and (2) to determine if structure−pharmacokinetic relationships
could be derived from such studies. Mixtures of structurally related
R-1 antagonist compounds (5−22) were administered intravenously
to conscious dogs. Blood samples were taken over the next 24 h
and analyzed by LC/MS to determine plasma levels and pharmaco-
kinetics of each compound. The pharmacokinetics of 17 of these
compounds were also determined after individual administration.
Results obtained in the N-in-One format for 17 compounds correlated
well with results obtained when these same compounds were
administered individually. The N-in-One method is a useful method
for obtaining pharmacokinetic data on 5−20 molecules in a single
animal at one time. The increased throughput in obtaining important
pharmacokinetic information should enhance the drug discovery
process. In addition, it was possible to determine the extent to which
various chemical substitutions did or did not affect pharmacokinetic
parameters.

Introduction
Success in drug discovery increasingly relies on the

ability to rapidly identify quality molecules that possess
the desired attributes of bioavailability, chemical tractabil-
ity, selectivity, and potency. Combinatorial chemistry and
high throughput biochemical screening techniques should
have a major impact on the process of generating and
identifying potent and selective compounds in drug dis-
covery.1 The identification of compounds that possess the
desired pharmacokinetic (oral bioavailability, clearance,
volume of distribution, and half-life) and pharmacodynamic
profile has become a time-consuming process in drug
discovery programs. While in vivo studies are expensive
to conduct, they are also extremely informative. Thus,
substantial enhancements in the capacity to characterize
molecules in vivo could help relieve a bottleneck in the
current drug discovery process.

Increased throughput in in vivo pharmacokinetic screen-
ing has recently been reported by (a) dosing mixtures of
compounds to a single animal and (b) by pooling samples
from singularly administered compounds prior to analysis.2-8

Both methods capitalize on tandem liquid chromatography/
mass spectrometry (LC/MS) as a sensitive and specific
method for analysis. We have referred to the former method
as N-in-One dosing, where N is the number of compounds
coadministered. The N-in-One approach provides an op-
portunity to study the pharmacokinetics of several com-
pounds under identical conditions while minimizing sample
processing time, analysis time, and the number of animals
required. Initial reports have shown the method applicable
to (a) a wide range of structural classes of compounds, (b)
iv and oral dosing, (c) compounds that are renally and/or
metabolically eliminated, and (d) a wide variety of species
including mice, rats, dogs, and monkeys.

This contribution expands on a previous report of
increased capacity of in vivo pharmacokinetic evaluations.2
This paper reports results of N-in-One studies of 5-22 R-1a
antagonist compounds that provided sufficiently good
estimates of pharmacokinetic such that compound progres-
sion decisions could be made. In addition, structure-
pharmacokinetics relationships were developed to help
define molecular changes that do and that do not alter
pharmacokinetics.

Methods
CompoundssAll compounds were synthesized at Glaxo

Wellcome and gave satisfactory analysis by TLC, 1H NMR, mass
spectrometry, and elemental analysis.11

Pharmacokinetic StudysN-in-One DosingsMale mongrel
dogs (weight range 15-20 kg) were fasted overnight and fitted
with two temporary cephalic vein cannulae on the day of study.
Each dog received 5-22 compounds per dose session. Dose
solutions involving mixtures of five or less compounds were
prepared by dissolving compounds in 50 mM sodium acetate buffer
(pH 4.5). Dose solutions with more than five compounds were
prepared by dissolving compounds in 100 mM sodium acetate
buffer containing 30% propylene glycol and 1% Tween 80 at a
concentration of 0.3 mg each compound/mL. The dose solution was
infused over 5 min into the right cephalic vein cannula. Each
compound was given at a dose level of 0.25 mg/kg body weight
(5-in-One) or 0.3 mg/kg body weight (>5-in-One). Blood samples
(4 mL) were obtained from the left cephalic vein cannula in
heparinized syringes at 0 (predose), 5, 15, 30, 45 min, 1, 1.5, 2, 4,
6, 8, and 24 h after the infusion began. The plasma was separated
from the red blood cells by centrifugation and frozen until APCI
LC/MS/MS or APCI LC/MS analysis.

Individual DosingsMale mongrel dogs (weight range 15-21 kg)
were fasted overnight and then fitted with two temporary cephalic
vein cannulae on the day of study. Each compound was dissolved
in 50 mM sodium acetate buffer (pH 4.5) at a concentration of 1.0
mg/mL and administered at a dose of 1 mg(base)/kg body weight
via a 5 min intravenous infusion into the right cephalic vein. Blood
was sampled, and plasma was obtained and stored as described
above until analysis by HPLC with fluorescence detection. Each
compound was studied in one dog, except for compounds 19 and
59 which were studied in four and two dogs, respectively. This
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research complied with national legislation and with company
policy on the Care and Use of Animals.

Sample AnalysissN-in-One DosingsCalibration standards
were prepared at each calibration level for each compound by
spiking blank dog plasma over the range of 1 to 2300 ng/mL.
Aliquots of the standards and samples (200 µL) were precipitated
with 400 µL of acetonitrile that contained an internal standard
(compound 18 or 9) at a concentration of 400 ng/mL. After
vortexing and centrifugation, the resulting supernatant was
transferred to a clean tube and evaporated to dryness under
nitrogen at 35 °C.

The analysis was performed on a Finnigan TSQ-700 mass
spectrometer with Atmospheric Pressure Chemical Ionization
(APCI). The residues were reconstituted in mobile phase (200 µL),
centrifuged, and injected onto either a 3 µm, 50 × 4.6 mm (5-in-
One study) or a 5 µm, 250 × 4.6 BDS Hypersil C18 column (>5-
in-One studies). The mobile phase consisted of 5 mM ammonium
acetate (pH 4.0) and acetonitrile at a flow rate of 1 mL/min. The
percentage of acetonitrile was adjusted in each study to retain the
mixture from the column void volume and elute all compounds
within a k′ range of about 1-10. The first 2 min of the HPLC
effluent were diverted to waste to minimize contamination of the
APCI source. Detection was by selected reaction monitoring (SRM)
in positive ion mode for the 5-in-One study. A more generic
approach using MS rather than MS/MS was used for quantitation
of larger mixtures by scanning in selected ion monitoring mode
(SIM). A longer column was necessary for mixtures >5 compounds
to increase selectivity and afford more specificity because SIM was
used. The run time per sample was 6 min for the 5-in-One study
and a maximum of (approximately) 30 min for the other N-in-
One studies.

Individual DosingsPlasma calibration standards were con-
structed from 5 to 200 ng/mL for each compound. Aliquots of
standards and samples (50-100 µL) were precipitated with two
volumes of acetonitrile (no internal standard) and prepared as
described above. Samples above 200 ng/mL were diluted prior to
protein precipitation. The plasma extracts were reconstituted in
mobile phase (100 mL) and injected onto a Keystone BDS Hypersil
C18 (150 × 3 mm, 3 µm) HPLC column at a temperature of 30 °C.
The compounds were eluted with a 25 mM ammonium acetate
buffer (pH ) 4.5) and acetonitrile mobile phase at a flow rate of
0.5 mL/min. The compounds were detected using a fluorescence
detector. The mobile phase composition and wavelength settings
were varied to optimize conditions for each compound.

Pharmacokinetic and Statistical AnalysissThe clearance
(CL), steady-state volume of distribution (Vss), and elimination
phase half-life (t1/2) of each compound were derived from the
respective plasma concentration versus time curve using noncom-
partmental methods. Statistical comparisons between groups were
done by an unpaired t test. Results in Tables 2-6 reflect phar-
macokinetic data from 1 to 4 dogs in individual or N-in-One format.

Results
Comparison of Pharmacokinetics after Individual

and N-in-One DosingsTable 1 compares the pharmaco-
kinetic parameters of compound 19 when dosed individu-
ally to those obtained when coadministered with 4-21
other compounds. There was no statistical difference for
any parameter between the two methods. Figure 1 shows
the linear regression analyses for the plasma elimination
half-life, clearance and steady-state volume of distribution
of 17 compounds when measured by both individual and
N-in-One methods. There was good agreement in the

pharmacokinetic parameters, particularly clearance, ob-
tained from N-in-One dosing and individual dosing.

Pharmacokinetic data from all studies (individual and
N-in-One dosed) are compiled in Tables 2-6. Mean data
are presented in cases where the compound was dosed in
more than one dog or was studied by both N-in-One and
individual dosing. The range of pharmacokinetic values
obtained from this chemical series was fairly large. For
example, CL ranged from 0.3 to 44 mL/min/kg (146-fold);
t1/2 ranged from 45 to 1072 min (24-fold); and Vss ranged
from 41 to 14178 mL/kg (346-fold). The extent of protein
binding was determined for 21 molecules. These were
highly protein bound molecules which ranged from 92-
99.94% bound (133-fold variation in unbound fraction).

Effect of Chemical Modifications on Pharmacoki-
netic PropertiessEffect of 4-F on Left-Hand Phenyl
RingsThere are several examples of pairs of molecules (11,
12; 14, 15; 18, 19; 30, 31; 35, 36; 55, 56; 19, 21) where the

Table 1sPharmacokinetics of Compound 19 in Individual and
N-in-One Studiesa

n
half-life
(min)

clearance
(mL/min/kg)

volume of
distribution

(mL/kg)

individual studies 4 248 ± 37 0.8 ± 0.3 202 ± 101
N-in-One studies 9 326 ± 96 0.9 ± 0.3 272 ± 99

a Data are mean ± standard deviation for the number of observation shown.
p > 0.05 using Student’s t-test.

Table 2sPharmacokinetic Data for Compounds 1−15a

k k

a Data are present as the mean ± the standard deviation. Compound 19
data is mean of n ) 4 individual dogs, compounds 26, 27, 31, 33, 48, and
59 are n ) 3 observations from either individual dogs or from an N-in-One
study; the remaining means are n ) 2 (if standard deviation is shown)
otherwise n ) 1.
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only structural difference was the presence or absence of
a F-substitution in the 4-position of the phenyl ring at the
5-position of the oxazole ring. In each case, the effect of
the 4-F substitution was to reduce CL, although the
magnitude varied from a 36% decrease (55, 56) to greater
than 5-fold decrease (18, 19). CL was reduced in all cases
despite the fact that CL of the non-F molecules varied from
2.8 to 44 mL/min/kg. Similar effects on CL were obtained
when a chlorine was placed in the 4-position. The CL of
21, the 4-chloro compound, was similar to 19, the 4-F
analogue (0.9 vs 0.8). In contrast, a 4-methyl substitution
did not reduce clearance. The CL of compound 22 increased
with 4-methyl substitution compared to its di-F analogue
(26) (2.0 vs 5.4 mL/min/kg). The position of the halogen
appeared to be important in determining the CL of the
compound. The presence of F in the 3-position (20) did not
decrease CL as much as a 4-position F- or Cl-substitution.
The CL for 19 was 6 times less than its 3-F homologue (20).
The importance of 4-position halogenation in lowering CL
was also evident in a series of compounds with multiple
halogenations on the left-hand side phenyl. The CL of the
2,4-F compound (27) was one-half that of the 2,3-F (23)

and one-quarter that of the 2,5-F compound (24). Com-
pounds 19-21, 23-24, and 26-29 contain one or more
halogen substitutions on the left-hand phenyl ring (either
F or Cl) with R2 ) methoxy and R3 ) SO2NH2. Of these
nine compounds, three compounds (20, 23, and 24) have
H in the 4-position with 0-3 fluorines in other positions
on the ring. The remaining six compounds are all 4-halogen
compounds. The CL values for 20, 23, and 24 are 5.0, 2.5,
and 5.3 mL/min/kg, respectively, whereas the CL of the
other six compounds are lower, ranging from 0.7 to 2.3 mL/
min/kg. On the basis of metabolites identified from bile
samples of dogs dosed with compound 11, it is likely that
the halogen-substitution on the 4-position blocked a com-
mon hydroxylation pathway of metabolism on the left-hand
side phenyl ring resulting in a decrease in metabolic
clearance.

The effect on Vss of F-substitution on the left-hand phenyl
varied. Vss decreased in five pairs of examples of 4-position
halogenation from 16 to 66%; however, Vss increased 50%
for 12 compared to 11. The net effect of 4-F substitution
on t1/2 was mixed depending on the magnitude of change
in CL and volume. For example, compounds 11 and 19
experienced a 200% increase in their t1/2 whereas 36 and
56 saw essentially no change. 4-Chloro or 4-methyl sub-
stitution did not change Vss. No trends were observed in
the modest changes in Vss for multiply halogenated com-
pounds. Changes in t1/2 thus followed from the changes in
CL for these compounds.

Effect of F-Substitution on Right-Hand Phenyl Ring (16,
17; 40, 41; 41, 42)sThe placement of F on the right-hand
phenyl ring at R2 or R3 led to changes in pharmacokinetic
parameters that were inconsistent with what was observed
with left-hand phenyl ring substitution. Comparisons of 16,
17 as well as 40, 41 and 41, 42 show that putting F in
both the R3 (meta) position with R2 ) methoxy (16, 17) or

Table 3sPharmacokinetic Data from Compounds 16−29a

k k

a See footnote of Table 2.

Table 4sPharmacokinetic Data from Compounds 30−39a

k

a See footnote of Table 2.
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at R3 with R2 ) H (40, 41) had either no effect on or
increased CL (CL ) 7.9 vs 6.7 mL/min/kg; 4.1 vs 7.4 mL/
min/kg, respectively). However, putting F in both the R3-
and R2-position (41, 42) reduced CL by 55% (7.4 vs 3.3 mL/
min/kg). The addition of F to R2 (40, 41) or addition of F to
both R2 and R3 (40, 42) decreased Vss. A modest decrease
in Vss was also observed when F was substituted at R3 in
the R2 ) methoxy series (16, 17).

Effect of Adding SO2NH2 to R3 or R2 (1, 18; 25, 27; 19,
47). Placing a sulfonamide in the R3 position decreased CL
from 14 to 4.5 mL/min/kg (comparing 1 and 18, respec-
tively). The Vss also decreased (51%), and t1/2 was increased
from 59 to 85 min. When this same chemical modification
was made to 25, a larger decrease in CL was observed (from
8.9 to 1.0 mL/min/kg for compounds 25 and 27, respec-
tively). Vss also decreased from 1595 to 344 mL/kg and
there was little effect on t1/2. In sharp contrast, when the
sulfonamide was placed at the R2 position (47) CL in-
creased from 0.8 to 34 mL/min/kg, a 42-fold increase
compared to 19. Vss was also dramatically increased from
202 (19) to 14178 mL/kg (47), a 70-fold increase. However,
the dramatic alterations in CL and Vss led to a relatively
modest 31% decrease in t1/2 from 248 to 324 min.

Effect of Substituted SO2NH2 in R3-positionsSubstitution
on the sulfonamide in the R3-position when R2 )
methoxy (2-11, 13, 14, 18) resulted in higher CL values

for all compounds compared to the unsubstituted 18 with
the exception of 2 which had a CL about one-half that of
18. The Vss also tended to be higher for substituted
compounds (523 mL/kg for 18 and ranging from 600 to 3464
mL/kg for all others) except for compounds 2 and 6 which
had lower Vss values of 151 and 210 mL/kg, respectively.
Similar effects (increased CL and Vss) were observed with
substituted sulfonamides in the 4-F series (12, 15 compared
to 19) when R2 ) methoxy. For example, compound 15 had
a larger CL (12 mL/min/kg) and a larger Vss (2407 mL/kg)
than its unsubstituted counterpart 19 (0.8 mL/min/kg, 202
mL/kg). Similarly, substitution on the sulfonamide in the
R2-position in the R3 ) ethoxy series (30, 35; 31, 35, 36-
39) usually led to increases in CL (0.8-2 mL/min/kg
compared to 5.5-18 mL/min/kg) and an increase in Vss
(1992 compared 375 mL/kg; or 516-1806 compared to 186
mL/kg). The notable exception in this case was 33, an
N-methyl sulfonylurea, which had the lowest CL (0.3 mL/
min/kg) of not only all of the substituted sulfonamides, but
also of all the 66 compounds presented in this paper, and
a very low Vss of 123 mL/kg. Protein binding was deter-
mined on five of the compounds in this N-substituted
sulfonamide series and free fraction was greater for all the
substituted molecules compared to that of the unsubsti-
tuted analogue. This may partly explain the larger volumes
and the higher clearances. The higher clearances may also
arise from increased metabolism (N-dealkylation) of the
sulfonamide substitution, a metabolic pathway that was

Table 5sPharmacokinetic Data from Compounds 40−54a

k k

a See footnote of Table 2.

Table 6sPharmacokinetic Data from Compounds 55−66a

k k

a See footnote of Table 2.

316 / Journal of Pharmaceutical Sciences
Vol. 88, No. 3, March 1999



observed in in vitro dog microsomal metabolism studies of
several compounds including compound 11. Finally, one
pair of enantiomers was synthesized by substituting R- or
S-alanine on the R3 sulfonamide. One enantiomer (8) had
50% lower CL compared to its opposite enantiomer (9). Vss
was 27% lower and t1/2 was little changed (114 vs 107 min
for 8 vs 9, respectively).

Effect of Chemical Modifications to R3-Sulfonamide
SubstitutionssMethylation of the sulfonamide nitrogen
(37) or the acetamide nitrogen (39) or both (38) increased
the CL of the compound compared to that of 36. When both
nitrogens were methylated (39), CL was increased more
than that of a single methylation (18 vs 9.0 or 14 mL/min/
kg). Vss was also increased when the sulfonamide nitrogen
is meth-
ylated (37 or 38), but not when the acetamide alone was
methylated (39). The net effect on t1/2 was a consistent
decrease of about 50% comparing 36 to 37-39.

When the amide nitrogen was methylated (13), CL was
not changed much (22%) compared to the unmethylated
compound (11). When both the amide and sulfonamide
nitrogens were methylated (14), the CL was still similar
to when one nitrogen was methylated (11). However,
comparing the 4-F compounds 12 and 15, CL was unaf-

fected when both nitrogens were methylated (11 to 12 mL/
min/kg). No consistent changes were noted in Vss, and no
major differences in t1/2 were observed in these series.
Finally, replacement of a methyl group with a trifluro-
methyl group on the R3 sulfonamide (4, 5) resulted in a
160% increase in CL, 239% increase in Vss, and a 50%
reduction in t1/2.

Comparison of Ethoxy- vs Methoxy-Substitution at R2 (4,
35; 18, 30; 19, 31; 25, 32)sNo consistent change in
pharmacokinetic properties was observed when the size of
the alkyl group on R2 was increased from methyl to ethyl.
The notable structural difference between these compounds
is that 30-32 are unsubstituted sulfonamides, whereas 35
has a ethylene acetamide moiety on its sulfonamide
nitrogen. The direction and magnitude of change in phar-
macokinetic parameters may be related to the size of the
R3 substituent. For the pair of substituted sulfonamides
(4, 35) the CL increased by 60% and the Vss increased by
232% when the methoxy was changed to ethoxy. For the
unsubstituted sulfonamides (18, 30; 19, 31), the CL and
Vss decreased or were unchanged. The net effect of these
changes on t1/2 was minimal, except in the case of 30.

Effect of Adding an N-Methyl Group to R2 Amide56-58s
In this example of N-methylation, addition of a methyl
group to the amide of 56 to generate 57 had little effect on
CL, Vss, or on t1/2. In contrast to the earlier two examples
of methylation at the R3-substituent, adding a second
methyl group (58) dramatically reduced the CL from 33
mL/min/kg (57) to 8.4 mL/min/kg (about 4-fold). Vss also
drops by more than 50% (from 5085 mL/kg to 2102 mL/
kg) which attenuates the increase in t1/2 to 138% (from 126
to 252 min).

Effect of Adding an N-Methyl Group to Right-Hand
Aniline: Comparing NH2 to NO2sWhen the aniline nitro-
gen was methylated (49), CL was not greatly altered
compared to 48 (6.3 to 6.6 mL/min/kg). Vss and t1/2 were
unaffected as well. Adding a second methyl group (50)
caused CL to increase by almost 4-fold (from 6.3 to 24 mL/
min/kg) with a further decrease in Vss (from 8052 to 1725
mL/kg) and a decrease in t1/2 by 94% to only 66 min.
Oxidation of the amine to a nitro group (51) also increased
CL by 59% and decreased Vss by 90% compared to 48 and
hence also resulted in a large decrease in t1/2 of 84%.

Effect of Alkyl Substitution on the Terminal Nitrogen of
the Phenylmethyleneurea on R2 (59-64)sSingle methyla-
tion of the proximal nitrogen resulted in an increase in CL
of 136% (59 compared to 60), a modest decrease in Vss, and
a large decrease in t1/2 of 52% (from 982 to 468 min). When
the terminal nitrogen was methylated, the effect on CL was
even greater going from 2.5 to 26 mL/min/kg (59 compared
to 61), and there was little effect on Vss (from 3128 to 3375
mL/kg). The net effect on t1/2 was a dramatic reduction from
982 to 95 min (59, 61). When larger alkyl groups were
added to the terminal nitrogen of 59, the effect was still a
net increase in CL and decrease in t1/2, but the magnitude
of the changes were not as great compared to the effect of
adding a single methyl group.

Comparing Methylene Acetamide to Methylene Sulfona-
mide or Acetal at R2 (40, 43-45)sPlacing an acetal group
at R2 (45) increased CL from 4.1 to 17 mL/min/kg relative
to no substitution (40). Vss was not greatly affected (2743
vs 2419 mL/kg) and t1/2 was, therefore, greatly reduced (78
vs 720 min). Extending the acetal to a methylene acetamide
(44) resulted in a lower CL value of 5.7 mL/min/kg and a
higher Vss value of 3350 mL/kg leading to an intermediate
t1/2 of 486 min. When the methylene acetamide was
replaced with a bulkier methylene sulfonamide (43), CL
(6.2 mL/min/kg) remained essentially the same as 44 and
Vss increased still further to 5101 mL/kg. The t1/2 is 653

Figure 1sLinear regression (bold line) of CL, Vss, and t1/2 data for 17
compounds by both individual and N-in-One methods.
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min, which is the longest t1/2 of this group of compounds,
yet still less than the unsubstituted compound (40).

Effect of Other R2 SubstitutionssComparing the phar-
macokinetics of the sulfonamide to the sulfone in the R2-
position, the sulfonamide (47) had a 5-fold higher CL and
2-fold higher Vss than the methyl sulfone (46). The t1/2 was
lowered by a factor of 1.6-fold, comparing 47 to 46.
Oxidation of the thioether (53) to its sulfoxide (54) resulted
in a slight increase in CL (from 11 to 14 mL/min/kg)
whereas Vss quadrupled, going form 828 to 3632 mL/kg.
The effect on t1/2 was a 171% increase going from 78 to 211
min. Extension of the urea in the R2-position (65) with a
methylene group (59) led to a >3-fold increase in CL (2.5
to 9.3 mL/min/kg) and a 37% increase in Vss. The t1/2 was
decreased by 42%.

Discussion
The original goal of this effort was to determine if N-in-

One studies could be used to rapidly determine pharma-
cokinetic consequences of changes in chemical structure
within a congeneric chemical series. In essence, that goal
was achieved. This conclusion is supported by the linear
regression analysis on the pharmacokinetic parameters for
17 compounds studied by the individual method of one
compound in one dog or in various N-in-One studies. It is
also supported by the work with 19 which was examined
in all nine N-in-One studies and in four separate single
drug studies (Table 1).

A second feature of this work was to permit the develop-
ment of structure-pharmacokinetic relationships with the
66 compounds tested using this method. Of the 66 com-
pounds, 22 were examined in at least two dogs as mixtures
or individually. The general robustness of the data afforded
the opportunity to make hypotheses about structure-
pharmacokinetic relationships that would suggest further
study or the resynthesis of compounds to investigate the
hypothesis. There are some caveats and limitations to using
this method. It is not clear if it applies uniquely to this set
of compounds or if the method applies to all compound
mixtures. More studies by us and others will be needed to
answer this question. A number of limitations have been
previously cited2 and those apply here as well.

In the research program from which these compounds
were derived, the desired criteria for the three PK variables
were: CL < 5 mL/min/kg, t1/2 > 240 min and Vss < 1000
mL/kg. At the other extreme, compounds having either CL
> 15 mL/min/kg, t1/2 < 120 min, or Vss > 3000 mL/kg were
judged unacceptable. Of the 66 compounds studied, there
were only five molecules which met all three pharmacoki-
netic criteria (four in the R2 ) methoxy series, and one in
the R2 ) ethoxy series). On the other hand, only two
compounds had unacceptable values for all three param-
eters and these were in the series where R2 ) H. This led
to the conclusion that continued modification of compounds
with R2 ) methoxy or ethoxy would lead to compounds with
the best pharmacokinetic profile. In addition, halogen
substitution at the 4-position of the left-hand-side phenyl
and removal of substitutions on the R3-sulfonamide con-
sistently resulted in compounds with lower CL. However,
the latter did not appreciably increase the half-life of the
compound, since removal of the sulfonamide substitution
also consistently led to compounds with reduced volumes
of distribution. Compound 33 appears to be unique in
pharmacokinetic terms since most N-substituted sulfona-
mides (2-15; 35-39) had CL values between 2 and 34 mL/
min/kg, yet for 33 the CL was 0.3 mL/min/kg, the lowest
value obtained for all of the molecules examined. Com-
pound 33 was studied in three dogs with consistent results
and therefore raises the question as to why this methyl-
sulfonylurea had such a low (and desirable) CL.

Another example with unexpected results is compound
46 and 47, which differ only in one being a methyl sulfone,
whereas 47 is a sulfonamide in that position. Despite this
similarity, there is a 5-fold difference in CL. The explana-
tion for this difference is not clear. Neither the clogP values
(3.4 and 3.2, respectively), nor different electron-withdraw-
ing effects (σ values of 0.68 vs 0.62 via Hammett equation)
seem likely explanations. One possibility is that glucu-
ronidation may be an additional elimination pathway for
the sulfonamide thus contributing the higher clearance.
This example highlights the value in doing the N-in-One
approach to generate data that can lead in directions that
would not have been anticipated from first principles.

Both in vitro drug metabolism and cell permeation
studies and in vivo pharmacokinetic experimentation will
be needed in order to more fully expand our current
understanding of the various factors governing pharma-
cokinetics.9,10 It is envisioned that the enhanced capacity
to generate qualitative and quantitative pharmacokinetics
and drug metabolism data will provide information that
will enable the iterative generation and refinement of
predictive rules regarding the many factors that govern
pharmacokinetics.
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Abstract 0 In water, the antineoplastic drug cisplatin, cis-[PtCl2(NH3)2]
(1) hydrolyses slowly to the aqua complexes cis-[Pt(NH3)2Cl(H2O)]+
(2) and, to a small extent, cis-[Pt(NH3)2(H2O)2]2+ (3), which are thought
to play an important role in the metabolism of cisplatin. HPLC is a
useful technique for monitoring 2 and 3, but only if the components
of the mobile phase used in the reverse phase HPLC technique are
unreactive toward these aqua complexes under the conditions of the
experiment. 15N Nuclear magnetic resonance (NMR) with samples
highly enriched (>98%) in 15N has been used to check the reactivity
of 2 and 3 toward substances commonly used as components of the
mobile phase. The results reported herein indicate that acetonitrile,
often used as an organic modifier, reacts readily with 2 and 3.
Methanol, also commonly employed, is much less reactive. Carboxylic
acids RCO2H (R ) CH3, H, CF3), which are frequently used to adjust
pH of the mobile phase, also react readily with 2 and 3. Trifluoro-
methanesulfonic acid (“triflic acid”), CF3SO3H, is unreactive. Neither
hexanesulfonic acid nor sodium dodecyl sulfate (SDS), used as “ion-
pairing agents”, reacts significantly with 2 or 3 under the experimental
conditions, but SDS gives better peak separation. Commercial SDS
must, however, be purified from chloride contamination. From our
studies, optimal conditions for HPLC separation of 1, 2, and 3, with
a C18 stationary phase at 37 °C, require an aqueous mobile phase
with 3% v/v methanol, 0.05 mM SDS, and pH 2.5 (adjusted with triflic
acid). This technique was then used to measure levels of 1, 2, and
3 in ultrafiltered serum after incubation for various times with cisplatin
at 37 °C.

Introduction
Cisplatin (cis-diamminedichloroplatinum(II), cis-[PtCl2-

(NH3)2] (1)) is a widely used antineoplastic drug which is
effective against a number of tumors, although its benefi-
cial effects are balanced by significant toxicities.1 There
have been a number of studies of the pharmacokinetics of
intact cisplatin,2,3 but very little is yet known about the
pharmacokinetic disposition of the metabolites and hy-
drolysis products of cisplatin.

The solution chemistry of cisplatin and its analogues has
now been extensively explored. The hydrolysis reactions
of cisplatin, for example, have been well-studied4-9 and are
summarized in Scheme 1. In an aqueous solution of
cisplatin (1) with pH < 5, one of the bound chloride ions
dissociates, to give cis-[Pt(NH3)2Cl(H2O)]+ (2), until an
equilibrium is set up between 1, 2, and the liberated
chloride ion. A second chloride ion may dissociate, to give
cis-[Pt(NH3)2(H2O)2]2+ (3), but little of this complex will
form unless chloride ion is removed from the solution (e.g.,

with silver ion).7 The coordinated water molecules in 2 and
3 may be deprotonated to give hydroxo complexes cis-[Pt-
(NH3)2Cl(OH)] (4), cis-[Pt(NH3)2(OH)(H2O)]+ (5), and cis-
[Pt(NH3)2(OH)2] (6). The acid dissociation constants of 2
and 3 are such that, under physiological conditions, the
hydrolysis products will be predominately, but not totally,
in the forms 4 and 5,6,9,10 with equilibria lying more toward
the hydrolysis products than in acid solution. The solution
chemistry near pH 7 can be further complicated by the
tendency to form hydroxo-bridged oligomers, [{Pt(NH3)2-
(µ-OH)}n]n+ (n ) 2,3)4,5,11-13 and [{Pt(NH3)2}2(µ-Cl)(µ-
OH)]2+.6 Such species are unlikely to form from mono-
nuclear compounds in solutions with pH < 5, or at the low
concentrations of platinum compounds used in vivo, but if
present in the initial formulation of platinum compounds
dinuclear compounds may persist in both these situations.5

The rate constants for these hydrolysis reactions, in both
acidic and alkaline solutions, have been measured by Miller
and House.7-9 The reactions are relatively slow, with many
hours required after cisplatin is dissolved before equilib-
rium is established. There will also be little change in the
composition of a solution during the time required for a
HPLC run or for a 15N NMR spectrum to be obtained (up
to 20 min).

The reactions which cisplatin undergoes in vivo may be
divided into three main classes:

(1) Simple hydrolysis reactions of the type shown in
Scheme 1.

(2) Reactions involving coordination of small molecules
(and ions) to platinum. The species involved may be
inorganic, such as phosphate, or small organic molecules
such as amino acids or peptides.

† Department of Chemistry.
‡ School of Pharmacy.
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(3) Binding of platinum to macromolecules, such as DNA
(believed to be primarily responsible for the antitumor
activity of platinum drugs).14-16

Rather different techniques are required to study the
products of these three types of reactions. HPLC techniques
are well-suited for study of both small molecule adducts
and hydrolysis products. Because of the fundamental role
played by hydrolysis in much of the reaction chemistry of
cisplatin, and because of the challenge presented by the
high reactivity of platinum aqua complexes, we considered
it desirable to develop techniques to reliably detect the
hydrolysis products in vitro and in vivo. This is the subject
of this paper, with later contributions focusing on small
molecule adducts.

A number of papers have described reversed-phase
HPLC conditions for detecting and monitoring cisplatin
hydrolysis products.17-19 Necessary components of the
HPLC system are the stationary phase, the mobile phase,
and the detection system. From this previous work, it is
clear that a stationary phase consisting of silica particles
bonded to C8 or C18 hydrocarbon is suitable. Convenient
UV detection is adequate for development of HPLC tech-
niques and checking retention times for model compounds.
The use of anionic hydrophobic ion-pairing reagents in the
mobile phase, such as sodium dodecyl sulfate (SDS) or
hexanesulfonate,17,19 is clearly effective in giving good peak
separation for cationic species. However, the mobile phases
used by these workers have been chosen without sufficient
regard for the high reactivity of the cisplatin hydrolysis
products, so that they contain components that are capable
of reacting with platinum aqua complexes. For example,
Andersson et al.18 used a mobile phase containing phos-
phate buffer, although phosphate is known to react readily
with platinum aqua complexes.5,20,21 De Waal et al.22 and,
more recently, Heudi et al.23 showed that on-column
reactions occur between phosphate and cisplatin hydrolysis
products. Wenclawiak and Wollman24 used micellar elec-
trokinetic capillary chromatography to separate cisplatin
from other platinum antitumor drugs (carboplatin and
lobaplatin) as well as cisplatin hydrolysis products, using
SDS and phosphate-borate or phosphate buffers. Shearan
et al.25 also used phosphate buffers in the separation of
cisplatin and hydrolysis products on alumina. It is very
likely that some of the peaks observed in each of these
studies were actually due to platinum phosphate com-
plexes. Daley-Yates and McBrien17 used acetonitrile as an
organic modifier in their mobile phase, yet acetonitrile is
known to interact with platinum aqua complexes, with the
well-known “platinum amide blues” forming as the ulti-
mate products under some circumstances.26 Zhao et al.19

used mobile phases containing carboxylic acids (trifluoro-
acetic, formic) although acetate is known to react readily
with platinum aqua complexes,5 which raises the possibility
that carboxylato complexes were formed while solutions
were passed down the column, in the experiments reported
by Zhao et al.19 Heudi et al.,23 however, obtained no
evidence for reaction of formic acid with cisplatin hydrolysis
products in their experiments.

The ambiguities in interpretation of results arising from
the possibility of reactions between platinum aqua com-
plexes and the mobile phase may be responsible for some
literature conclusions which are surprising in the light of
evidence from other sources. For example, Zhao et al.19

concluded that cis-[Pt(NH3)2(H2O)2]2+ (3) was present in
significant proportions with cis-[PtCl2(NH3)2] (1) and cis-
[Pt(NH3)2Cl(H2O)]+ (2) when 1 was allowed to stand in
acidic aqueous solution. This does not agree with the result
of Miller and House,7 that only small quantities of 3 are
present with 1 and 2 under these conditions. Andersson
et al.18 reported that clearance time of 2 (in equilibrium

with cis-[Pt(NH3)2Cl(OH)] (4)) in vivo is greater than that
of intact cisplatin (1), even though the aqua complex 2
would be expected to be more reactive toward potential
ligands than 1. Daley-Yates and McBrien17 concluded that
the concentration of the diaqua complex 3 increased
markedly in plasma (despite the rich ligand environment)
and suggested that the hydrolysis reaction was catalyzed
in plasma! The possibility of accidental equality of retention
times of different species was not considered.

In the present work, potential components of the mobile
phase were carefully checked for reactivity with 2 and 3,
both by monitoring HPLC traces and by obtaining 15N
nuclear magnetic resonance (NMR) spectra of solutions
containing the platinum ammine complexes highly en-
riched in 15N (>98% 15N, nuclear spin quantum number I
) 1/2). 1H-decoupled 15N NMR lines are characteristically
very sharp, and the 15N chemical shift, δN, is very sensitive
to the ligands bound to platinum, especially the ligand
trans to the ammine group.27 Conditions were then deter-
mined which optimized the separation of HPLC peaks from
1, 2, and 3 with the use of a mobile phase containing only
substances which are unreactive toward these complexes
under the conditions used. These conditions were then used
to monitor concentrations of cis-[Pt(NH3)2Cl(H2O)]+ (2) in
solutions of ultrafiltered plasma incubated with cisplatin
(1) at 37 °C.

Experimental Section
Platinum Ammine ComplexessLiterature methods4,5 were

used for the preparation of cis-[PtCl2(NH3)2] (1), cis-[Pt(NH3)2-
(ONO2)2], with both normal isotopic composition and with high
enrichment (>98%) in 15N, with (15NH4)2SO4 used as the source
of labeled ammonia. As previously described,4,5 warming cis-[Pt-
(NH3)2(ONO2)2] with water gives a solution of cis-[Pt(NH3)2(H2O)2]-
(NO3)2, with a trace only of cis-[Pt(NH3)2(ONO2)(H2O)](NO3)
present in dilute solution.5 To avoid the presence of traces of
unreacted silver ion, preparations of cis-[Pt(NH3)2(ONO2)2] were
usually carried out with a slight deficiency of silver nitrate, so
that a small quantity of cis-[Pt(NH3)2Cl(H2O)]+ (2) was also
present in these solutions. As noted in Results below, samples of
cis-[Pt(NH3)2(ONO2)2] for HPLC use must be freshly prepared
(within 24 h) to avoid the appearance of additional HPLC peaks.
A solution containing >90% cis-[Pt(15NH3)2Cl(H2O)]+ (2), with cis-
[PtCl2(15NH3)2] (1) as an impurity, was prepared by a refinement
of the procedure previously described.6 cis-[Pt(15NH3)2(ONO2)2] (30
mg, 85.0 µmol) was dissolved in 2 mL of distilled water. Solid
sodium chloride (6.0 mg, 102.5 µmol) was dissolved in 10 mL of
distilled water. The sodium chloride solution was added very
slowly to the stirred solution of cis-[Pt(15NH3)2(H2O)2](NO3)2
(dropwise, over 2.5 h). The solution was then filtered, and the
composition of the solution was checked by 15N NMR. The total
platinum concentration of this solution was 7.08 mM. The com-
position of this solution (far from equilibrium) did not change
significantly on standing at 25 °C for 4 h, but after longer times
the concentration of 2 decreased as concentrations of 1 and 2
increased. Cooling the solution hastened the loss of 2 through this
chloride ion redistribution.

Other MaterialssHPLC-grade methanol and acetonitrile (EM
Science), trifluoromethanesulfonic acid (“triflic acid”)(Aldrich, 98%,
appropriately diluted), trifluoroacetic acid (Merck, >98%), formic
acid (Ajax), acetic acid (Ajax), and sodium hexanesulfonate (Sigma,
98%) were used without further purification. Sodium dodecyl
sulfate (SDS) from different suppliers (e.g., ICN) contained suf-
ficient chloride to affect the HPLC results (notified on labels as
0.01%), and so a chloride-free solution was prepared as follows.
Solid SDS (5 g) was dissolved in 20 mL of deionized water, and 17
mg of silver trifluoromethanesulfonate (Ag(CF3SO3)) was added
to precipitate choride as silver chloride. The solution was filtered
and then passed down a column of cation-exchange resin (Am-
berlite IR120) in the H+ form. The eluted solution was diluted to
1 L with deionized water to give a chloride-free solution with SDS
concentration 17.35 mM. It was stored in a refrigerator at 5 °C
and diluted as required for use in HPLC. Since semimicro
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combination electrodes used for pH determination leaked signifi-
cant quantities of chloride ion into solutions in which they were
immersed, the adjustment of pH to 2.5 was carried out with the
aid of narrow-range indicator strips (Merck Acilit) with the colors
on the strip calibrated against solutions whose pH was measured
with the use of a glass electrode.

HPLC InstrumentationsThe HPLC system consisted of a
pump (Waters model 510), an automatic injector (Waters model
712 WISP), a Waters stainless steel analytical column (3.9 mm
i.d. × 300 mm), packed with Bondapak C18, 10 µm particle size,
a variable-wavelength detector (Waters model 484), and a chart
recorder (Omniscribe, Houston Instruments). The column was
maintained at 37 °C.

HPLC ExperimentssIn a typical experiment, 0.8-1.0 mg of
the platinum complex was dissolved in 4 mL of the mobile phase,
and 100 µL of the solution was injected onto the column. Flow
rate was 0.5 mL min-1 and column temperature 37 °C. The
wavelength for the detector was set at 305 nm. At this wavelength,
the platinum complexes absorb strongly, but many organic mol-
ecules in plasma absorb weakly. To determine the relationship
between the integrated area of the HPLC peak and concentration
for the platinum compounds, solutions were prepared over a range
of concentrations, and a 100 µL aliquot was injected onto the
column. Elution was with the mobile phase described above, with
SDS concentration 0.5 mM. For 2 and 3, the solutions were
prepared by diluting stock solutions respectively of 2 (prepared
as described above) and of cis-[Pt(NH3)2(H2O)2](NO3)2 (prepared
by dissolving a weighed quantity of solid cis-[Pt(NH3)2(ONO2)2]).
For cisplatin (1), each solution was prepared by dissolving a
weighed quantity of cis-[PtCl2(NH3)2] in a measured volume of
water. To minimize hydrolysis, an aliquot was injected onto the
column immediately after the solid dissolved.

NMR Experimentss1H-Decoupled 20.2-MHz 15N NMR spec-
tra were obtained with a Bruker ACF-200 spectrometer, equipped
with a 5-mm QUAD (1H, 13C, 19F, 15N) probe, with conditions as
previously described, including use of the DEPT pulse sequence
to enhance signal sensitivity.28 Spectra are referenced relative to
a 5 M solution of (15NH4)2SO4 in 1 M sulfuric acid, in a coaxial
capillary. Shifts to lower nuclear shielding (higher frequency) are
positive. In a typical experiment using cis-[Pt(15NH3)2(ONO2)2] as
the starting material, 40 mg of the compound was dissolved in 1
mL of warm water, followed by addition of the mobile phase
component.

Incubation of Cisplatin with Ultrafiltered SerumsA
sample of human plasma was ultrafiltered from substances with
molecular weight >10000 in a Millipore ultrafree MC centrifuge
at 6000 G for 30 min. The plasma was incubated at 37 °C with
cisplatin at a concentration of 0.2 mg/mL. After the appropriate
time, 100 µL of the solution was injected onto the HPLC column.
For comparison, samples of plasma without added cisplatin were
incubated under identical conditions.

Results
15N NMR Spectra of 2 and 3 in Aqueous Trifluo-

romethanesulfonic Acid SolutionsIt is desirable that
HPLC separations on platinum(II) aqua complexes be
carried out in acid solution. The pKa values for water bound
to platinum(II) in such complexes lie between 5 and 8,6 so
that, at pH-values greater than 5, the protonation state of
the complex may be uncertain unless conditions are
precisely controlled. Furthermore, hydroxo-bridged oligo-
mers may form, causing undesirable complications.4-6,11-13

The effectiveness of the anionic hydrophobic ion-pairing
agent used in the HPLC mobile phase would also be
expected to be optimal when the coordinated aqua ligands
are fully protonated, giving maximum positive charge to
the complexes. To adjust the pH to a suitable value (e.g.,
2.5) it is desirable that an acid be used whose anion is
known to be incapable of binding to platinum(II) in aqueous
solution. We have previously shown5 that perchlorate ion
does not react with platinum(II) aqua complexes. Although
the likelihood of forming potentially explosive compounds
from the aqueous solutions studied is remote, as a matter
of principle, we prefer to use alternatives if available. Thus,

a 1 M solution of triflic acid was used to dissolve a sample
of cis-[Pt(15NH3)2(-ONO2)2] containing a small proportion
of cis-[Pt(15NH3)2Cl(-ONO2)]. The 15N NMR spectrum of
the resultant solution (Figure 1a) was readily interpreted
as showing a singlet from cis-[Pt(15NH3)2(H2O)2]2+ (3) at
-86.8 ppm with “satellite peaks” from coupling with 195Pt
(I ) 1/2, 34% abundance) (J(195Pt-15N) 385 Hz). The
satellite peaks were somewhat broadened through chemical
shift anisotropy-induced relaxation of the 195Pt nucleus.29

These 15N NMR parameters are close to those previously
reported for 3,4,5 with the usual small dependence on
“medium effects” (different counterions etc.). Weaker 15N
NMR peaks of equal intensity at -66.9 (labeled 2a in
Figure 1a) and -90.0 ppm (labeled 2b in Figure 1a) were
readily assigned to 15N nuclei trans to chloride and to water
in cis-[Pt(15NH3)2Cl(H2O)]+ (2).4,6,27 Even when the concen-
tration of triflic acid was greatly increased, no peaks were
observed that could be assigned to species containing
coordinated triflate.

15N NMR Spectra 2 and 3 in Aqueous Carboxylic
Acid SolutionssPreviously, it was shown5 that cis-[Pt-
(NH3)2(H2O)2](NO3)2 reacts readily with acetate ion, form-
ing predominantly cis-[Pt(NH3)2(-OC(O)CH3)(H2O)]+ (7, R
) CH3), and cis-[Pt(NH3)2(-OC(O)CH3)2] (8, R ) CH3) in
solution, with [{Pt(NH3)2}2(µ-OH)(µ-O2CCH3)](NO3)2 crys-
tallizing from solution.30 To determine whether carboxylate
complexes are formed when free carboxylic acids are added
to solutions of 3 and 2, 15N NMR spectra were obtained of
solutions in 1 M aqueous solutions of RCO2H (R ) CH3,

Figure 1s1H-Decoupled 20.2-MHz 15N NMR spectra of solutions obtained
by dissolving cis-[Pt(15NH3)2(ONO2)2] in 1 M aqueous solutions of (a) triflic
acid, (b) acetic acid. Labels correspond to those in the schemes.
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H, CF3). The spectrum of the solution containing acetic acid
is shown in Figure 1b. In light of results obtained on related
systems,5 the major features of this spectrum may be
explained in terms of the reactions shown in Scheme 2.
The strongest peaks in the spectrum are assigned to 15N
trans to acetate (labeled 7A, -82.1 ppm) and water (labeled
7B, -87.2 ppm) in 7. The peak at -85.0 may be assigned
to 8. The nearby peak at -84.5 ppm has not been reported
previously. Since both of the 15N nuclei appear to be
equivalent, and in view of the propensity of acetate to form
a bridge between platinum(II) atoms,30 this peak has been
assigned to the dinuclear complex [{Pt(15NH3)2(µ-O2-
CCH3)}2]2+ (9). The presence of a small proportion of cis-
[Pt(15NH3)2Cl(H2O)]+ (2) in the solution also allowed the
simultaneous monitoring of the reaction of acetate with this
species. It is clear from the spectrum that 2 reacted less
overall with acetate than 3, but the peak labeled 10A
(-68.8 ppm) could be assigned to15N trans to chloride in
cis-[Pt(15NH3)2Cl(O2CCH3)] (10, R ) CH3) (Scheme 3). In
additional experiments using higher proportions of 2 in the
initial solution, the peak from 15N trans to acetate in this
complex was clearly observed at -84.7 ppm. In the
spectrum shown in Figure 1b this peak (10B) is partially
obscured by the peak from 8. The spectrum also contained
a small peak at -68.2 ppm from cis-[PtCl2(15NH3)2] (1).

The 15N NMR spectra of analogous solutions with formic
(R ) H) and trifluoroacetic (R ) CF3) acids showed peaks
analogous to those from the acetate complexes (R ) H: 7,
-82.5, -88.3 ppm; 8, -84.3 ppm. R ) CF3: 7, -83.7, -87.5
ppm; 8, -85.0 ppm). Although relative intensities indicated
that there was less reaction with 2 and 3 than for acetate,
the reaction was still significant.

15N NMR Spectra of Solutions of 3 and 2 with
Hydrophobic Ion-Pairing AgentssThe agents which
are in common use are sodium dodecyl sulfate, Na+-
(-O3SO(CH2)11CH3), (SDS), and hexanesulfonic acid, HO3-
S(CH2)5CH3. Commercially available SDS usually contains
traces of chloride (two brands tried each were labeled as
containing up to 0.01% w/w chloride). Both HPLC experi-
ments and NMR spectra showed that sufficient chloride

was present to convert a significant amount of cis-[Pt-
(NH3)2(H2O)2]2+ (3) into chloro complexes 2 and 1. It was
therefore necessary to remove chloride from the SDS
solution before it could be used with the aqua complexes
(see Experimental Section). Addition of excess chloride-free
SDS to solutions containing cis-[Pt(15NH3)2(H2O)2]2+ (3) and
cis-[Pt(15NH3)2Cl(H2O)]+ (2) at pH 2.5 (adjusted with triflic
acid) caused no additional peaks to appear from species
containing coordinated SDS. Commercially available hex-
anesulfonic acid did not contain detectable chloride. With
excess hexanesulfonic acid added to a solution of cis-[Pt-
(15NH3)2(H2O)2]2+ (3), a very small additional 15N NMR
peak appeared at -85.5 ppm which was probably from
ammine trans to hexanesulfonate in a complex cis-[Pt-
(15NH3)2(-O3S(CH2)5CH3)(H2O)]+ (the peak from ammine
trans to water was probably obscured by the large peak
from 3). The extent of reaction was too small to affect
significantly the HPLC experiments.

15N NMR Spectra of Solutions of 3 and 2 with
Aqueous AcetonitrilesAddition of even a small quantity
of acetonitrile to an aqueous solution of cis-[Pt(15NH3)2-
(H2O)2]2+ (3) caused complete conversion to cis-[Pt(15NH3)2-
(NCCH3)2]2+ (15N NMR singlet with satellites, δN -70.3
ppm, J(195Pt-15N) 351 Hz). The monochloro complex 2 was
similarly converted completely to cis-[Pt(15NH3)2Cl(NCCH3)]+

(15N trans to Cl- -66.9 ppm, trans to acetonitrile -69.9
ppm). Although polynuclear paramagnetic “amide blues”
form with more concentrated solutions of diammineplati-
num(II) with aqueous acetonitrile,24 these 15N NMR spectra
did not change over several days, probably because the
solutions were too dilute for significant amide bridging to
occur. Clearly, any acetonitrile used as an organic modifier
would be expected to react completely with platinum(II)
aqua complexes in HPLC experiments.

15N NMR Spectra of Solutions of 3 and 2 with
Aqueous AlcoholssThe 15N NMR spectrum of a solution
of cis-[Pt(15NH3)2(H2O)2](NO3)2 in a 2:1 (v/v) mixture of
methanol and water showed an intense singlet with satel-
lites from cis-[Pt(15NH3)2(H2O)2]2+ (3) at -87.0 ppm. A peak
at -86.5 ppm assignable to ammine trans to nitrate in cis-
[Pt(15NH3)2(-ONO2)(H2O)]+ was stronger than in a pure
water solution,5 but remained weak (from peak heights,
the concentration of the nitrato complex was 7.5% of that
of 3; the peak from ammine trans to water in the nitrato
complex would be expected to be obscured by that from 3).
Two small peaks with equal intensities, at -84.6 and
-88.0, could be assigned to the complex with coordinated
methanol, cis-[Pt(15NH3)2(CH3OH)(H2O)]2+. From peak
heights, the concentration of the methanol complex was

Scheme 2

Scheme 3
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13% of that of 3 under these conditions. This ratio of
methanol to water was very much greater than that used
in our HPLC experiments. With methanol concentration
of 5% v/v, the peaks from the methanol and nitrato
complexes were of negligible intensity (<1% of the intensity
of peaks from 3). No peaks from methanol coordination
were observed from a solution of cis-[Pt(15NH3)2Cl(H2O)]+

(2) in 2:1 methanol/water.
In 2-propanol/water mixtures no peaks were observed

from alcohol coordination, although there was again a small
increase in the intensity of the peak from ammine trans
to nitrate in the nitrato complex.

Separation of 1, 2, and 3 by Reversed-Phase HPLCs
Solutions containing 15N-labeled cisplatin, cis-[PtCl2-
(15NH3)2] (1), cis-[Pt(15NH3)2Cl(H2O)](NO3) (2) (>90%), cis-
[Pt(15NH3)2(H2O)2](NO3)2 (3), and solutions containing
mixtures of these complexes, were checked by 15N NMR
spectra, so that their compositions were known, and then
injected onto the HPLC column. The mobile phase used in
each case contained 3% (v/v) methanol, and the pH of the
solution was adjusted to 2.5 with triflic acid. The ion-
pairing agent used was either SDS (purified from chloride)
or hexanesulfonic acid, at various concentrations. When the
starting materials used were freshly prepared, the HPLC
trace obtained in each case gave the number of peaks
corresponding to the number of species present in solution,
as revealed by the 15N NMR spectra. Table 1 shows
retention times for 1, 2, and 3 under some of the conditions
used. Figure 2a is a chromatogram obtained for a solution
containing all of the species, 1, 2, and 3, with 0.5 mM SDS,
and Figure 2b a chromatogram obtained for another
solution, with 0.05 mM SDS. Figure 2c shows the chro-
matogram of a mixture of 1, 2, and 3 with 0.5 mM
hexanesulfonate, and Figure 2d with 0.05 mM hexane-
sulfonate.

As expected, the retention time for the neutral compound
cisplatin (1) was almost independent of the identity and
concentration of the ion-pairing agent. With SDS as the
ion-pairing agent, the retention time for 2 (which carries
a single positive charge) was much longer than for 1 and
also increased dramatically as the concentration of SDS
was increased. The peak from 2 was always significantly
broader than that from 1. The retention time for 2
corresponding to a particular SDS concentration was
reproducible if the column was thoroughly washed with
mobile phase and then allowed to equilibrate for several
hours between injections. With more rapid throughput of
samples, there was some variation in the retention time
for 2 (up to 2 min). With SDS as the “ion-pairing agent”, 2
therefore effectively became a nonpolar species. By con-
trast, the retention time for 2 was relatively short when
hexanesulfonate, with its shorter aliphatic chain, was used
as the “ion-pairing agent”. The retention time for 3 was
short with both SDS and hexanesulfonate as the “ion-
pairing agent”, so that 3, dipositively charged, remained a
relatively polar species. The separation between peaks from

1 and 3, although always small, was always resolved
(baseline resolution in Figure 2a). When chromatograms
were obtained from solutions of cis-[Pt(NH3)2(H2O)2](NO3)2
made up using freshly prepared cis-[Pt(NH3)2(ONO2)2], a
single peak from 3 was observed when either ion-pairing
agent was used. However, when a sample of cis-[Pt(NH3)2-
(ONO2)2] was used which had been allowed to stand for 24
h or more, even when refrigerated and protected from light,
chromatograms obtained using SDS showed a number of

Table 1sVariation of Retention Times for Cisplatin (1),
cis-[Pt(NH3)2Cl(H2O)]+ (2), and cis-[Pt(NH3)2(H2O)2]2+ (3) with
Ion-Pairing Agenta

retention times (min)

ion-pairing agent concn (mM) 1 2 3

SDS 0.05 6.2 12.0 5.2
SDS 0.50 6.4 18.0 4.4
hexanesulfonic acid 0.05 6.0 6.0 5.4
hexanesulfonic acid 0.50 8.1 7.2 6.2

a pH adjusted to 2.5 with triflic acid, 3% (V/V) methanol, column temperature
37 °C, flow rate 0.5 mL/min, detection wavelength 305 nm.

Figure 2sChromatograms from aqueous solutions containing cis-[PtCl2(NH3)2]
(1), cis-[Pt(NH3)2Cl(H2O)]+ (2), and cis-[Pt(NH3)2(H2O)2]2+ (3) (total Pt concentra-
tion 0.5 mM), with mobile phase containing 3% (v/v) methanol, pH adjusted
to 2.5 with the acid indicated, flow rate 0.5 mL/min (a) triflic acid, 0.5 mM
SDS; (b) triflic acid, 0.05 mM SDS; (c) triflic acid, 0.5 mM hexanesulfonate;
(d) triflic acid, 0.05 mM hexanesulfonate; (e) acetic acid, 0.5 mM SDS; (f)
acetic acid, 0.05 mM SDS
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broad peaks at very long retention times (>20 min). When
hexanesulfonic acid was used, the same solutions showed
a single, sharper peak, with longer retention time than
peaks from 1, 2, or 3. When 15N-labeled sample was used,
the 15N NMR spectra of these solutions showed only the
peaks from 3. It is likely that reactions on the surface of
solid cis-[Pt(NH3)2(ONO2)2] formed traces of intensely
absorbing oligomeric paramagnetic complexes which were
responsible for these HPLC peaks. Since this problem could
be avoided by the use of freshly prepared material, it was
not further investigated. No such HPLC peaks were
observed from solutions prepared from fresh cis-[Pt(NH3)2-
(ONO2)2] which were then allowed to stand for long periods.

Figure 2e shows a chromatogram obtained from a
solution initially containing 1, 2, and 3, with the mobile
phase containing 0.5 mM SDS and 3% (v/v) methanol, with
the pH adjusted to 2.5 with acetic acid rather than triflic
acid. For Figure 2f, the SDS concentration was 0.05 mM.
Compared with the chromatograms obtained with triflic
acid, there is an additional peak. Three of the observed
peaks undoubtedly corresponded to 1, 2, and 3, with the
additional peak most likely representing a carboxylate
complex formed on the column during elution. No attempt
was made to assign these peaks to individual species, as,
after these results, mobile phases containing carboxylic
acids were simply avoided.

Quantitative Determination of 1, 2, and 3 by HPLCs
HPLC traces were obtained for solutions which contained
known concentrations of 1, and the integrated area of the
HPLC peak from 1 was measured under the standard
conditions outlined above (mobile phase containing 3%
methanol, 0.5 mM SDS, pH adjusted to 2.5 with triflic acid,
column temperature 37 °C, detection wavelength 305 nm).
A linear relationship was obtained between peak area and
concentration (Figure 3). Similar relationships were ob-
tained for 2 and 3 (Figure 3). The different line slopes are,
of course, a result of the differing molar absorptivity
coefficients of the three complexes at 305 nm. Such linear
plots would not be expected if there were any covalent
bonding interaction between the platinum aqua complexes
and the stationary phase.

HPLC Detection of cis-[Pt(NH3)2Cl(H2O)]+ (2) from
Ultrafiltered Plasma Incubated with Cisplatins
Samples were periodically removed from a solution of
ultrafiltered human plasma incubated at 37 °C with
cisplatin (1) and analyzed by HPLC using mobile phases

as described above (3% (v/v) methanol, pH adjusted to 2.5
with triflic acid) with SDS concentrations of 0.05 or 0.5 mM.
Figure 4b shows a chromatogram (obtained with SDS
concentration 0.05 mM), from ultrafiltered plasma incu-
bated with cisplatin (1) at 37 °C for 24 h, while Figure 4a
shows the chromatogram from a sample of plasma allowed
to stand at 37 °C for the same time. At the detector
wavelength, 305 nm, platinum complexes absorb strongly,
but many organic molecules present in plasma have weak
absorption. The chromatograms showed the growth, and
then decline over several days, of a peak (labeled “2" in
Figure 4b) with a retention time corresponding to that of
cis-[Pt(NH3)2Cl(H2O)]+ (2). From Figure 4a, it is evident
that platinum-free plasma did not give any significant
peaks near this retention time, under the same conditions.
The assignment of the peak to 2 was confirmed from the
chromatogram obtained for the same solution with SDS
concentration 0.5 mM, as a peak was now observed at
retention time 34.4 min which corresponded to 2 under

Figure 3sRelationship between integrated peak area and concentration of
platinum complex in injected solution, under conditions described in text. In
each case the line of best fit is drawn. (b) cisplatin (1); (O) cis-[Pt(NH3)2-
(H2O)2]2+, (3); (4) cis-[Pt(NH3)2Cl(H2O)]+ (2).

Figure 4sChromatograms from ultrafiltered human plasma (100 µL injection,
mobile phase 3% (v/v) methanol, pH adjusted to 2.5 with triflic acid, 0.05 mM
SDS, detector wavelength 305 nm): (a) plasma allowed to stand 24 h at 37
°C; (b) plasma incubated with cisplatin (1) (0.2 mg/mL) for 24 h. The peak
labeled “2” corresponds to cis-[Pt(NH3)2Cl(H2O)]+.
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these conditions (see Table 1). “Spiking” the plasma with
a solution of 2 also caused a large increase in the intensity
of the peak. It was, therefore, relatively easy to detect and
monitor this species by HPLC analysis of the ultrafiltered
plasma. Again, it should be mentioned that at the pH of
the plasma, 2 would be largely deprotonated to cis-[Pt-
(NH3)2Cl(OH)] (4).

Although there were a number of intense peaks at short
retention times from the plasma, there were no peaks in
any of the chromatograms at a retention time correspond-
ing to cis-[Pt(NH3)2(H2O)2]2+ (3). This species and its
partially deprotonated form cis-[Pt(NH3)2(OH)(H2O)]+ (5)
are, therefore, not present in detectable concentrations in
ultrafiltered plasma incubated with cisplatin.

Discussion
Many previous attempts to detect and monitor cisplatin

hydrolysis products and metabolites by HPLC have been
marred by a lack of appreciation of the reaction chemistry
of these compounds. In the Introduction of this paper,
reference has been made to a number of studies in which
components were used in mobile phases which react readily
with the platinum aqua complexes. There has seldom been
unequivocal assignment of HPLC peaks to particular
compounds. Checks for accidental superposition of peaks
from different compounds have seldom been applied. If
results are to be interpreted unambiguously we propose
that the following conditions must be applied scrupulously:

(1) The use of any substance in a mobile phase which
may react with one of the analytes under the analysis
condition should be avoided. This includes the need to
check for interfering impurities (such as the chloride
present in commercially available SDS or which may leak
from electrodes used to measure pH).

(2) Assignment of HPLC peaks to particular compounds
should be based on check runs using solutions of known
composition. For platinum(II) ammine complexes, 15N NMR
spectroscopy provides an excellent means for analysis of
such solutions. If sufficient sample is obtainable from
HPLC elution, analysis of this purified sample may be an
acceptable alternative.

(3) There should be routine checks for accidental equiva-
lence of retention times for different compounds. This may
be done by HPLC analysis of the solution with two different
mobile phases, which are known to give different retention
times for the compound(s) of interest. This also provides
confirmation of the assignment of a peak to a particular
compound.

Our results have shown that it is possible to analyze for
cis-[Pt(NH3)2Cl(H2O)]+ (2) and cis-[Pt(NH3)2(H2O)2]2+ (3)
(and their deprotonated forms) in aqueous solution and in
ultrafiltered plasma while meeting these necessary condi-
tions. The purpose of the experiments on ultrafiltered
plasma described here was to show that HPLC peaks
corresponding to 2 can be detected in ultrafiltered plasma.
The cisplatin concentration used (0.2 mg/mL) was therefore
relatively highshigher than would be present when cis-
platin is administered as a drug. We are currently carrying
out analyses in vitro and in vivo in which the platinum
concentration is much lower.
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Abstract 0 The aggregation behavior of FK906, which is a peptide
like hypertensive agent, in aqueous solution was studied by static
light scattering, 1H-nuclear magnetic resonance (NMR), and surface
tension. These experiments showed a clear critical micelle concentra-
tion (cmc) at around 6.3 × 10-3 to 1.3 × 10-2 M of FK906 aqueous
solution. The result of 1H NMR experiments revealed that FK906
aggregates primarily by hydrophobic interactions involving the benzyl
moiety. The Debye plots from light-scattering studies showed that the
apparent molecular weight of aggregated FK906 molecule is 1670
which corresponds to 2−3 molecules of FK906. The effect of R- and
â-cyclodextrins on the surface tension of FK906 aqueous solution
was investigated. It appeared that the addition of R-cyclodextrin
showed very small shift of cmc, but that of â-cyclodextrin shifted the
cmc to much higher concentration. The investigation on the surface
tension of FK906 aqueous solution in the presence of â-cyclodextrin
indicated that FK906 forms a 1:1 complex with â-cyclodextrin. On
the basis of these experiments, it appears that â-cyclodextrin has an
ability to change the surface active property of FK906 in its aqueous
solution. Therefore, it is expected that the addition of â-cyclodextrin
to FK906 aqueous solution may prevent the adsorption onto container
walls and/or reduce the local irritancy.

Introduction
Pharmaceuticals with both hydrophilic and hydrophobic

groups show a surface active property. Surface active
pharmaceuticals usually show critical micelle concentration
(cmc) above that at which they tend to aggregate to form
micelles in their aqueous solutions. This aggregation
behavior of pharmaceuticals sometimes causes a completely
different activity below and above the cmc, because the
drug molecules exist as monomer below cmc and form
aggregates above cmc. For example, the anesthetic potency
as a function of drug in solution shows a decrease in
activity at the cmc.1 Furthermore, these surface active
drugs sometimes present problems in pharmaceutical
formulation. Typical examples are the adsorption of surface
active drugs on to container walls, which may result in a
loss of free drug at low concentration,2 and erythrocytes
from hemolysis.3

To overcome these pharmaceutical problems, many ad-
ditives have been studied to change the molecular interac-
tion of surface active drugs in their aqueous solutions.
Methyl p-hydroxybenzoate is one of the example which has
been regarded as an effective additive to prevent the gel
formation caused by stacking self-association of doxorubicin
at the aromatic rings and to shorten the dissolution time
of its freeze-dried product.4 Cyclodextrins also have been
regarded as beneficial additives in the pharmaceutical area
because they have an ability to protect erythrocytes from
hemolysis and shape changes induced with surface active

drugs.5,6 Furthermore, some hydrophilic cyclodextrins,
including maltosyl-â-cyclodextrin, inhibit the adsorption of
bovine insulin to containers and its aggregation by inter-
acting with hydrophobic regions of the peptide.7

Recently, the number of new drug candidates which have
peptide-like structure has been increasing due to their
specific biological activities. However, they have a risk of
the above-mentioned problems in aqueous solution because
they have hydrophilic as well as hydrophobic moieties in
their structures.8 Therefore, whether newly developed
drugs are surface active or not is particularly significant
in early stage since the concept of the preformulation
should be established by taking into account the correlation
between biological activities and physicochemical proper-
ties for these compounds.

In this report, FK906 (C40H63N7O7‚HCl; mw: 790.44),
which is a peptide-like synthetic rennin inhibitor, was used
as a model compound since FK906 has polar and nonpolar
groups, and its aqueous solution foams readily upon
agitation. Thus, the aqueous solution properties of FK906
as a surface active drug were investigated by surface
tension measurement, a light scattering study, and chemi-
cal shift observations in NMR spectra of samples in
aqueous solution. The interaction between FK906 and
cyclodextrins was also investigated to know whether cy-
clodextrins have an ability to change the surface active
property of FK906.

Experimental Section
1. MaterialssFK906 (C40H63N7O7‚HCl; mw: 790.44), (2S,3S)-

cyclohexyl-3-hydroxy-6-methyl-2-[Na-methyl-[(S)-2-[N-methyl-N-
[2-(N-methyl-N-morpholinocarbonylamino)ethyl]-3-phenylpropinoil]-
L-histidyl]aminoheptane hydrochloride, was synthesized at Fujisawa
Pharmaceutical Co., Ltd. and used without further purification.
The purity determined by area % with HPLC was 99.1%. All other
reagents used were reagent grade.

2. Measurement of Static Light ScatteringsStatic light
scattering of FK906 aqueous solution was measured at 25 °C using
a light-scattering spectrophotometer (model DSL-7000, Otsuka
Electronics Co., Osaka) equipped with an argon laser (488 nm).
FK906 solution filtered through a membrane filter (pore size 0.2
µm) was used for static light scattering at a scattering angle of
45-135°. The refractive index increment of FK906 was measured
at 25 °C using a differential refractometer (model DRM-1021,
Otsuka Elecrtrocics Co., Osaka) at 633 nm. Solutions of FK906
ranging in concentration from 4 µg/mL to 80 mg/mL were prepared
for static light-scattering measurement.

3. Measurements of 1H-Nuclear Magnetic Resonance
Spectras1H NMR spectra were measured at 25 °C on a 200 MHz
nuclear magnetic resonance spectrometer (model AC 200P, Bruk-
er) in deuterium oxide (D2O) over a concentration range from 1
mg/mL to 50 mg/mL.

4. Measurement of Surface TensionsThe surface tension
was measured based on the Wilhelmy plate method with an
automatic surface tensiometer (model CBVP-Z, Kyowa Seimitsu,
Tokyo). The platinum plate was heated by an oxidizing flame
before use. For the calculation of the surface tension of aqueous
solution, the value of 72.0 mN/m was used as the surface tension* To whom correspondence should be addressed.
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of pure water at 25 °C. The surface tension data for FK906 aqueous
solution ranging from 1 µg/mL to 25 mg/mL were plotted against
the logarithm of the concentration as the abscissa, and the
intersection of the descending line and another one close to the
horizontal was taken as the cmc. The effect of R- and â-cyclodex-
trins on the surface tension data for FK906 aqueous solution was
also investigated according to the above-mentioned conditions.

Results and Discussion
1. Light Scattering Studies on Micelle Formations

Figure 1 shows the effects of FK906 concentration on light-
scattering intensity at an angle of 90°. A rapid rise in the
curve at around 10 mg/mL (1.3 × 10-2 M) is evidence of
the aggregate formation of FK906 molecule.

This light-scattering method has another advantage of
being able to obtain the molecular weight of a self-
associated drug substance. Debye plots which are obtained
from the light-scattering experiments were used to evaluate
the apparent molecular weight of aggregated FK906. In
this calculation, the following equations were used.

Where Rϑ is the Rayleigh ratio, A is the calibration
constant of the apparatus, n and nb are the refractive
indices of water and toluene used for calibration, and I and
I0 are the intensities of scattered and introduced laser light,
respectively. The apparent molecular weight of FK906
aggregates, mw, was determined according to eq 2:9

Where K is the optical constant, R0 is the Rayleigh ratio
at critical micelle concentration, C0 is the second virial
coefficient, and P(ϑ) can be assumed to be 1 when the
particle size is small enough.

The apparent molecular weight of aggregated FK906
molecules obtained from Debye plots was 1670 which cor-
responds to 2 or 3 molecules of FK906. Although the aggre-
gation number of FK906 molecules was much smaller than
that of a reported drug substance such as a leukotriene D4
receptor antagonist which aggregates more than 16000
molecules,10 similar results to those from FK906 have been
reported for some antibiotics11 and nicotinamide.12

2. 1H-Nuclear Magnetic Resonance StudysFigure 2
shows the 1H NMR spectrum of FK906 in D2O. Signal
assignments of main moieties are also shown in Figure 2.

To evaluate the effect of aggregation on chemical shifts
of the proton signals, the protons of benzyl, imidazoil, and

methyl groups were selected, since they are considered to
have an important role to form micelle.13,14 The concentra-
tion dependence of chemical shifts of above-mentioned
protons are shown in Figure 3.

It appeared that by increasing the concentration of
FK906 in solution, large upfield shifts were found for
aromatic ring protons as compared with other protons.
Furthermore, NMR studies also proved the existence of cmc
for FK906 aqueous solutions, since plots of proton chemical
shifts in Figure 3 showed a marked break at 10 mg/mL
FK906 aqueous solution. From these chemical shifts of
protons, the cmc value seems to be about 1.3 × 10 -2 M.
These results suggest that FK906 aggregates primarily by
hydrophobic interaction involving the benzyl moiety.

3. Surface Tension StudiessFigure 4 shows the
relation between the surface tension and the concentration
of the aqueous FK906 solution.

The curve shows a general decline in surface tension
with increase in drug concentration. The value of cmc was
estimated as the point of intersection of the extension of

Figure 1sEffects of FK906 concentration on light-scattering intensity.

Rϑ ) A(n2I/nb
2I0) (1)

K(C - C0)/(Rϑ - R0) - 2A2(C - C0) ) 1/mw × P(ϑ) (2)

Figure 2s1H NMR spectrum of FK906.

Figure 3sConcentration dependence of proton chemical shifts of FK906 in
D2O. b, 0.76 ppm; 4, 0.79 ppm; 9, 7.33 ppm; ], 8.52 ppm.
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the gentle curve and the horizontal line. The cmc of FK906
in water was about 5 mg/mL (6.3 × 10-3 M) by the surface
tension measurement.

These static light-scattering, NMR, and surface tension
measurements apparently indicated that FK906 is a typical
surface active product, and these experiments showed
similar cmc values for FK906 in aqueous solution.

4. Effects of Cyclodextrins on Self-Association
BehaviorsIt was expected that the surface tension mea-
surement would indicate the formation of an inclusion
complex of FK906 with cyclodextrins, because Funasaki et
al.15 reported that the binding constants of cyclodextrin-
surfactant complexes were evaluated by surface tension
data. Thus, surface tension measurements were used to
evaluate the effects of R- and â-cyclodextrins on the surface
tension property for FK906 aqueous solutions. Figure 5
shows the dependence of surface tension on the FK906
concentration in the presence of R- and â-cyclodextrins.

From Figure 5, some shifts of the surface tension curve
can be seen when â-cyclodextrin was added to FK906
aqueous solution. Therefore, it was proved that â-cyclo-
dextrin has an interaction with FK906 molecule. On the
contrary, R-cyclodextrin showed only small shifts of surface
tension curve, which indicated that the cavity size of
R-cyclodextrin is too small to form a inclusion complex with
FK906.

The following scheme (Figure 6) with regard to the
complex formation between FK906 and â-cyclodextrin was
introduced from a paper describing the complex formation
between cyclodextrin and surfactants.15

In this scheme, â-cyclodextrin and FK906 were desig-
nated as D and S, respectively, and K1 through K5 represent
the stability constants.

The each stability constant presented in Figure 6 is
defined as follows:

where [D] represents the concentration of â-cyclodextrin
and [S] is the concentration of FK906. In the case of
FK906-â-cyclodextrin complex, a 2:2 complex of FK906
and â-cyclodextrin was assumed to be excluded because the
binding constants of K4 and K5 reported for surfactant-
cyclodextrin complex were almost zero. Thus, the total
concentrations of â-cyclodextrin, CD, and FK906, CS, in the
testing solution are expressed as follows:

By using the above equations, the next four cases are
represented as follows:

Case 1: only DS is present.

Case 2: DS and D2S are present.

Case 3: DS and D2S are present.

Figure 4sEffects of FK906 concentration on surface tension.

Figure 5sDependence of FK906 concentration on the surface tension in the
presence of cyclodextrins. b, CyDs (0 M); 4, â-Cy (5.0 × 10-3 M); 0, R-CyD
(6.7 × 10-3 M).

Figure 6sScheme for the formation of the inclusion complex.

K1 ) [DS]/[D][S] (3)

K2 ) [D2S]/[DS][D] (4)

K3 ) [DS2]/[DS][S] (5)

K4 ) [D2S2]/[D2S][S] (6)

K5 ) [D2S2]/[DS2][D] (7)

CD ) [D] + [DS] + 2[D2S] + [DS2] )

[D] + K1[D][S] + 2K1K2[D]2[S] + K1K3[D][S]2 (8)

CS ) [S] + [DS] + 2[D2S] + [DS2] )

[S] + K1[D][S] + 2K1K2[D]2[S] + K1K3[D][S]2 (9)

{CD[S] - (CS - [S])[S]}K1 ) CS - [S] (10)

{1 + 4K1K2CD[S] - K1
2[S]2 - (1 - K1[S])2 +

8K1K2CD[S]1/2}/8K1K2[S] + [S] - CS ) 0 (11)
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Case 4: DS, D2S, and DS2 are present.

Since the addition of â-cyclodextrin to the FK906 aque-
ous solution does not decrease the surface tension of water,
the inclusion complexes can be expected to show less
surface action than free FK906. Therefore, it can be
assumed that the surface tension depends on only the
concentration of free FK906 [S] even in the solution
including â-cyclodextrin. As there is a good linearity
between the surface tension and the concentration of
FK906 below the cmc (see Figure 4), the concentration of
free FK906 [S] is obtained from the surface tension of the
sample solution.

From Figure 4, the concentration dependence of the
surface tension for FK906 solution is written as the
following equation.

In this equation, σ represents the surface tension.
As the total concentration of â-cyclodextrin (CD), the total

concentration of FK906 (CS), and the concentration of free
FK906 [S] are known values, the best fit value for each
stability constant was estimated from Akaike information
criterion (AIC).15

The estimation of binding constants was carried out by
minimizing the AIC value which is expressed in the
following equation.

In this equation, n, ss, and r represent that the number of
data, sum of squares, and the number of constants,
respectively. The minimum value of AIC obtained from this
equation was selected and tabulated in Table 1.

It appeared that type 3 is the best of them in the case of
â-cyclodextrin. However, this is an unrealistic model, since
the value of K3 is negative. Thus, it is concluded that FK906
forms a 1:1 inclusion complex with â-cyclodextrin, since
type 1 is the second fit model among these models (K1 )
2000). Spectroscopic (circular dichrorism spectra) analysis
was performed to confirm the formation of inclusion
complex of FK906 with â-cyclodextrin. As a result, the
obtained spectra strongly supported the complex formation
of FK906 with â-cyclodextrin. However, it was difficult to
determine the exact molar ratio of FK906/â-cyclodextrin
complex, since there were some deviations in the magni-
tude of circular dichrorism spectra. On the contrary, it is
expected that surface tension method gives us rather
detailed information to discuss the model of complex
formation, since quantitative treatment for cyclodextrin-
FK906 interactions including 1:1, 1:2, 2:1, and 2:2 com-
plexes was taken into account.15

Conclusion
It was confirmed that FK906 shows aggregation behavior

in aqueous solution. Three different experiments, 1H NMR

spectrometry, light scattering, and surface tension, showed
almost the same cmc at 6.3 × 10-3 to 1.3 × 10-2 M. It
appeared that the addition of â-cyclodextrin strongly
affected the surface tension of FK906 aqueous solution.
Furthermore, the surface tension measurement suggested
that the aggregation of FK906 was prevented by the
formation of an inclusion complex with â-cyclodextrin.

Therefore, it is expected that the addition of â-cyclodex-
trin to FK906 aqueous solution may solve the pharmaceu-
tical problems such as toxicity which comes from the
surface active property of FK906.
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K1K3[S]3 - K1[1 + K3(2CD - CS)][S]2 +
[1 + K1(CD - CS)][S] - CS ) 0 (12)

{1 + 4K1K2CD[S] - K1(K1 + 2K3)[S]2 - 4K1
2K3

2[S]4 -

3K1
2K3

2[S]4 - (1 - K1[S] - 3K1K3[S]2) -

[(1 + K1[S] + K1K3[S]2)2 + 8K1K2CD[S]1/2}/8K1K2[S] +
[S] - CS ) 0 (13)

σ ) -3.77 ln[S] + 11.5 (14)

AIC ) n × ln(ss) + 2r (15)

ss ) ∑
i)1

n

(σi,obsd - σi,calcd)
2 (16)

Table 1. Best Fit Value of Binding Constants for FK906 and
â-Cyclodextrin

complexes K1 K2 K3 ss A

(1) DS 2000 − − 0.284 −11.8
(2) DS, D2S 1000 0.11 − 1.26 606
(3) DS, DS2 2500 − −85 0.0119 −44.8
(4) DS, D2S, DS2 1700 0.11 24 0.425 −3.4
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Abstract 0 The covalent insulin−protamine product molecules formed
by heat stress in Neutral Protamine Hagedorn formulations of insulin
and the insulin analogue [LysB28,ProB29] were examined by mass
spectrometry. The results demonstrated that the covalent cross-link
between insulin and protamine was not caused by linkage through
the protamine N-terminal amino group, as had been previously thought.
Our results indicate that the linkage was formed between the side
chain of a protamine arginine and a histidine in the insulin B chain,
resulting in a net mass change of −5 Da, compared to the sum of
the protamine and insulin molecular masses. A mechanism for this
new type of covalent cross-linking reaction is proposed.

Introduction
The Neutral Protamine Hagedorn (NPH) formulation of

insulin is the oldest and most successful example of a
sustained release protein pharmaceutical product.1 NPH2

consists of insulin cocrystallized with a defined amount of
the very basic protein protamine. The resulting microcrys-
talline suspension is administered to a patient parenter-
ally. The crystals dissolve very slowly in the subcutaneous
depot site, resulting in a protracted release of free insulin.
The pharmacological properties of NPH have been thor-
oughly studied.3

The long history of the NPH formulation has led to
careful examination of the products that form during long-
term storage of this pharmaceutical preparation. Brange
and co-workers4-6 have examined these products in detail
and determined that they fall into two general classes:
modification of side chain moieties of insulin, and polym-
erization reactions that form both covalently cross-linked
insulin dimers (CID) and covalently cross-linked insulin-
protamine products (CIPP). The nature of the polymeriza-
tion reactions that cause the insulin dimer products could
not be directly determined by these studies. Brange et al.4-6

speculate that the polymers were produced by the attack
of an N-terminal amino group on a side chain amide group,
resulting in the loss of ammonia and the formation of an
isopeptide bond. This cross-linking reaction was referred
to as either aminolysis or transamidation. It was further
speculated that any of the six amide-containing residues
of insulin could participate in these reactions leading to
the observed chromatographic multiplicity of insulin dimer
peaks. Formation of insulin-protamine polymer products
was assumed to proceed by the same mechanism, i.e.,
transamidation between the N-terminus of protamine and
any of the amide groups in insulin. The protamine used in
pharmaceutical preparations of NPH does not have any
amide moeities,7 so there can be no reactions of this type
between protamine and the N-termini of mature insulin.

Anderson and co-workers8-10 have suggested a different
reaction mechanism for the formation of covalent insulin
dimers. Their mechanism requires the formation of a
succinyl anhydride by the loss of ammonia from the
C-terminal asparagine residue on the A-chain of insulin.
Succinyl anhydride can then react with water to form
desamidoA21-insulin. Alternatively, succinyl anhydride can
react with a free amino group on the N-terminus of
insulin’s A or B chain to form a covalently linked dimer.
This reaction can result in either a peptide or isopeptide
bond linking the two chains together. Their work does not
directly consider the formation of insulin-protamine prod-
ucts; however, it would be reasonable to assume that a
highly reactive succinyl anhydride should cause a similar
transacylation reaction with the free N-terminus of prota-
mine.

Conventional reversed-phase HPLC methods result in
many CID peaks and a rather ambiguous set of CIPP
peaks. A size exclusion method has been recently developed
to separate insulin from any covalent cross-linked products,
in a solution formed by dissolving NPH insulin crystals in
an acidic solution.11 This method results in three resolved
peaks: (1) monomeric insulin; (2) containing all CID
species; and (3) containing all CIPP species. In this work,
we have used this method to purify relatively large
amounts of CIPP. The isolated material was characterized
using a combination of mass spectrometry and standard
protein chemistry techniques. Our results show that the
CIPP peak consists of a mixture of many different insulin-
protamine covalent dimers. We show that CIPP dimers are
not linked by either a peptide or isopeptide bond. Instead,
we propose that a condensation reaction occurs, involving
any arginine group in protamine and the histidine groups
on the B chain at position B5 or B10. This proposed
reaction results in the loss of 5 Da, compared to the sum
of the starting materials.

Experimental Section

ChemicalssNPH and NPL12-14 (a similar preparation to NPH
that uses the [LysB28,ProB29] analogue of insulin) suspensions were
obtained in house from Eli Lilly and Company (Indianapolis, IN)
supplies. Chum salmon (Oncorhynchus keta) protamine was also
obtained in house from Eli Lilly and Company (Indianapolis, IN).
All chromatographic solvents were HPLC grade, except the water,
which was obtained from a Milli-Q Plus water purification system
(Millipore, Bedford, MA). Burdick & Jackson (Muskegon, MI) high
purity grade water and acetonitrile were used for mass spectro-
metric sample preparation. The trifluoroacetic acid used was
Sequanal grade (Pierce, Rockford, IL). trans-R-cyano-4-hydroxy-
cinnamic acid15 (Acros, Pittsburgh, PA) was dissolved as an
ammonium salt, recrystallized with dilute hydrochloric acid and
repeatedly washed with water prior to use as a MALDI matrix.
Porcine trypsin was obtained from Promega (Madison, WI), and
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endo-Glu-C was obtained from Sigma (St. Louis, MO). Ammonium
bicarbonate (Fisher Scientific, Pittsburgh, PA) and dithiothreitol
(Aldrich Chemical Co., Milwaukee, WI) were used in digesting the
CIPP fractions.

Sample Preparation and StoragesOne vial of NPH suspen-
sion contains the following ingredients: biosynthetic human
insulin (3.5 mg/mL); protamine free base (0.27 mg/mL); dibasic
sodium phosphate (3.78 mg/mL); glycerol (16 mg/mL); phenol (0.65
mg/mL); m-cresol (1.60 mg/mL); zinc oxide (to yield 0.025 mg/mL
Zn2+); water for injection. One vial of NPL suspension contains
the following ingredients: biosynthetic [LysB28,ProB29] human
insulin analogue (3.5 mg/mL); protamine free base (0.30 mg/mL);
dibasic sodium phosphate (3.78 mg/mL); glycerol (16 mg/mL);
phenol (0.72 mg/mL); m-cresol (1.76 mg/mL); zinc oxide (as needed
to yield 0.025/ml mg Zn2+); water for injection.

CID and CIPP molecular species were generated in these vials
of suspended crystals by heat stressing the sealed containers in
normal atmospheric air for 3-6 months at 30-37 °C. These
conditions normally promote mild oxidation of the tested protein,
such as the formation of methionine sulfoxide, if methionine
residues are present in the sequence.

Size Exclusion ChromatographysThe method used has
been previously described.11 The chromatography system was
composed of an AS-100T autosampler (BIO-RAD, Mountain View,
CA), a Protein-Pak 125, 10 µm, 7.8 × 300 mm size exclusion
column, a ConstaMetric 3500 pump (LDC Analytical, Riviera
Beach, FL), and a variable wavelength UV detector (Applied
Biosystems, Foster City, CA). The mobile phase was 65:20:15 5.74
mM l-arginine:acetonitrile:glacial acetic acid (v/v/v). The volume
flow rate was 0.5 mL/min, the injection volume was 100 µL, and
the column temperature was room ambient. The total run time
for the method was approximately 40 min, and all peaks were
collected manually. To improve CIPP recovery from dried fractions,
the arginine was left out of the mobile phase for some sample
collections. The absence of arginine from the mobile phase did not
affect the method’s ability to resolve the CIPP or CID peaks from
monomeric insulin.

Enzymatic DigestionsPurified CIPP fractions were digested
with trypsin by first vacuum evaporating 10 µL of a fraction in a
0.5 mL polypropylene Eppendorf tube, using a SpeedVac drying
apparatus (Savant Instruments, Holbrook, NY), with no heating
applied during drying. The resulting deposit was dissolved in 20
µL of 50 mM ammonium bicarbonate (pH ) 8.0), and 1 µL of 0.1
g/L trypsin was added. The tube was incubated for 1 h at 37 °C.
If the sample was to be reduced, sufficient dithiothreitol was added
to bring its concentration to 10 mM and incubated for 20 min at
20 °C. For endo-Glu-C digestion, the same procedure was followed,
except that 1 µL of 0.1 g/L endo-Glu-C was substituted for trypsin.
All other relevant factors remained the same. Pharmaceutical
grade biosynthetic human insulin was used as the control in all
of the studies mentioned in this paper, with parallel digestions
and analyses performed. The results of these controls were not
included explicitly in the Results section, because they did not
demonstrate any unexpected results.

Mass SpectrometrysESI mass spectrometry was performed
using an API-III triple quadrupole (PE-Sciex, Foster City, CA)
equipped with a nanospray ion source. Data analysis of the ESI
spectra was performed using BioMultiView (PE-Sciex, Foster City,
CA), version 1.2. The MS/MS experiment described in the Results
section was performed with m/z steps of 0.24 and 0.14 on the first
and third quadrupoles, respectively. The collision gas used was
argon.

MALDI mass spectrometry was performed using a Voyager
linear time-of-flight mass spectrometer (PerSeptive Biosystems,
Framingham, MA). The matrix material used was trans-R-cyano-
4-hydroxycinnamic acid. Typical sample preparation16 consisted
of first preparing a stock solution of the matrix materialsa
saturated solution of the matrix in 2:1:0.001 water:acetonitrile:
trifluroacetic acid (v/v/v), prepared at room temperature. This
solution was mixed with the sample at a ratio of 10 parts matrix
solution to 1 part sample solution (v/v), and a 1 µL aliquot of the
mixture was dried on the sample stage of the mass spectrometer.
Data analysis of the MALDI spectra was performed using m/z
(ProteoMetrics, New York, NY), version 8.6. Molecular mass
calculations were performed using PAWS (ProteoMetrics, New
York, NY), version 8.3. All masses shown as labels in figures or
in tables below are the true molecular mass for the peptide,
calculated from the experimental m/z value by the following

formula: m ) z × (m/z - 1.0079). All peptide masses calculated
correspond to the isotopically averaged, chemical mass of the
peptide.

Results
Figure 1 is a representative size exclusion chromato-

gram, demonstrating the resolution of the CID and CIPP
species from insulin. Protamine, which is also present in
the preparation, elutes just to the left of the CIPP peak.
The detector wavelength used (276 nm) was chosen so that
protamine itself is transparent, making the interpretation
of the intensity of the CIPP peak unambiguous: the only
absorption is the consequence of the presence of insulin17

attached to one or more protamine molecules.
Even though protamine has considerable microhetero-

geneity7 (see Table 1 and Figure 2), the size exclusion
method produces only one peak corresponding to a dimer
of itself with insulin. The presence of a single peak suggests
that this product is the result of the addition of only one
protamine molecule per insulin molecule. The mass spec-

Figure 1sA typical size exclusion chromatogram of stressed NPH insulin,
using the method described in the text. Free protamine was not recorded in
this chromatogram because at the detector wavelength used (276 nm),
protamine is transparent.

Table 1sThe Molecular Masses of Chum Salmon Protamine

protamine variant measured massa (Da) calculated massb (Da)

1 4237 4236
2 4320 4319
3 4250 4250
4 4064 4064
5 4163 −
6 4418 −

a The measured masses were obtained by MALDI. b The calculated masses
were obtained using the sequences and numbering system found in Hoffman,7
except variants 5 and 6, which are reported here for the first time.

Figure 2sMALDI spectrum of protamine. See Table 1 for a comparison with
known protamine sequences. The mass accuracy for the labeled peaks was
±1 Da.
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trum in Figure 2 shows that the protamine used for the
current study corresponded to known protamine sequences,
although two new sequence variants (5 and 6) were
discovered.

The reconstructed mass spectrum of the complete mix-
ture of species found in the CIPP peak (see Figure 1) is
shown in Figure 3. There are clearly many molecular
species present in this mixture. Comparing the intensity
distribution and molecular mass differences found in
Figure 2 with those found in Figure 3, it was straightfor-
ward to assign which variant gave rise to a particular
signal. For example, the lowest mass peak in Figure 3
(9866) is 99 Da lighter than the next peak (9965). This
result corresponds to the same mass difference observed
between the first two peaks in Figure 2. Table 2 shows the
results of this correlation analysis. The first column is the
observed mass of the CIPP species, column 2 is the
assigned protamine variant, column 3 is the result of
simply adding the mass of the protamine variant and
insulin (5807.6 Da), and column 4 is the difference, ∆ )
(column 1) - (column 3). Examination of column 4 shows
that the average mass loss in forming a CIPP dimer is ≈5
Da, regardless of which protamine variant is present in
the CIPP dimer.

The spectrum shown in Figure 3 is the best electrospray
spectrum obtained from CIPP material, but it still repre-
sents a very low intensity signal, relative to the baseline
noise. MALDI produced much higher relative signal in-
tensities for all CIPP samples, and it was the method of
choice for analyzing these materials. In this case, however,
the mass accuracy of the electrospray spectrum was
sufficiently superior to the MALDI spectrum that it was
used for the calculation shown in Table 2. The ionic species
represented in Table 2 were those that were observed
unambiguously in both the MALDI and electrospray spec-
tra.

It is worth noting that even the purest CIPP fractions
contained a significant amount of free protamine. The CIPP
peak shown in Figure 1 elutes in the tail of the free
protamine peak, which does not appear in the chromato-
graphic trace because of the long wavelength chosen for
the UV detector. All of the sample examined contained at
least 30% free protamine, as estimated by MALDI-MS.
Free protamine does not produce a useful signal in ESI-
MS, so it could not be estimated by this method.

The nature of the cross-linking reaction was further
investigated by performing a series of specific cleavages
on the CIPP molecules and analyzing the results by mass
spectrometry. The first of these cleavage reactions was to
treat CIPP with the disulfide bond reducing reagent
dithiothreitol and then cleave the resulting insulin A and
B chains with the enzyme endo-Glu-C. This enzyme cleaves
rapidly at the carboxy side of the peptide bond of glutamic
acid residues, and more slowly at aspartic acid residues.
Protamine does not contain any acidic residues, so it
remains intact. The results of this cleavage are shown in
Figure 4. The peaks in the mass range 4000-4400 Da
correspond to unmodified protamine. The peaks in the mass
range 5500-5900 Da correspond to protamine attached to
the proteolytic fragment of insulin B chain, B[1-13]. These
peaks also have ∆ ≈ -5 Da. This result localizes the site
of protamine attachment to somewhere in the first thirteen
residues of the insulin B chain. Disulfide bond reduction
was used to simplify the interpretation of the resulting
molecular masses: the conditions used for this digestion
reaction can promote disulfide shuffling.

One reasonable hypothesis regarding the attachment of
protamine to insulin would be that the N-terminal amino
group of protamine is involved in the cross-linking reaction.
This hypothesis was tested by adding trypsin to the CIPP
fraction, with the intention of cleaving all of the R-X (X *
P) bonds in protamine. The known protamine sequences7

predicted that complete cleavage of all trypsin susceptible
bonds would result in the dipeptide “PR” remaining at-
tached to the insulin B chain. Dithiothreitol was added to
the mixture after trypsin digestion to confirm that the
modification was on the B chain.

Figure 5 shows the results of trypsin digestion followed
by disulfide bond reduction. The signal m/z ) 2488 and
3430 correspond to unmodified insulin B[1-22] and B[1-
30], respectively. Table 3 assigns the signals for m/z > 3430
to possible tryptic fragments of the protamine sequences,
along with the ∆ value for each one of these assignments.
Protamine produces many partially digested tryptic frag-
ments with the same amino acid composition: the multi-
plicity per protamine molecule of possible fragments is
given in the 4th column of Table 3, averaged over the
known protamine sequences. The pattern of masses in the
range m/z ) 2488-3327 correspond to the same sequence

Figure 3sESI spectrum of intact CIPP molecules. This spectrum was
reconstructed from the multiply charged ion intensity pattern. The mass
accuracy for the labeled peaks was ±1 Da.

Table 2sA Comparison of the Mass of the CIPP Dimer Observed by
Electrospray Mass Spectrometry and the Molecular Mass Calculated
by Simply Adding the Mass of Insulin to the Mass of a Protamine
Variant (see Table 1)

observed dimer
mass (Da) assigned variant protamine + insulin (Da) ∆ (Da)

10039 1 10044 −5
10122 2 10127 −5
10053 3 10058 −5
9866 4 9871 −5
9965 5 9971 −6

10220 6 10226 −6

Figure 4sMALDI spectrum of CIPP, after treatment with endo-Glu-C and
reduction with DTT. The mass accuracy for the labeled peaks was ±2 Da.

Journal of Pharmaceutical Sciences / 333
Vol. 88, No. 3, March 1999



and ∆ assignments as in Table 3, except they are cross-
linked to the tryptic fragment of insulin, B[1-22]. The
signal at m/z ) 2383 is the A chain of insulin.

The same types of experiments were performed using
NPL formulations of the biosynthetic [LysB28,ProB29] human
insulin analogue. Identical results were obtained with the
NPL formulation (data not shown).

Using the hypothetical reaction deduced in the section
below, an MS/MS experiment was performed on CIPP
material that had been subjected to a trypsin digestion,
followed by a disulfide bond reduction and an endo-Glu-C
digestion. The quadruply charged ion that would cor-
respond to the B[1-13] cross-linked to the dipeptide RR
less 5 Da (m/z ) 453.1) was selected and MS/MS sequenc-
ing performed on that ion. The MS/MS data showed that
the RR peptide was attached in the interval B[4-5]: the
ion signals excluded all but these two residues as possible
attachment sites. The interpretation of the signals from
this MS/MS experiment was made possible by the deduc-
tions made below, rather than aiding in the formulation
of these deductions, and therefore the data was not
included in this study.

Discussion
The general strategy of using mass spectrometry on

mixtures of peptides produced by enzymatic and chemical
digests has been used to generate the main results in this
study. The heterogeneity of the analytes and their physical
properties make this approach the most viable method of
gaining an understanding of the chemistry involved. Prota-
mine and the protamine-insulin cross-linked species are
very heterogeneous: there are at least 6 distinct protamine
sequences and as many as 23 possible side chains that may
participate in the proposed cross-linking reaction described
below. Therefore, there are approximately 140 distinct
molecular species that are being generically referred to as
“CIPP”. The samples that were analyzed in the course of

this research were near the limits of detection for the mass
spectrometric methods used, so any additional peak dilu-
tion caused by separating the individual components would
compromise the quality of the data obtained from those
peak fractions. Protamine-containing molecules do not
separate well using reversed-phase separations because of
the high solubility of protamine. Amino acid analysis was
not useful for generating either positive or negative results
because of the heterogeneity of the samples, their low
concentrations, and the unusually high relative abundance
of arginine in protamine-containing molecules, which leads
to dynamic range problems in conventional amino acid
analysis equipment.

Our results show that covalent CIPP species are present
in stressed NPH insulin preparations and that they are
very heterogeneous. The grossest level of heterogeneity
results from the different sequences of protamine present
in the initial preparation. The attachment site of protamine
molecules to insulin is in the B chain of insulin. The results
of endo-Glu-C digestion show that the protamine is linked
to a residue somewhere within the first 13 amino acid
residues of the insulin B chain. Tryptic digestion shows
that the linkage can be made between B[1-13] and any
arginine residue in protamine.

The value ∆ ) -5 Da rules out the dimer formation
reactions discussed by other authors4-6,8-10 (see the Intro-
duction). Transamidation reactions4-6 result in the value
∆ ) -17 Da. Succinyl anhydride-mediated reactions8-10

result in ∆ ) -18 Da. Cross-linking reactions resulting
from the presence of low concentrations of aldehydes4

would result in ∆ g +12 Da (∆ ) +12 is for the smallest
aldehyde, formaldehyde). Protamine does not contain any
cysteine residues, so disulfide cross-linking cannot occur.

The tryptic fragment assignments made in Table 3 rule
out any dimer formation reaction involving the N-terminal
amino group of protamine. If a free amino group was
required to form the cross-link, then all of the sequences
should begin with the N-terminal proline of the protamine
sequence,18 i.e., sequences beginning with the residues “PR
...”. The observed sequences do not conform to this pattern.
Instead they could come from any part of the protamine
molecules, with fragments characteristic of both the N- and
C-terminal region. Therefore, the protamine’s N-terminal
amino group cannot be involved in the dimer formation
mechanism.

The fact that cross-linking to a single arginine residue
is not observed (there is no signal at m/z ) B chain + “R”
- 5 Da) suggests that the cross-linking reaction involves
the side chain of arginine in some way. The size of ∆
suggests that the reaction involves the loss of 5 hydrogen
atoms. This reaction would therefore not belong to the
general class of condensation reactions typically found in
protein chemistry. This different mechanism is probably
brought about by the fact that this reaction is not a low
temperature, solution phase reaction. Instead, this reaction
occurs at elevated temperatures in the solid phase, i.e.,
within protamine-insulin crystals.

Inspection of the amino acid residues in the insulin B
chain peptide B[1-13] can rule out a number of the
residues for reaction with protamine. The sequence16 is as
follows:

FVNQHLCGSHLVE....
The side chains of phenylalanine, valine, leucine, and

glycine residues are chemically inert under the conditions
used to form CIPP. Therefore, the side chains of B1, B2,
B6, B8, B11, and B12 do not participate in the reaction.
The specificity of endo-Glu-C for cleaving at the carboxy
side of glutamic acid residues implies that if B13 was
modified there would be no cleavage at that site. The
cleavage does occur; therefore B13 is not modified and does

Figure 5sA portion of the MALDI mass spectrum of CIPP, following trypsin
digestion and reduction with DTT. The mass accuracy for the labeled peaks
was ±1 Da.

Table 3sAssignment of Tryptic Fragments of Protamine That Are
Covalently Cross-Linked to the Human Insulin B Chain

measured mass (Da) B chain + sequence ∆ (Da) multiplicitya

3755 RR −5 14
3911 RRR −5 11
4011 PRRR −5 2
4166 PRRRR; or RPRASR −5 2

−5 2
4338 RRRRGGR −5 4

a Multiplicity indicates the number of different ways that a tryptic fragment
with the same amino acid composition can be generated from the sequence
of protamine.

334 / Journal of Pharmaceutical Sciences
Vol. 88, No. 3, March 1999



not participate in the cross-linking reaction. Reactions
known to occur with serine, asparagine, and glutamine
residues all involve condensation reactions of their side
chain amide groups, resulting in the loss of ammonia or
water (∆ ) -17 or -18 Da). The results shown in Tables
2 and 3 rule out this type of reaction. Therefore residues
B3, B4, and B9 do not participate in the formation of the
CIPP observed in this study.

This simple process of elimination leaves the histidine
residues, B5 and B10, and the cystine residue, B7-A7, as
candidates to form of a cross-link with ∆ ) -5 between a
protamine guanidino group and insulin’s B chain in a
neutral pH, mildly oxidizing environment. There are no
reactions that the authors are aware of (or can imagine)
between an arginine guanidino group and a cystine residue
that would result in this type of cross-linking under these
conditions. Any reaction involving the oxidation of the
sulfur atoms leading to a reactive product, such as cystine
S-dioxide,19 would result in ∆ > 0. A â-elimination reac-
tion20 involving that cystine could leave a reactive dehy-
droalanine at B7, but any reaction of that dehydroalanine
with a guanidino group would result in ∆ e -32. These
considerations eliminate the cystine residue and point to
the involvement of at least one of the histidine residues.

Any dimer-forming reaction that occurs in the solid-state
would be either assisted or inhibited by the geometry of
insulin and protamine molecules in the NPH crystals. X-ray
crystallographic examination of NPH crystals21 shows that
protamine does not occupy a single, well-oriented site in
these crystals, due to its repetitive and heterogeneous
structure. Electron density maps of these crystals show a
region of protamine density at the interface between
monomer 1 and the symmetry equivalent of monomer 3.
It was suggested that the interactions between insulin and
protamine molecules occurred via the guanidino groups of
protamine’s arginine residues and carboxylic acid contain-
ing residues in the insulin molecule. Contrary to this
supposition, the actual structure shows that the most
stable portions of the protamine electron density occur near
the two histidine residues in the B chain, B5 and B10. The
histidine residue B10 was also found to be responsible for
the coordination of the zinc atoms in the assembled insulin
hexamers.

Hydrogen bonding interactions between arginine and
histidine side chains probably produce the localization
observed in the X-ray crystal structure. Both histidine and
arginine contain hydrogen bond donor and acceptor nitro-
gen atoms, because both contain singly bonded and doubly
bonded nitrogens separated by one carbon atom. Therefore,
there is the potential of forming two hydrogen bonds
between these residues, which would lead to a significant
stabilization of conformers that would allow the formation
of these bonds in NPH crystals.

The most likely cross-linking reaction involves the imi-
dazole group of histidine and the guanidino group of
arginine, based on the combination of the known geometric
association of insulin histidine and protamine arginine
residues and the process of eliminating all of the other
residues in the B[1-13] peptide. The mass lost during the
reaction strongly suggests that two bonds are formed: a
loss of four hydrogens leads to ∆ ) -4, which is very close
to the measured experimental value. However, the mech-
anism for this type of bond formation could not be probed
directly in this system. Subsequently, the location of the
cross-linking bridge was confirmed by LC/MS/MS (see
Results) to be within the region B[4-5], supporting this
hypothesis.

A number of reactions were considered for forming this
cross-link, given the experimental constraints. Reactions
involving the formation of a bridged tetrazine ring, and a

number of other possible bridged rings were rejected
because they would all result in violations of Bredt’s rule.22

One reasonable pathway to the formation of an appropriate
cross-link is to postulate an initial oxidation of the histidine
imidazole, as shown in Figure 6. This reaction, which forms
imidazolone, is known to occur in histidine-containing
peptides under oxidizing conditions.23-25 This reaction has
also been identified as a necessary step in the cross-linking
of crystallins under oxidizing conditions.26 The resulting
imidazolone ring can be modified in several different ways,
resulting in 2(3H)-, 2(5H)-, or 4(5H)-imidazolone.27 Each
of these exists as several tautomers,26 by shifting a
hydrogen to or from the keto group to form the tautomeric
alcohol. The following discussion will center on the 2-imi-
dazolone form because it has been observed in peptides.23-25

Once the imidazolone derivative has been formed by
oxidation, it is susceptible to a nucleophilic attack by one
of the nitrogens in a protamine arginine side chain guani-
dino group. The final step in this tentative cross-linking
mechanism is a further oxidation, as shown at the bottom
of Figure 6.

This final step is necessary to explain the observed ∆ )
-5 Da. The net result of the proposed reaction is the
addition of oxygen (+16 Da), the loss of water (-18 Da),
and the loss of H2 (-2 Da), giving an overall ∆ ) -4 Da.
However, because the final product is positively charged,
the additional proton that is normally assumed when
making molecular mass calculations from experimentally
determined m/z values is not necessary, resulting in the
apparent loss of an additional proton, i.e., ∆ ) -5 Da.

Conclusions
Whatever the exact mechanism, the results given in this

paper clearly demonstrate that in the NPH formulation of
insulin, the CIPP species formed are caused by a novel
cross-linking reaction that occurs most rapidly under heat-
stressed, mildly oxidizing conditions. Our observations do
not agree with previous propositions as to the mechanism
of CIPP formation, and they rule out most common
condensation reactions that are known to occur between
amino acid side chains. The site of the cross-linkage is
proposed to be between any arginine side chain in prota-
mine and the B[1-13] residues of insulin. We propose the
reaction pathway indicated by Figure 6 as being consistent

Figure 6sThe proposed mechanism for the formation of the protamine-insulin
cross-link, via an oxidation−reduction to form an imidazo[2,3-b]-1,2,4-
triazolinium fused ring.28

Journal of Pharmaceutical Sciences / 335
Vol. 88, No. 3, March 1999



with the experimental evidence. This mechanism may be
the cause of dimer formation in other proteins, when they
are stressed under similar conditions. Further work is
ongoing to test this hypothesis.
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Abstract 0 The identification of the racemic species, as a racemic
compound, a racemic conglomerate, or a racemic solid solution
(pseudoracemate), is crucial for rationalizing the potential for resolution
of racemates by crystallization. The melting points and enthalpies of
fusion of a number of chiral drugs and their salts were measured by
differential scanning calorimetry. Based on a thermodynamic cycle
involving the solid and liquid phases of the enantiomers and racemic
species, the enthalpy, entropy and Gibbs free energy of the racemic
species were derived from the thermal data. The Gibbs free energy
of formation, ∆G°T f, is always negative for a racemic compound, if it
can exist, and the contribution from the entropy of mixing in the liquid
state to the free energy of formation is the driving force for the process.
For a racemic conglomerate, the entropy of mixing in the liquid state
is close to the ideal value of R ln 2 (1.38 cal‚mol-1‚K-1).
Pseudoracemates behave differently from the other two types of
racemic species. When the melting points of the racemic species is
about 30 K below that of the homochiral species, ∆G°T f is ap-
proximately zero, indicating that the racemic compound and racemic
conglomerate possess similar relative stabilities. The powder X-ray
diffraction patterns and 13C solid-state nuclear magnetic resonance
spectra are valuable for revealing structural differences between a
racemic compound and a racemic conglomerate. Thermodynamic
prediction, thermal analysis, and structural study are in excellent
agreement for identifying the nature of the racemic species.

Introduction
Chiral drugs comprise more than one-half of drugs

approved worldwide.1,2 In recent years, enantioselective
production of chiral drugs has continued to grow at a rapid
pace. Although catalytic asymmetric syntheses and bio-
catalytic resolutions have advanced steadily, resolution of
racemates by crystallization (enantioselective crystalliza-
tion) remains an important and the most economic process
for the industrial-scale production and purification of single
enantiomers.

A racemic species (also termed a racemate) can exist as
a racemic compound, a racemic conglomerate, or a pseu-
doracemate (racemic solid solution), through different
arrangements of equal numbers of moles of the opposite
enantiomers in the crystalline state.3 Characterization of
the racemic species is a prerequisite for the design of
industrial-scale resolution processes. Depending on the

nature of the racemic species, different resolution tech-
niques may be employed for the separation of the opposite
enantiomers. Formation of a racemic conglomerate, con-
sisting of homochiral crystals (same chirality),4 facilitates
resolution by crystallization. The outcome of a crystalliza-
tion process, homochiral or heterochiral (differing chirali-
ties), is governed by the nature of the solid-liquid-phase
equilibrium that occurs in mixtures of enantiomers.5 The
formation of these different types of crystals is a result of
difference in the structure and energetics between the
homochiral and heterochiral crystals, which is the origin
of chiral discrimination in the solid state.6 For this reason,
understanding the thermodynamic basis of the stereose-
lective interactions in these systems is essential for pre-
dicting and optimizing the course of resolution.

Construction of the binary phase diagram from simple
measurements of the melting temperatures of the racemic
species and of the corresponding enantiomers has tradi-
tionally been used for identifying the nature of the racemic
species, usually a racemic compound (Figure 1a or 1b), or
a racemic conglomerate (Figure 1c), or rarely a pseudo-
racemate (Figure 1d).7,8 However, examination of melting
temperatures alone may not be adequate in some cases,
in particular when the racemic species exists either as a
metastable racemic compound or as a metastable racemic
conglomerate as in Figure 1c. The definitive identification
of the structural differences between a racemic compound
and the enantiomers usually comes from powder X-ray
diffraction patterns, or from spectroscopic techniques, such
as infrared and solid-state nuclear magnetic resonance
(SSNMR) spectroscopy.

Questions arise as to the thermodynamic basis for the
formation of different racemic species and as to the ability
of the thermodynamic properties of chiral systems to serve
as a reliable tool for the identification of racemic species.
In view of the significant differences in the melting
behavior of these racemic species (Figure 1), their thermo-
dynamic properties must differ. These differences may be
used to characterize the racemic species and may further-
more reveal the driving force for the formation of a racemic
compound versus that of a racemic conglomerate or a
pseudoracemate.

Although some studies on a number of chiral organic
compounds have been carried out,3,5 no investigation of this
type has been reported for chiral pharmaceuticals. There-
fore, the specific aims of this work are (1) to characterize
various racemic species of chiral drugs using thermody-
namic properties derived from calorimetric measurements,
(2) to explore the thermodynamic factors determining the
formation of homochiral and racemic crystals, (3) to identify
the solid racemic phase by powder X-ray diffraction and
by SSNMR, and to correlate the structural differences with
the calculated thermodynamic quantities.
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Twenty five chiral compounds of pharmaceutical interest
were selected (see Table 1). Several compounds, specifically
ephedrine and its derivatives and their salts, were prepared
in this work, while others were collected from previously
reported thermal analytical data of chiral drugs. These
chiral compounds have various molecular structures and
therapeutic applications, including several â-adrenergic
antagonists, mucoregulating agents, and diagnostic agents.
The overall goal of this work is to reveal unique thermo-
dynamic properties of chiral solids of pharmaceutical
interest.

Thermodynamics of Racemic SpeciessVarious Ra-
cemic Species. Figure 1 shows three types of racemic
species, sometimes termed racemates. However, because
the term racemate has also been applied to racemic
compounds only, use of the word racemate is avoided in
this paper. A racemic conglomerate is an equimolar physi-
cal mixture of the individual homochiral crystals of the two
opposite enantiomers. A racemic compound consists of
crystals in which the two enantiomeric molecules of op-
posite chirality are paired up in the unit cell of the crystal
lattice. A pseudoracemate consists of the two enantiomeric
molecules of opposite chirality arranged more or less
randomly in the same crystal lattice. All these three types
are collectively termed racemic species in this work.

These structural differences in the solid state give rise
to a difference in the energetics of the solid, which can be

described by various thermodynamic properties that are
either experimentally determined or derived quantities. To
calculate the differences in the thermodynamic quantities
between a racemic compound and its corresponding racemic
conglomerate, Jacques et al.3 developed a thermodynamic
approach, using thermodynamic cycles. In the present
work, the thermodynamic cycles of Jacques et al.3 are
modified and applied to the 25 racemic species studied. The
thermodynamic cycle involving the two enantiomers, D and
L, and their corresponding racemic species, R, is shown in
Figure 2 for the enthalpy changes and in Figure 3 for the
corresponding entropy changes.

Racemic ConglomeratesIn a racemic conglomerate, if the
enantiomers are perfectly immisible in the solid state,
∆Hs

m ) 0. Because of the structural similarity of the
enantiomeric molecules, their liquid mixture is close to
ideal, so that ∆Hl

m ≈ 0. The entropy of mixing of the
enantiomers in the liquid state can be derived as described
by Jacques et al.3 and may be stated as follows:

Equation 1 allows us to calculate the entropy of mixing
of the liquid enantiomers from the enthalpies of fusion and

Figure 1sTypical phase diagrams of various racemic species3 (reprinted with the permission of the copyright owner, Krieger Publishing Co.)
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melting points, as measured by differential scanning cal-
orimetry (DSC). If the enantiomeric molecules are ran-
domly mixed in the liquid state, the entropy of mixing is
ideal and its value is given by:

For a number of racemic conglomerates, the average
entropy of mixing of the enantiomers in the liquid state
was found to be 1.33 ( 0.14 cal‚mol-1‚K-1, indicating that
mixing of the enantiomers is nearly ideal in the liquid
state.3 The small deviation from the ideal value may be
attributed to the possibility that the corresponding en-
thalpy of mixing, ∆Hl

m, may not be exactly zero.

Racemic CompoundsThe stability of a racemic com-
pound can be defined by the Gibbs free energy change, ∆G°,
of solid-state transformation, corresponding to the “reac-
tion” between the crystals of the two enantiomers, D and
L, in the racemic conglomerate to yield crystals of the
racemic compound, R:

where the left-hand side refers to the racemic conglomer-
ate, which consists of an equimolar mixture of crystals of
D and L, and the subscript, s, refers to the solid, i.e., the
crystalline state. For a stable racemic compound, this free
energy change must be negative. For this purpose, ∆G° is
the Gibbs free energy of formation of the racemic compound
from the two opposite enantiomers. ∆G° may be also
expressed as a function of the corresponding enthalpy of
formation, ∆H°, and entropy of formation, ∆S°:

Table 1sList of the Chiral Compounds Used in This Study

compounda acronyma sourceb thermal data ref

(−)-norephedrine (−)-NE Sigma this work
(±)-norephedrine (±)-NE this work this work
(−)-norephedrine‚HCl (−)-NE‚Cl Sigma this work
(±)-norephedrine‚HCl (±)-NE‚Cl Sigma this work
(+)-norephedrine‚HS (+)-NE‚S this work this work
(±)-norephedrine‚HS (±)-NE‚S this work this work
(+)-pseudoephedrine (+)-PE Sigma this work
(±)-pseudoephedrine (±)-PE this work this work
(+)-pseudoephedrine‚HCl (+)-PE‚Cl Sigma this work
(±)-pseudoephedrine‚HCl (±)-PE‚Cl Sigma this work
(+)-pseudoephedrine‚HS (+)-PE‚S this work 10
(±)-pseudoephedrine‚HS (±)-PE‚S this work 10
(−)-ephedrine (−)-E Sigma this work
(±)-ephedrine (±)-E Sigma this work
(−)-ephedrine‚HCl (−)-E‚Cl Sigma this work
(±)-ephedrine‚HCl (±)-E‚Cl Sigma this work
(−)-ephedrine‚napsylate (−)-E‚NS this work this work 11
(±)-ephedrine‚napsylate (±)-E‚NS this work this work 11
(−)-methylephedrine (−)-ME Sigma this work
(±)-methylephedrine (±)-ME this work this work
(−)-ibuprofen (−)-IB Ethyl this work
(±)-ibuprofen (±)-IB Ethyl this work
(−)-mandelic acid (−)-MA Sigma this work
(±)-mandelic acid (±)-MA Sigma this work
(−)-propranolol‚HCl (−)-PN‚Cl Sigma this work
(±)-propranolol‚HCl (±)-PN‚Cl Sigma this work
(−)-propranolol (−)-PN this work 12
(±)-propranolol (±)-PN this work 12
(+)-atenolol (+)-AN Aldrich this work
(±)-atenolol (±)-AN Sigma this work
(+)-alprenolol (+)-APN 12
(±)-alprenolol (±)-APN 12
(−)-trans-sobrerol (−)-t-SB 13
(±)-trans-sobrerol (±)-t-SB 13
(−)-cis-sobrerol (−)-c-SB 13
(±)-cis-sobrerol (±)-c-SB 13
(−)-bevantolol (−)-BT 8
(±)-bevantolol (±)-BT 8
(−)-bevantolol‚HCl (−)-BT‚Cl 8
(±)-bevantolol‚HCl (±)-BT‚Cl 8
(−)-pindolol (−)-PD 8
(±)-pindolol (±)-PD 8
(−)-iopanoic acid (−)-IA 14
(±)-iopanoic acid (±)-IA 14
(−)-dropropizine (−)-DPP 15
(±)-dropropizine (±)-DPP 15
(−)-sulpiride (−)-SP 16
(±)-sulpiride (±)-SP 16
(−)-dexrazoxane (−)-DZ 17
(±)-dexrazoxane (±)-DZ 17
(−)-4-hydroxy-2-pyrrolidone (−)-HPL 18
(±)-4-hydroxy-2-pyrrolidone (±)-HPL 18

a Cl and S represent the chloride and salicylate anions, respectively. b Sigma
Chemical Co. (St. Louis, MO); Ethyl Corporation (Baton Rouge, LA); Aldrich
Chemical Co. (Milwaukee, WI).

Figure 2sThe enthalpy changes during various stages of a thermodynamic
cycle involving the enantiomers, D and L, and the racemic species, R, where
∆H f, C l, C s and T f represent the enthalpy of fusion, heat capacity of the
liquid and solid, and melting temperature, respectively. The subscript A denotes
the enantiomer and R the racemic species; and the subscripts l and s denote
the liquid and solid state, respectively. ∆H m and ∆H ° represent the enthalpy
of mixing and the enthalpy of formation, respectively.

Figure 3sThe entropy changes during various stages of a thermodynamic
cycle involving the enantiomers, D and L, and the racemic species, R, where
∆S f, C l, C s, and T f represent the entropy of fusion, heat capacity of the
liquid and solid, and melting temperature, respectively. The subscript A denotes
the enantiomer and R the racemic species; the subscript l and s denote the
liquid and solid state, respectively. ∆S m and ∆S ° represent the entropy of
mixing and the entropy of formation, respectively.

∆Sl
m ) R ln 2 ) 1.38 cal‚mol-1‚K-1 (2)

Ds + Ls f Rs

∆G° ) ∆H° - T∆S° (3)
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The thermodynamic quantities in eq 3 are not directly
measurable, but can be determined from calorimetry data
using eqs 4a-7b, as discussed below.

Assuming that the above “reaction” occurs at the melting
point of that species (racemic species or enantiomer) which
has the lower melting point, eqs 4a-7b may be derived to
calculate the thermodynamic properties for the formation
of a racemic compound. The enthalpies of fusion, ∆Hf, and
the melting temperature, Tf, of both the racemic compound,
R, and its enantiomer, A (in subscript), are determined
experimentally. As shown in Figure 1a and 1b, the two
situations, TA

f < TR
f and TA

f > TR
f , are presented sepa-

rately.

Substituting the enthalpy of formation and the entropy
of formation into eq 3 affords the free energy of formation,
∆G°. The contribution from the terms containing the heat
capacities in eqs 4 and 5 is always small and is effectively
negligible.3 Taking the difference in the melting points, ∆T
) TR

f - TA
f , and neglecting the small difference in the heat

capacities, the free energy of formation is given by:

When, as in Figure 1a, the racemic compound melts at
a higher temperature than its enantiomers, represented
by eq 6a, ∆G° < 0, suggesting that the formation of the
racemic compound is always thermodynamically favorable
in this situation. Figure 1b and eq 6b, however, present a
more complicated situation. When ∆T < 0, eq 6b is
applicable and the first term on the right becomes positive.
As ∆T becomes increasingly negative, ∆G° becomes less
negative, eventually approaching zero (as ∆T approaches
-30 K, to be considered later following eqs 7a and 7b).
When ∆G° is zero or positive, there is no driving force for
the formation of a racemic compound, and the racemic
species remain as a racemic conglomerate as shown in
Figure 1c. In other words, no “reaction” occurs between the
enantiomers, when the racemic species is a racemic con-
glomerate.

Equations 4a-6b are valid only at the melting temper-
ature of the enantiomers (or of the racemic species). In the

pharmaceutical sciences, however, we are more interested
in the thermodynamic values, especially ∆G°, below the
melting temperatures, e.g., at 25 °C or 37 °C. Extrapolation
of the thermodynamic quantities from the melting tem-
perature to another temperature, T, requires knowledge
of the heat capacity terms. Accordingly, ∆G° at any
temperature T, ∆G°T, can be derived from the thermody-
namic cycles in Figures 2 and 3:

where

where

The magnitude of the last three terms is relatively small.
In the case of eq 7a, ∆G°T is likely to remain negative over
a wide temperature range below the melting point. How-
ever, when the free energy of formation at TR

f in eq 7b has
a small negative value close to zero (see examples in Tables
3), the sign of ∆G°T may become positive depending on the
sign of the sum, i.e., the relative magnitudes, of the last
three terms. This possibility, arising from eq 7b, provides
a thermodynamic basis for the melting point phase dia-
grams, shown in Figure 1c, and for the solubility diagrams
of chiral systems that display a transformation from a
racemic compound to a racemic conglomerate at certain
temperatures.3,9

Materials and Methods
MaterialssThe names, acronyms, and sources of the chiral

compounds used in this study are listed in Table 1. Some of these
compounds were prepared by the methods described in the next
paragraph. Others were purchased from chemical suppliers, with
reported purity exceeding 99%, and were used as received.

Crystallizations(+)-Norephedrinium salicylate, (+)-NE‚S, was
obtained by dissolving equimolar quantities of (+)-norephedrine
and salicylic acid in anhydrous ether followed by complete drying
to yield a solid mass. The purity of (+)-NE‚S was verified by a
single sharp exotherm in the DSC curve and also by a single
thermal event in the derivative of heat flow versus temperature.
(+)-Pseudoephedrinium salicylate, (+)-PE‚S, was prepared by
crystallization.10,11

The racemic species of NE, E, PE, NE‚S, PE‚S, and ME, listed
in Table 1, were prepared by dissolving equimolar quantities of
the two enantiomers in methanol or ethanol and allowing the
solvent to evaporate completely at room temperature (22.5 °C).

Differential Scanning Calorimetry (DSC)sMeasurement of
melting point and enthalpy of fusion of the crystalline chiral
compounds was performed using a Du Pont 910 differential
scanning calorimeter equipped with a data station (Thermal

Enthalpy of formation:

∆H°TA
f ) ∆HA

f - ∆HR
f + (Cl - CR

s )(TR
f - TA

f ),

when TA
f < TR

f (4a)

∆H°TR
f ) ∆HA

f - ∆HR
f + (Cl - CA

s )(TR
f - TA

f ),

when TA
f > TR

f (4b)

Entropy of formation

∆S°TA
f ) ∆SA

f - ∆SR
f + R ln 2 + (Cl - CR

s )ln
TR

f

TA
f
,

when TA
f < TR

f (5a)

∆S°TR
f ) ∆SA

f - ∆SR
f + R ln 2 + (Cl - CA

s )ln
TR

f

TA
f
,

when TA
f > TR

f (5b)

∆G°TA
f = -∆SR

f ∆T - TA
f R ln 2, when TA

f < TR
f ,

i.e., ∆T > 0 (6a)

∆G°TR
f = -∆SA

f ∆T - TR
f R ln 2, when TA

f > TR
f ,

i.e., ∆T < 0 (6b)

∆G°T ) ∆G°TA
f + ∆∆S(TA

f - T) +

(Cl - CR
s )[TR

f - TA
f - T ln

TR
f

TA
f ] +

(CA
s - CR

s )[TA
f - T - T ln

TA
f

T ]
∆∆S ) ∆SA

f - ∆SR
f + R ln 2, when TA

f < TR
f (7a)

∆G°T ) ∆G°TR
f + ∆∆S(TR

f - T) +

(Cl - CA
s )[TR

f - TA
f - T ln

TR
f

TA
f ] +

(CA
s - CR

s )[TR
f - T - T ln

TR
f

T ]
∆∆S ) ∆SA

f - ∆SR
f + R ln 2, when TA

f > TR
f (7b)

340 / Journal of Pharmaceutical Sciences
Vol. 88, No. 3, March 1999



Analyst 2000, TA instruments, New Castle, DE). The temperature
axis and the cell constant were calibrated with indium (∼3 mg,
99.99%, peak maximum at 156.6 °C and heat of fusion 28.4 J/g).
Samples of 3.5 ( 0.5 mg in crimped aluminum pans were heated
at a rate of 10 °C/min, and the peak melting temperature was
recorded. All samples were measured in triplicate, and the
standard deviations were less than ( 2.5%. Any small variations
in the enthalpy of fusion as a result of differences in crystallinity
of the homochiral and racemic species were expected to be
negligible. The errors in determining the enthalpy of fusion when
followed by possible decomposition were practically canceled out
in the calculations, because small deviations in the baseline after
melting occurred in the melt state for both the pure enantiomers
and the racemic species.

Powder X-ray Diffraction (PXD) PatternsExperimental
PXD patterns of the compounds, both racemic and homochiral
crystals, were determined at room temperature using a powder
diffractometer (Model D-500, Siemens, Germany) with Cu KR
radiation at 30 mA, 45 kV. The sample was packed into an
aluminum holder and scanned with the diffraction angle 2θ
increasing from 2 to 30°, with a step size of 0.02°/min and counting
time of 1 s per step.

13C Solid-State Nuclear Magnetic Resonance (SSNMR)
Spectroscopys13C SSNMR spectra were acquired at 75.743 MHz
using a Chemagnetics CMX-300 spectrometer (Fort Collins, CO)
and a Chemagnetics Pencil probe equipped with a 7.5 mm magic-
angle spinning system using zirconia rotors. All spectra were
acquired with cross polarization, magic-angle spinning, and high
power 1H decoupling. Spinning speeds were typically 5-6 kHz.
Between 1024 and 2048 transients were acquired with a repetition
delay of 3 s, contact time of 5 ms, and pulse width of 4 ms. No
apodization was applied to the free induction decay prior to the
Fourier transform.

Results and Discussion

Thermal Properties and Thermodynamic Calcula-
tionssTo compare the thermodynamic properties of the
enantiomers and their racemic species, the melting tem-
peratures and enthalpy of fusion of the 25 chiral com-
pounds are compiled in Table 2. The difference in melting

temperature, ∆Tf, enthalpy of fusion, ∆∆Hf, and entropy
of fusion, ∆∆Sf, of the two species are also given in Table
2 and are illustrated in Figure 4. Entry numbers, instead
of compound names, are used for unbiased analysis and

Table 2sPhysical Properties of Homochiral and Racemic Species

no.a code namea T f(R)b (°C) T f(A)b (°C) ∆T f (°C) ∆H f(R)b (kcal/mol) ∆H f(A)b (kcal/mol) ∆∆H f (kcal/mol) ∆∆S fc (cal/mol‚K)

1 NE 101.1 51.2 49.8 6.241 3.792 2.449 4.99
2 NE‚Cl 195.9 172.8 23.1 6.924 4.839 2.085 3.91
3 NE‚S 117.3 101.4 15.9 7.120 5.559 1.561 3.39
4 PE 117.9 119.2 −1.3 8.149 7.636 0.513 1.38
5 PE‚Cl 166.0 182.9 −16.9 6.738 6.680 0.058 0.70
6 PE‚S 108.2 131.2 −23.0 7.769 8.752 −0.983 −1.27
7 E 77.5 39.7 37.8 6.953 4.141 2.812 6.59
8 E‚Cl 190.8 219.1 −28.3 8.348 7.577 0.771 2.60
9 E‚NS 170.4 170.6 −0.2 9.203 7.878 1.325 3.00

10 ME 62.8 88.01 −25.2 6.358 7.304 −0.946 −1.30
11 IB 77.7 54.0 23.7 6.142 4.278 1.864 4.43
12 MA 120.6 131.5 −10.9 6.398 6.147 0.251 1.06
13 PN‚Cl 163.4 194.6 −31.2 9.322 8.605 0.717 2.96
14 PN 92.3 71.5 20.8 10.385 8.665 1.720 3.28
15 AN 150.2 147.2 −3.0 8.523 8.789 −0.266 −0.48
16 APN 58.0 25.3 32.7 8.512 5.684 2.828 6.66
17 t-SB 131.7 150.4 −18.7 8.22 8.29 −0.07 0.73
18 c-SB 105.7 109.7 −4.0 6.18 5.54 0.64 1.84
19 BT 87.4 75.1 12.3 10.97 10.33 0.64 0.76
20 BT‚Cl 134.5 154.8 −20.3 9.68 11.03 −1.35 −2.03
21 PD 169.7 92.5 77.2 13.84 6.14 7.70 14.46
22 IA 153.8 165.6 −11.8 6.62 6.21 0.41 1.35
23 SP 177.8 186.3 −8.5 11.03 10.04 0.98 2.59
24 DZ 234.2 194.4 39.8 10.75 9.04 1.71 1.85
25 HPL 121.6 156.6 −35.0 6.39 6.81 −0.42 0.34

a Numbers are given to identify the entries; code names are the acronyms explained in Table 1. b R and A denote the racemic species and its enantiomers,
respectively. For entries 1−10, thermal analysis was carried out in this work, the standard deviation being less than 2.5%. c Entropy of fusion was obtained as
∆H f/T f of the corresponding homochiral or racemic species, but only the differences, ∆∆S f, are given.

Figure 4sDifferences between homochiral and racemic species in (a) the
melting points, ∆T f, and (b) the enthalpies of fusion, ∆∆H f.
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convenience. The errors in the values of ∆Hf and Tf from
literature references in Table 1 are less than 5%, if
reported.

If ∆Tf approaches -30 K, the racemic species is likely
to be a racemic conglomerate, such as PE‚S, ME, BT‚Cl
and HPL, identified as the filled squares in Figure 4a. This
generalization is not conclusive for (()-PN‚Cl and (()-E‚
Cl, which are racemic compounds. The nature of these
racemic species was determined by a comparison of the
experimental PXD pattern with the PXD pattern calculated
from the crystal structures, as derived from single-crystal
X-ray analysis.19a Positive values of ∆∆Hf, i.e., ∆HR

f >
∆HA

f , are found for all the racemic compounds, including
(()-PN‚Cl and (()-E‚Cl, reflecting their preferential forma-
tion (Figure 4b). The racemic compound of t-SB is an
exception to this trend; the very small negative value of
∆∆Hf (-0.07 kcal‚mol-1) may lie within experimental
error.13 For those racemic species that are identified as
racemic conglomerates, e.g. PE‚S, ME, BT‚Cl, and HPL,
their ∆∆Hf values are negative.

Two chiral compounds in this study do not belong to the
above series. Pindolol, (PD entry 21) forms a pseudorace-
mate with a maximum melting point (Figure 1d(2)), and
shows exceptionally large values of ∆Tf ) 77.2 K and of
∆∆Hf ) 7.7 kcal‚mol-1.8 Atenolol (AN entry 15), whose
racemic species was not identified, has a negative value of
∆∆Hf, similar to those of racemic conglomerates, but has
a small value of -∆Tf (3.0 K), too small for a stable racemic
conglomerate.12 The formation of a pseudoracemate is
suggested for (()-AN.

Large differences in the melting points (∆Tf approaching
-30 K) between the homochiral and racemic species have
been observed for all the racemic conglomerates examined
and for a few of the racemic compounds. Therefore, the
melting point phase diagram is not an adequate single
criterion for identifying the nature of the racemic species.
A positive value of ∆∆Hf may be a more reliable indicator
of the formation of a racemic compound, which evidently

is the enthalpically favorable species. This finding is
consistent with the conclusion from lattice energy calcula-
tions that the racemic compound has a greater stabilization
energy than the individual enantiomers.19a,b

Thermodynamic Properties of Racemic Speciess
The thermodynamic quantities for the formation of the
racemic compound and the entropy of mixing of the
enantiomers in the liquid state for racemic conglomerates
were derived from the equations shown previously. As-
suming that the nature of the racemic species is unknown,
the thermodynamic calculations were carried out for all 25
chiral compounds in Table 3 to reveal any trends in the
calculated values for different racemic species.

Table 3 presents the calculated thermodynamic values,
∆H°, ∆S°, ∆G°, and ∆Sl

m. The ∆H° and ∆S° values were
calculated using eqs 4 and 5 assuming an average heat
capacity difference of 20 cal‚mol-1‚K-1 for (Cl - Cs) in each
case.20 The ∆G° values were obtained using eq 6, in which
the heat capacity terms are neglected because they practi-
cally cancel in the free energy of formation as explained in
the preceding section. The entropy of mixing in the liquid
state, ∆Sl

m, was calculated by eq 1.
Comparison of the data in Table 3 reveals that ∆G° and

∆Sl
m show interesting trends between different racemic

species, but the trends in the enthalpy of formation and
the entropy of formation between racemic species are
difficult to interpret.

Free Energy Formation, ∆G°sThe calculated ∆G°
values are shown in Figure 5. The free energy of formation
for racemic compounds, ∆G°, is negative for 23 of the 25
entries, because, as expected, the majority of the racemic
species are racemic compounds. However, not every nega-
tive ∆G° indicates a racemic compound.

In Figure 5, the five ∆G° values within the range of
-0.05 to 0.05 kcal‚mol-1 correspond to the four compounds
(entries 6, 11, 20,21 25 in Table 3) which are identified as
racemic conglomerates; the fifth is the racemic compound

Table 3sComparison of the Experimental Thermal Properties and the Calculated Thermodynamic Properties of Racemic Species

thermal properties thermodynamic properties

no.a code namea ∆T f (°C) ∆∆H f (kcal/mol) ∆∆S f (cal/mol‚K) ∆H°b (kcal/mol) ∆S°b (cal/mol‚K) ∆G°c (kcal/mol) ∆Smd (cal/mol‚K)

1 NE 49.8 2.449 4.99 −1.453 −3.61 −1.278 −2.039
2 NE‚Cl 23.1 2.085 3.91 −1.623 −2.53 −0.955 −0.648
3 NE‚S 15.9 1.561 3.39 −1.244 −2.02 −0.805 −0.688
4 PE −1.3 0.513 1.38 −0.539 0.00 −0.513 0.067
5 PE‚Cl −16.9 0.058 0.70 −0.396 0.68 −0.357 0.566
6 PE‚S −23.0 −0.983 −1.27 0.523 2.65 −0.027 1.231
7 E 37.8 2.812 6.59 −2.057 −5.22 −1.180 −1.895
8 E‚Cl −28.3 0.771 2.60 −1.336 −1.22 −0.204 0.986
9 E‚NS −0.2 1.325 3.00 −1.329 −1.62 −0.607 0.008

10 ME −25.2 −0.946 −1.30 0.442 2.68 0.048 1.418
11 IB 23.7 1.864 4.43 −1.390 −3.05 −0.865 −1.074
12 MA −10.9 0.251 1.06 −0.469 0.32 −0.376 0.429
13 PN‚Cl −31.2 0.717 2.96 −1.341 −1.58 −0.027 1.370
14 PN 20.8 1.720 3.28 −1.304 −1.90 −1.066 −1.572
15 AN −3.0 −0.266 −0.48 0.206 1.86 −0.516 0.146
16 APN 32.7 2.828 6.66 −2.174 −5.28 −1.252 −2.337
17 t-SB −18.7 −0.07 0.73 −0.304 0.65 −0.191 0.900
18 c-SB −4.0 0.64 1.84 −0.720 −0.46 −0.464 0.161
19 BT 12.3 0.64 0.76 −0.394 0.61 −0.854 −1.044
20 BT‚Cl −20.3 −1.35 −2.03 0.944 3.41 −0.038 1.205
21 PD 77.2 7.70 14.46 −6.156 −13.08 −2.917 −4.653
22 IA −11.8 0.41 1.35 −0.646 0.030 −0.421 0.404
23 SP −8.5 0.98 2.59 −1.152 −1.21 −0.435 0.432
24 DZ 39.8 1.71 1.85 −0.913 −0.47 −1.487 −1.657
25 HPL −35.0 −0.42 0.34 −0.281 1.03 0.011 1.361

a Numbers are given to identify the entries; code names are the acronyms explained in Table 1. b Enthalpy and entropy of formation were calculated according
to eqs 4 and 5, respectively. c ∆G° was calculated by eq 6; those values that are approximately zero are shown in bold italics. d Entropy of mixing in the liquid
state was calculated by eq 1, those values that are close to the ideal value are shown in bold italics.
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of PN‚Cl (entry 13 in Table 3). Although PN‚Cl forms a
racemic compound, its thermodynamic properties are simi-
lar to those of racemic conglomerates. The fact that its ∆G°
value is close to zero (-0.027 kcal‚mol-1) indicates lack of
driving force for the formation of the racemic compound,
(()-PN‚Cl. Such a small value may be within experimental
error. In such a case, it is proposed that the formation of
the racemic compound may be reversed under controlled
conditions. Thus, to achieve resolution of this type of
racemate by crystallization, the kinetic factors may be very
important to offset the possible formation of the racemic
compound.

Combining eqs 6a and 6b, a general expression for ∆G°
as a function of the difference in melting points, ∆Tf, can
be derived:

∆Sf and Tf are the mean entropy of fusion and the mean
melting temperature, respectively, of the racemic com-
pounds in the series studied. Figure 6 demonstrates a
significant linear correlation for the 19 racemic compounds
used in this study. In Figure 6, the negative free energy of
formation (reflecting the stability) of a racemic compound
is proportional to the difference in the melting tempera-
tures between the racemic compound and its enantiomers.

This apparent linearity was observed previously for a
number of organic racemic compounds.3,5,22 According to
eq 8, the slope of the regression line can be identified as
the mean entropy of fusion, 〈∆Sf〉 ) 17.04 cal‚mol-1‚K-1.
Similarly, the intercept represents the contribution of the
ideal entropy of mixing, ∆Sl

m ) 1.38 cal‚mol-1‚K-1, at the
average melting temperature of 〈Tf〉 ) 427 K (154 °C).

In eq 8, as ∆Tf approaches -30 K, the ∆G° values become
close to zero. The entropy of mixing term, the second term
on the right, is always negative and contributes to stabilize
the racemic compound over its enantiomers. When the pure
enantiomer and the racemic compound have the same
melting temperature, ∆Tf ) 0, the racemic compound is
stabilized by a ∆G° value of -0.59 kcal‚mol-1. This result
suggests that the entropy of ideal mixing in the liquid state
is the driving force for the formation of racemic compounds.

The calculated ∆G° values for all the racemic conglomer-
ates (PE‚S, ME, BT‚Cl, and HPL) are approximately zero,
which may serve as an indicator for identifying racemic
conglomerates. However, the ∆G° value may be close to
zero for racemic compounds, such as (()-PN‚Cl. To identify
the nature of the racemic species which show ∆Tf ∼ -30
K, further characterization by X-ray diffraction and/or
spectroscopic methods is necessary.

Entropy of Mixing in the Liquid State, ∆Sl
msVal-

ues of the entropy of mixing in the liquid state, calculated
by eq 1 are given in Table 3 and are shown in Figure 7.
The average value of ∆Sl

m for the racemic conglomerates
(PE‚S, ME, BT‚Cl, and HPL) is 1.30 ( 0.10 cal‚mol-1‚K-1,
close to the ideal entropy of mixing of liquid enantiomers
(R ln 2 ) 1.38 cal‚mol-1‚K-1). The small deviations of the
entropy of mixing of the liquid enantiomers from the ideal
value for racemic conglomerates may be related to devia-
tion of these systems from the assumption that the corre-
sponding enthalpy of mixing has the ideal value of zero.
For racemic species which are not racemic conglomerates,
with the exception of (()-PN‚Cl, their ∆Sl

m values (<1.0
cal‚mol-1‚K-1) deviate significantly from, and are smaller
than, the ideal value. In other words, the assumptions
made for racemic conglomerates are invalid for racemic
compounds.

Pseudoracemates, i.e., Racemic Solid Solutionss
A single, macroscopically homogeneous, crystalline phase
may occasionally be formed by mixtures of the two enan-
tiomers in any proportion, i.e., a racemic solid solution,
termed a pseudoracemate. This miscibility in the solid state
may be demonstrated by the melting point phase diagrams

Figure 5sThe free energy of formation, ∆G°, of the racemic compound.

Figure 6sA plot of free energy of formation of racemic compounds, ∆G°, as
a function of the difference in melting temperatures, ∆T f.

∆G°Tf ) -∆Sf∆Tf - TfR ln 2, where ∆T ) TR
f - TA

f (8)

Figure 7sThe entropy of mixing in the liquid state, ∆Sl
m.
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shown in Figure 1d. Three types of solid solution are
observed: (1) ideal, (2) nonideal with a maximum melting,
and (3) nonideal with a minimum melting temperature.
The few available crystallographic data show that the
lattice parameters of a solid solution are very similar to
that of the enantiomers, though not identical. In addition,
each type of solid solution may be related to a given
structural type, namely disordered for type 1, short range
ordered for type 3, and nonstatistical inverse symmetry for
type 2.3

The melting point phase diagram with no eutectic
melting shows that the chiral compound pindolol, PD (entry
21 in Tables 2 and 3), forms a type 2 solid solution.8 The
calculated thermodynamic quantities of this pseudorace-
mate have unusually large negative values in comparison
with the other compounds in this study. These unusual
values are indicative of the unique properties of the racemic
species. In the structure of this type of solid solution, one
enantiomer can substitute for the other at one site only,
forming a real (nonstatistical) inverse symmetry element.3
The structure of this pseudoracemate may be similar to
that of the racemic compound. The maximum difference
in melting temperature of the pseudoracemate of PD, ∆Tf

) 77.2 K in Table 1, suggests more favorable interactions
between the paired enantiomers in the racemic solid than
in the single enantiomers.

The racemic species of atenolol, AN (entry 15 in Tables
2 and 3), was found to be a quasi-ideal solid solution (∆Tf

) -3 K, not zero). Its negative ∆∆Hf (-0.266 kcal‚mol-1)
seems to follow the trend of racemic conglomerates, but
∆Tf is small and ∆G° is negative, suggesting a noncon-
glomerate phase. The DSC trace of mixtures containing
unequal amounts of the two enantiomers of AN showed
no eutectic melting, which supports the predication from
thermodynamic calculations that the racemic species of AN
is a racemic solid solution. Unlike PD, AN with small ∆Tf

corresponds to a quasi-ideal solid solution of type 1. The
structure of a type 1 solid solution is almost identical to
that of the pure enantiomer with the two enantiomers
randomly occupying the lattice sites. Such a structural
feature implies negligible differences in the intermolecular
interactions between molecules with the same or opposite
handedness in the solid state, i.e., lack of chiral recognition
in the solid state.

Characterization of Racemic Species by Powder
X-ray Diffractometry and 13C Solid-State Nuclear
Magnetic Resonance SpectroscopysPowder X-ray dif-
fractometry (PXD) and 13C solid-state nuclear magnetic
resonance (SSNMR) spectroscopy are two complementary
techniques for the structural characterization of powder
samples.23,24 PXD patterns reveal differences of long range
order in the packing of the crystal lattice. SSNMR spectra,
on the other hand, can probe the short range order of the
molecular environments in the solid and can effectively
differentiate dynamic or static disorders.25 The information
from 13C chemical shifts can be particularly useful for
identifying conformational changes and structural differ-
ences, especially when they are difficult to recognize from
the PXD patterns.

A number of racemic species in this study were inves-
tigated using both PXD patterns and 13C SSNMR spectra.
The PXD patterns of the enantiomers and of their racemic
species for all the available compounds were first deter-
mined and compared. The two opposite enantiomers have
identical PXD patterns because their crystal structures are
identical, apart from their handedness which confers
mirror symmetry. On the other hand, a racemic compound
has a PXD pattern different from that of the two enanti-
omers. A close match of the 2θ values of the peaks in the
PXD patterns of the enantiomers and of their racemic

species indicates the same crystal structure, suggesting
that the racemic species is a racemic conglomerate. Dif-
ferences in in relative intensity of the PXD patterns may
arise from differences in crystallinity and/or preferred
orientation. A pseudoracemate displays a PXD pattern
closely resembling that of the enantiomers but with some
peak broadening. In this work, the findings from the PXD
patterns were further confirmed by the 13C SSNMR
spectra.

The PXD patterns and SSNMR spectra of the enanti-
omers and of their racemic species, for the three possible
racemic species: racemic compound, racemic conglomerate,
and pseudoracemate, are illustrated in Figures 8, 9, and
10, respectively.

Figure 8 refers to a racemic compound, norephedrine
hydrochloride, (()-NE‚Cl (entry 2 in Tables 2 and 3). The
PXD pattern of the enantiomer is significantly different
from that of the racemic compound. Likewise, the 13C
chemical shifts for the enantiomer and the racemic com-
pound are markedly different. For both the homochiral and
racemic crystals, the asymmetric unit contains two mol-
ecules with different conformations19a which are crystal-
lographically nonequivalent.26 Each carbon in the molecule
should theoretically have two chemical shifts, one for each
conformation. However, the chemical shifts for two con-
formations may or may not differ substantially to give
distinct peaks. In this case the two peaks are distinguish-
able for both the aliphatic carbons and the substituted
aromatic carbons.

An example of a racemic conglomerate, methylephedrine
(ME entry 10), is given in Figure 9. Most of the peak
positions in the PXD patterns show a good match between
(-)-ME and (()-ME. Difference in peak intensity may be
ascribed to preferred orientation of the thin plates (-)-ME.
The 13C chemical shifts in the SSNMR spectra of the
homochiral and racemic species agree well, except for the
two N-methyl carbons. Crystallographically, the two N-
methyl carbons are nonequivalent in the unit cell, so two
peaks are expected. The two N-methyl carbons of the
racemic species show two peaks. In (-)-ME, the two
N-methyl carbon signals coalesce into one broad peak. The
relatively broad peaks of the N-methyl carbons indicate
mobility of the methyl groups. In conjunction with X-ray
data, NMR results suggest that (()-ME is a racemic
conglomerate, although the nature of the small difference
for the N-methyl carbons is unclear.

The PXD pattern of atenolol (AN entry 15) in Figure 10
also demonstrates no substantial differences between the
enantiomers and the racemic species; only minor differ-

Figure 8sPowder X-ray diffraction patterns (left) and 13C solid-state nuclear
magnetic resonance spectra (right) of the racemic compound (upper traces)
and of the (−)-enantiomer (lower traces) of norephedrine hydrochloride (NE‚
Cl).
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ences are noted at 17.5° and 33.3° 2θ. Most of the 13C
chemical shifts of the enantiomer and racemic species
match well, but a few peaks in (-)-AN are difficult to detect
above the noise in the spectrum. The reasonably good
agreement between the two PXD patterns and between the
two SSNMR spectra for racemic and enantiomeric AN
suggests that these two forms have very similar crystal
structures. The minor differences observed are attributed
to decreased crystallinity of the single enantiomer, (-)-AN.
Moreover, both the DSC analyses and the thermodynamic
calculations indicate that the racemic species of AN is a
pseudoracemate, confirming the deduction made above.

In summary, the structural identification of the chiral
compounds studied has, in all cases, confirmed the nature
of the racemic species suggested by the thermodynamic
calculations. However, for differentiation between a race-
mic conglomerate and a pseudoracemate, PXD and SSNMR
may not be adequate. Identification of the pseudoracemate
is then shown by the absence of eutectic melting in DSC.

Phase Diagrams and Thermodynamic Aspectss
Among the 25 chiral pharmaceutical compounds included
in this study as a subset of chiral compounds, 19 racemic
species are racemic compounds, corresponding to a 76%
frequency. The lower frequency of racemic compounds
among these 25 chiral drugs, as compared with 90% among
chiral organic compounds in general, is partly explained
by the sample collection, of which seven are salts. Never-
theless, this lower frequency of racemic compounds may
reflect their occurrence among chiral pharmaceuticals
because many drugs are formulated as salt forms.

Several compilations of racemic and enantiomeric pairs
of organic chiral compounds have been published.3,5,22,27 In
many respects, the results of the thermodynamic calcula-
tions in this study with 25 chiral pharmaceutical com-
pounds are in general agreement with those reported
previously for a much larger set of other organic com-
pounds.3

The free energy calculations show that the entropy of
mixing is the driving force for the formation of racemic
compounds. This interpretation can be given from a dif-
ferent point of view in terms of phase separation. Consider-
ing crystallization of a racemic conglomerate from a
racemic liquid, separation of the two enantiomers as
homochiral crystals is not entropically favorable. In some
cases, this entropic cost for the phase separation may be
merely compensated by the slightly lower enthalpy of the
pure crystalline enantiomer as compared with the racemic
compound, resulting in an approximately zero value of ∆G°,
indicating approximately equal stability of the racemic
compound and racemic conglomerate. Hence, crystalliza-
tion of conglomerates is unlikely to be thermodynamically
favored in most cases, but may be controlled by the kinetics
of the solid-liquid interface as well as by nucleation and
crystal growth.

Emphasis has been placed on those systems whose
racemic species are ambiguous in nature, particularly
racemic conglomerates or racemic compounds for which ∆Tf

≈ -30 K. The reason for this emphasis is that this type of
system is particularly important in the resolution of
racemates by crystallization. In theory, such systems exist
as a thermodynamic equilibrium between the racemic
conglomerate and the racemic compound. It may be pos-
sible to vary the temperature and kinetic factors to steer
the crystallization in the desired direction, so as to facilitate
the separation of enantiomers by crystallization. For
example, the small difference in the stability of the racemic
compound and enantiomeric crystals in the racemic con-
glomerate may give rise to a significant difference in their
solubilities at certain temperatures, which may be utilized
for preferential crystallization.3,9

It is known that conversion of a free acid or base into a
salt increases the likelihood of a racemic conglomerate.3
In the present study, all the hydrochloride salts in Table 2
show substantially smaller values of ∆Tf values than their
free bases or acids. The thermodynamic calculations show
that the negative free energy change, ∆G°, approaches zero
as TR

f - TA
f approaches -30 K. This result provides the

thermodynamic basis for the greater frequency of racemic
conglomerates among the salts than among the free acids
or bases, corresponding to a significant reduction of the
difference in melting point between the racemic and
homochiral species.

The use of salts to facilitate the resolution of racemates
has been attempted.9 Conglomerates, resolvable by pref-
erential crystallization, were sought by Coquerel and co-
workers28 among various salts of fenfluramine, whose R
enantiomer is an anorectic agent, and among norfenflu-
ramine, its precursor. Numerous salts of these bases with
achiral acids were tested, and several were found to form
conglomerates, resolvable by preferential crystallization.
Another proposed method for increasing the occurrence of
racemic conglomerates is the use of a pressure-induced
transition of a racemic compound to a conglomerate.5 Both
methods rely on a significant reduction of the difference
in melting point between the racemic compound and its
enantiomers. Therefore, a rational procedure for the reso-
lution of racemates by crystallization requires, first, the
conversion of the chiral drug into a suitable salt with
TR

f - TA
f approaching -30 K, and second, a search for the

optimal crystallization conditions to facilitate separation

Figure 9sPowder X-ray diffraction patterns (left) and 13C solid-state nuclear
magnetic resonance spectra (right) of the racemic conglomerate (upper traces)
and of the (−)-enantiomer (lower traces) of methylephedrine (ME).

Figure 10sPowder X-ray diffraction patterns (left) and 13C solid-state nuclear
magnetic resonance spectra (right) of the pseudoracemate (upper traces) and
of the (−)-enantiomer (lower traces) of atenolol (AN).
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of the two enantiomers by thermodynamic and kinetic
factors, such as solubility differences at various tempera-
tures or nucleation, which may be probed by seeding with
homochiral crystals.

Conclusions
The free energy of formation of a racemic compound from

its pure enantiomers is always negative, indicating that
the racemic compound, if it exists, is the thermodynami-
cally favored racemic species. For a racemic conglomerate
the entropy of mixing of the two enantiomers in the liquid
state is close to the ideal value of R ln 2 (1.38 cal‚mol-1‚K-1).
In comparison to racemic compounds and racemic conglom-
erates, unusual thermodynamic behavior was observed for
racemic solid solutions. Furthermore, thermodynamic cal-
culations reveal that the contribution of the nonideal
entropy of mixing to the free energy of formation is the
driving force for the formation of racemic compounds. The
results show that the combination of thermal analysis with
thermodynamic calculations provides a powerful tool to
identify the three racemic species: racemic compound,
racemic conglomerate, and racemic solid solution. A dy-
namic equilibrium exists between the racemic compound
and the racemic conglomerate when the difference in the
melting points between the racemic and homochiral spe-
cies, ∆Tf, approaches -30 K and ∆G°Tf becomes approxi-
mately zero. Structural studies using powder X-ray dif-
fraction patterns and solid-state NMR are valuable for
distinguishing between a racemic compound and either a
racemic conglomerate or a pseudoracemate. Thermal analy-
sis can be used to differentiate between a pseudoracemate
and the other two types of racemic species. A preliminary
report of this work has been presented as a poster at the
1996 Annual Meeting of the American Association of
Pharmaceutical Scientists.29
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Abstract 0 The present study characterized Chinese hamster ovary
cells overexpressing a human intestinal peptide transporter, CHO/
hPEPT1 cells, as an in vitro model for peptidomimetic drugs. The
kinetic parameters of Gly-Sar uptake were determined in three different
cell culture systems such as untransfected CHO cells (CHO−K1),
transfected CHO cells (CHO/hPEPT1) and Caco-2 cells. Vmax in CHO/
hPEPT1 cells was approximately 3-fold higher than those in Caco-2
cells and CHO−K1 cells, while Km values were similar in all cases.
The uptake of â-lactam antibiotics in CHO/hPEPT1 cells was three
to twelve fold higher than that in CHO−K1 cells, indicating that CHO/
hPEPT1 cells significantly enhanced the peptide transport activity.
However, amino acid drugs also exhibited high cellular uptake in both
CHO−K1 and CHO/hPEPT1 cells due to the high background level
of amino acid transporters. Thus, cellular uptake study in CHO/hPEPT1
cells is not sensitive enough to distinguish the peptidyl drugs from
amino acid drugs. The potential of CHO/hPEPT1 cells as an in vitro
model for peptidomimetic drugs was also examined through the
inhibition study on Gly-Sar uptake. Peptidomimetic drugs such as
â-lactam antibiotics and enalapril significantly inhibited Gly-Sar uptake
whereas the nonpeptidyl compounds, L-dopa and R-methyldopa, did
not compete with Gly-Sar for cellular uptake within the therapeutic
concentrations. In conclusion, the present study demonstrates the
further characterization of CHO/hPEPT1 cells as an uptake model as
well as inhibition study and suggests their utility as an alternative in
vitro model for drug candidates targeting the hPEPT1 transporter.

Introduction
Since peptide transporters are potential targets for

improving oral drug absorption through chemical modifica-
tion due to the broad substrate specificity,1,2 an efficient
screening tool is necessary for rapid evaluation of peptidyl
drug candidates arising from rational drug design.

The advantages of in vitro cell cultures over conventional
techniques have been summarized by Audus et al.,3 which
include (a) rapid evaluation of the permeability and
metabolism of a drug, (b) the opportunity to characterize
the molecular mechanism(s) of drug absorption /or drug
metabolism, (c) rapid evaluation of strategies for enhancing
drug absorption and minimizing drug metabolism, (d) the
opportunity to use human cells, rather than animal tissues,
and (e) the opportunity to minimize time-consuming,

expensive, and sometimes controversial animal studies.
Therefore, mammalian cell cultures are increasingly at-
tractive to pharmaceutical scientists as a suitable in vitro
model for drug transport and metabolism studies.

Caco-2 cells are well-characterized4 and currently the
most widely used in vitro cell culture system for intestinal
drug transport studies. However, this cell line exhibits
various transport systems other than peptide transport-
ers,5,6 and it may be difficult to distinguish the responsible
transport system for the test compound. In addition, the
expression level of peptide transporters in Caco-2 cells is
low, variable, and rather insufficient for the screening of
peptidyl drug candidates.7 The advances in the cloning of
peptide transporters and recombinant DNA technology
have recently triggered several attempts to develop a cell
culture model having enhanced peptide transport
activity.8-14 For instance, a human intestinal peptide
transporter, hPEPT1, has been functionally expressed in
HeLa cells13 and also stably transfected into the CHO
cells.14 These overexpression systems provide the analytical
advantage in verifying possible drug candidates with
transport activity mediated via hPEPT1 transporter. Since
the stable transfected cell line, CHO/hPEPT1 has been
characterized only through inhibition studies using some
peptidyl compounds,14 further characterization is necessary
for its wide application as a screening tool of peptidomi-
metic drugs.

In the present study, the functional expression level of
hPEPT1 transporter in CHO/hPEPT1 cells was evaluated
by the kinetic study of Gly-Sar uptake and compared with
those in untransfected CHO cells (CHO-K1) and Caco-2
cells. The potential of CHO/hPEPT1 cells as a screening
tool was examined through the uptake and the inhibition
studies using both peptidyl and nonpeptidyl compounds as
substrates of the hPEPT1 transporter.

Experimental Section
MaterialssGlycyl-[3H]-sarcosine (specific radioactivity, 400

mCi/mmol) was purchased from Moravek Biochemicals Inc. (Brea,
CA). Cephalexin, cephradine, cefaclor, ampicillin, enalapril, glycyl-
sarcosine, L-dopa, and R-methyldopa were purchased from Sigma
Chemical Co. (St. Louis, MO). All tissue culture reagents were
obtained from Gibco (Grand Island, NY). Other chemicals were
either analytical or HPLC grade.

Cell CulturessCHO/hPEPT1 cells were cultured in F-12
nutrition mixture (HAM) containing 10% fetal bovine serum (FBS),
penicillin (100 U/ml)/streptomycin (100 mg/mL), and 200 mg/mL
G418. CHO-K1 cells were cultured in the same media without
G418. Caco-2 cells were routinely maintained in Dulbecco’s
modified Eagle’s medium (DMEM) containing 10% FBS, 1%
nonessential amino acids, 1 mM sodium pyruvate, 1% L-glutamine,
and penicillin (100 U/ml)/streptomycin (100 mg/mL). All cells were
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maintained in an atmosphere of 5% CO2 and 90% relative
humidity at 37 °C.

Kinetic Study of Gly-Sar Uptake in the Different Cell
Culture SystemssCHO/hPEPT1 cells were seeded in 12-well
culture plates at a density of 105 cells/cm2. At 2 days postseeding,
the cells were washed twice with pH 6.0 uptake buffer containing
1 mM CaCl2, 1 mM MgCl2, 150 mM NaCl, 3 mM KCl, 1 mM NaH2-
PO4, 5 mM D-glucose, and 5 mM MES. Gly-Sar solution was
prepared at seven different concentrations (0.01 mM to 50 mM,
0.4 µCi/mL). Each drug solution was added to each well and
incubated at 25 °C. At each time point, cells were washed with
ice-cold pH 6.0 uptake buffer three times to stop the cellular
uptake. One milliliter of 1.5% ice-cold Triton X solution was added
to each well and incubated for 30 min at 25 °C. Cells were
harvested and transferred into vials containing 4 mL of the
scintillation cocktail. Samples were analyzed by a scintillation
counter, and the protein amount of each sample was measured
by the method of Lowry et al.15 Kinetic parameters of Gly-Sar
uptake were also determined in CHO-K1 cells and Caco-2 cells
following the same protocol as was performed in CHO/hPEPT1
cells.

Uptake Study in Both Untransfected and Transfected
CHO Cells. Cells were seeded in six-well culture plates (9.6 cm2,
growth area) at a density of 105 cells/cm2. At 2 days postseeding,
the medium was removed and cells were washed twice with pH
6.0 uptake buffer. Independent studies were performed for each
drug solution at 1 mg/mL made in pH 6.0 uptake buffer. At each
time point (10, 20, 30, 45, 60, 90 min), drug solution was removed
and cells were washed three times with ice-cold pH 6.0 uptake
buffer. One milliliter of Milli-Q water was added to each well and
incubated for 30 min at 25 °C. Cells were harvested and sonicated
for 1-2 min. ZnSO4 solution (8%, 200 mL) was added to the cell
lysate, vortexed rigorously, and centrifuged for 5 min at 3000 rpm.
After filtration of the supernatant through a membrane filter (0.45
mm), samples were analyzed by HPLC. The protein amount of
each sample was determined by the method of Lowry et al.15

Inhibition of Gly-Sar Uptake in CHO/hPEPT1 Cells. Cells
were seeded in 12-well culture plates at a density of 105 cells/cm2.
At 2 days postseeding, the cells were washed twice with pH 6.0
uptake buffer. Each inhibitor solution (0.01 mM to 50 mM)
containing 3H-Gly-Sar (20 mM, 0.4 µCi/ml) was added to each well
and incubated for 30 min at 25 °C. After removing the drug
solution, the cells were washed with ice-cold pH 6.0 uptake buffer
three times to stop the cellular uptake. One milliliter of 1.5% ice-
cold Triton X solution was added to each well and incubated for
30 min at 25 °C. Cells were harvested and transferred into vials
containing 4 mL of scintillation cocktail. Samples were analyzed
by a scintillation counter (Beckman instruments Inc., Model LS-
9000), and the protein amount of each sample was measured by
the method of Lowry et al.15

HPLC AssaysThe instrument consists of a pump (Waters,
Model 510, Milford, MA) and automatic sampler (Model 712 WISP,
Waters) and an UV detector (Waters, 990 Photodiode Array
Detector, Milford, MA). Data acquisition and integration was
carried out using the Millennium software. All compounds were
separated on a reversed phase C-18 column (Beckman Ultra-
sphere, 5 µm, 4.6 × 250 mm) under the conditions published by
Walter et al.16

Data AnalysissEstimate of IC50sIn this study, IC50 is defined
as the drug concentration to show the 50% inhibition of Gly-Sar
uptake. As described by De Lean et al.,17 it was determined from
nonlinear regression of dose-response curve by the Sigma Plot
program (Jandel Scientific, San Rafael, CA) using the equation f
) (a - d)/(1 + (x/c)b) + d, where a and d represent the maximum
and minimum uptake, respectively, x is the inhibitor concentra-
tion, and b is the slope factor.

Determination of Km and VmaxsKm and Vmax for the uptake
of each drug was determined by the nonlinear regression of V )
Vmax ‚ C/(Km + C) + KdC, where KdC represents a diffusional
uptake rate.

Statistical differences between two means were evaluated using
a t-test assuming unequal variance.

Results and Discussion
Uptake Kinetics of Gly-Sar in the Different Cell

Culture SystemssDue to the broad substrate specificity

of the peptide transporter, a wide range of structurally
unrelated molecules have exhibited significant binding
affinity and are transported by the peptide transporter.18-21

Therefore, chemical modification targeting a peptide trans-
porter to improve oral drug absorption is increasingly
attractive to the pharmaceutical scientists. Thus, an ef-
ficient and rapid screening tool is needed to support the
drug discovery process targeting the peptide transporters.
The present study quatitatively evaluated the enhance-
ment of peptide transport activity in CHO/hPEPT1 cells
through the kinetic study of Gly-Sar uptake. Kinetic
parameters of Gly-Sar uptake were determined in CHO/
hPEPT1 cells and compared with those in untransfected
CHO cells and Caco-2 cells which is the most prevalent in
vitro cell culture system for intestinal drug absorption
(Figure 1). As summarized in Table 1. Km values for Gly-
Sar uptake are similar in all three systems, which are
comparable to those in other literatures.11,22 Vmax/Km was
380 for CHO/hPEPT1 cells, which is 2-fold higher than that
for CHO-K1 cells and four times higher than that for
Caco-2 cells. Compared with Kd that indicates the contribu-
tion of passive diffusion, Vmax/Km was approximately 210-
fold, 24-fold, and 17-fold higher in CHO/hPEPT1 cells,
CHO-K1 cells and Caco-2 cells, respectively, indicating
that Gly-Sar uptake was predominantly carrier-mediated.
Furthermore, as shown in Eadie-Hofstee plot (Figure 2),
the cellular uptake of Gly-Sar appeared to be mediated by
a single transporter, even though there are more than one
peptide transporters in CHO/hPEPT1 cells (i.e., hPEPT1
and endogenous peptide transporter) and Caco-2 cells (i.e.,
PEPT1 and HPT1). This is probably due to the wide overlap
of the substrate specificity among peptide transporters and
consequently similar affinity of Gly-Sar to each peptide
transporter. Taken all together, the Gly-Sar kinetic study
indicated that CHO/hPEPT1 cells significantly enhanced
the capacity of the peptide transport system while retaining
the substrate specificity and that this system may be useful
as an in vitro model for the rapid screening of peptidyl
drugs.

Figure 1sKinetic study of Gly-Sar uptake in the different cell culture systems
(n ) 3, mean ± SE). (2) CHO/hPEPT1 cells; (9) CHO−K1 cells; (b) Caco-2
cells.

Table 1sKinetic Parameters of Gly-Sar Uptake in Three Different Cell
Lines (n ) 3, mean ± SE)

CHO/hPEPT1 CHO−K1 Caco-2

Km (mM) 0.5 ± 0.1 0.3 ± 0.1 0.7 ± 0.1
Vmax 211.2 ± 16.4 69.5 ± 6.4 62.5 ± 2.9
(nmol/h/mg protein)
Kd 1.8 ± 0.4 7.7 ± 0.2 5.5 ± 0.1
(nmol/h/mg protein/mM)
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Uptake Studies in Both Transfected and Untrans-
fected CHO CellssThe validity of CHO/hPEPT1 cells as
an uptake model was examined using nonpeptidyl drugs
as well as peptidyl compounds. Cellular uptake of â-lactam
antibiotics was evaluated in CHO/hPEPT1 cells and com-
pared with that in CHO-K1 cells. Initial uptake rate of
each drug was determined from the linearity of time versus
uptake curve. Estimated uptake ratio between CHO/
hPEPT1 cells and CHO-K1 cells (uptake rateCHO/hPEPT1/
uptake rateCHO-K1) was 3.3 for cefaclor, 10.3 for cephalexin,
and 12.1 for cephradine (Figure 3). The cellular uptake of
â-lactam antibiotics was significantly (p < 0.01) increased
in CHO/hPEPT1 cells compared with that in CHO-K1
cells. These results demonstrated that CHO/hPEPT1 cells
greatly enhanced peptide transport activity via the trans-
fection of hPEPT1 gene.

The cellular uptake of L-dopa and R-methyldopa which
are known to be substrates of amino acid transporters23,24

was also evaluated in both CHO/hPEPT1 cells and CHO-
K1 cells. As shown in Figure 3, amino acid analogues,
L-dopa and R-methyldopa, showed significant cellular
uptake in both CHO-K1 cells and CHO/hPEPT1 cells
which were even higher than â-lactam antibiotics. These
results implicated that CHO/hPEPT1 cells expressed a high
background level of the amino acid transport system which
is inherited from the native CHO cells. This explanation
is also supported by other report that CHO cells exhibited
some amino acid transport systems such as system A, ASC,
and L.25 For clarification, the expression level of amino acid

transporters in CHO/hPEPT1 cells should be further
evaluated by using antibodies specific for these transport-
ers. Collectively, due to the high expression of amino acid
transporters, uptake study alone in CHO/hPEPT1 cells is
insufficient for screening peptidomimetic drug candidates.

Inhibition of Gly-Sar Uptake in CHO/hPEPT1
CellssThe potential of CHO/hPEPT1 cells as a rapid
screening tool for peptidyl drug candidates was further
examined through inhibition studies using peptidomimetic
drugs (e.g., â-lactam antibiotics, enalapril) as well as
nonpeptidyl drugs such as L-dopa and R-methyldopa (Fig-
ure 4). IC50 was determined as the drug concentration to
demonstrate 50% inhibition of Gly-Sar uptake and sum-
marized in Table 2. While L-dopa and R-methyldopa did
not inhibit Gly-Sar uptake within the therapeutic concen-
trations, â-lactam antibiotics and enalapril exhibited sig-
nificant inhibition of Gly-Sar uptake (low IC50), implying
that Gly-Sar and the peptidyl derivatives share the same
peptide transport system for cellular uptake. Lower IC50
indicates higher binding affinity to the peptide transporter,
and thus enhancement of peptide transporter-mediated
absorption is expected from lower IC50 values. Carrier-
mediated permeability values (PC*) of â-lactam antibiotics
and enalapril from our previous studies26-28 were compared
with inhibition effects on the peptide transporter (Figure
5). As shown in Figure 5, IC50 values of peptidomimetic
drugs were reciprocally correlated to the intestinal perme-
ability in rats (r2 ) 0.91, p < 0.05). These results suggest
that inhibition studies on Gly-Sar uptake in CHO/hPEPT1
cells may rapidly elucidate the ability of a drug to interact
with the hPEPT1 transporter.

Generally speaking, inhibition studies are not always a
good predictor for the actual cellular uptake of drug
candidates, since binding to a transporter does not neces-

Figure 2sThe Eadie-Hofstee plot of Gly-Sar uptake in the different cell culture
systems (n ) 3, mean ± SE). V and C represent the uptake rate (nmol/h/mg
protein) and Gly-Sar concentration (mM), respectively. (2) CHO/hPEPT1 cells;
(9) CHO−K1 cells; (b) Caco-2 cells.

Figure 3sCellular uptake of peptidyl and nonpeptidyl drugs in CHO/hPEPT1
cells (hatched bars) and in CHO−K1 cells (open bars) (n ) 3, mean ± SE).
(*) indicates p < 0.01.

Figure 4sInhibition of Gly-Sar uptake in CHO/hPEPT1 cells (mean ± SE):
two independent studies were done for each inhibitor and every independent
study had n ) 3. Log C represents the inhibitor concentration.

Table 2sInhibition Effect of Peptidomimetic Drugs on Gly-Sar Uptake
in CHO/hPEPT1 Cells

IC50 (mM)a

Gly-Sar 0.7 ± 0.1
enalapril 4.5 ± 0.7
cefaclor 8.2 ± 1.8
cephalexin 13.7 ± 3.0
cephradine 15.3 ± 2.4
ampicillin 47.4 ± 6.0
L-dopa 141.2 ± 40.4
methyldopa 151.6 ± 21.4

a IC50 was determined from two independent studies, and each study has
n ) 3, mean ± SE.
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sarily guarantee drug transport into cells. However, false
positives may do little harm in the discovery of drug
candidates for oral administration, since they can be
excluded by further evaluation. Therefore, competitive
inhibition studies in CHO/hPEPT1 cells as well as Caco-2
cells could be used for the initial screening of promising
candidates from the various drug derivatives, and then
more rigorous studies are necessary for further screening
of drug candidates.

In conclusion, our present study can be summarized as
follows. First, CHO/hPEPT1 cells significantly enhanced
peptide transport activity via overexpression of hPEPT1
gene. Second, due to the high background level of amino
acid transporters, the cellular uptake study alone in CHO/
hPEPT1 cells is insufficient for the screening of peptidyl
drugs. Third, inhibition study in CHO/hPEPT1 cells can
be served as an alternative in vitro model to support the
drug discovery process targeting the peptide transporter.
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Abstract 0 The preparation and processing of protein pharmaceuticals
into powders may impose significant stresses that could perturb and
ultimately denature them. In many cases their stabilization through
added excipients is necessary to yield native and active proteins. In
this study, the effect of spray drying on the structure and activity of
a model protein (trypsinogen) was investigated. In the absence of
excipients, spray drying resulted in small losses of its enzymatic activity.
Protein conformational rearrangements in the solid state (observed
via FTIR) and irreversible aggregation (upon reconstitution) constituted
the major degradation pathways. The irreversible unfolding in the solid
state was also confirmed by solution calorimetric studies that indicated
a decreased thermal stability of the spray-dried protein after reconstitu-
tion. The presence of sucrose, a thermal and dehydration stress
stabilizer, induced a concentration-dependent protective effect. Protein
protection was afforded even at low carbohydrate concentrations, while
at specific mass ratios (sucrose-to-protein ) 1:1) complete activity
preservation was achieved. However, at the high end of sucrose
concentrations, a small destabilization was evident, indicating that
excluded volume effects may be undesirable during preparation of
protein microparticles via spray drying. The profile of both the protein
conformational changes and thermal stability in the solid state closely
followed that of the incurred activity losses, indicating that protein
stabilization during dehydration is crucial during processing of these
polypeptides.

Introduction
The increased needs for accurate, on-site, and controlled

delivery of therapeutic peptides and proteins have led to
novel strategies for their release.1,2 However, their applica-
tion and successful commercial development may require
the formulation of these labile pharmaceutics into alterna-
tive forms to improve their bioavalability as well as to
achieve stability levels beyond the conventional shelf life
requirements. One such approach is their preparation into
solid microparticle forms. In the particular case of pulmo-
nary delivery via dry powder inhalers, this requirement
becomes even more important since the efficient deposition
to the lung, and therefore the therapeutic benefit, requires
particles in the range of 1 to 3 µm.3-5 Further, to minimize
physical and chemical degradation reactions and maintain
the finished product’s physical properties during long-term
storage, the protein powders must be produced and main-
tained at low moisture contents.6-9

Several methods have been employed for microparticle
production including spray drying,10,11 spray freeze-dry-
ing,12 ball or jet milling of lyophilized powders, precipitation

in supercritical antisolvents,13 and coprecipitation with
water-soluble starch.14 Of these, spray drying appears to
be one of the most promising because of its capacity to
produce particles with appropriate characteristics, narrow
particle size distribution, process simplicity, and energy
efficiency. Moreover, previous efforts have demonstrated
the feasibility of its use for processing of pharmaceutical
proteins.11 In contrast to lyophilization, which utilizes
freezing and sublimation processes to produce a cake
during an energy-intensive and time-consuming process,
spray drying is a fast and cost-effective dehydration
process. During this operation, heat from a preheated gas
stream is used to evaporate microdispersed droplets pro-
duced by atomization of a continuous liquid feed.

Among the main drawbacks in the production of protein
solid state formulations are the severe stresses that may
be imposed during processing. Previous studies have
indicated that lyophilization, although it exerts signifi-
cantly smaller thermal effects than spray drying, can have
a significant impact on the structure and stability of several
proteins.15-17 Due to their nature, the processes involved
in spray drying impose several stresses that can potentially
destabilize labile biological molecules such as proteins.
During atomization, proteins are exposed to high pressure
and to potentially harmful air-liquid interfaces; both such
stresses are known to compromise protein structural
integrity11,18 and decrease their enzymatic or biological
activity.18-20 Previous studies have suggested that heating
and subsequent dehydration during the drying step con-
stitute the major degradative stresses.10 In particular, the
outlet temperature during spray drying has been correlated
with activity losses of heat-sensitive materials.10,21,22 Al-
though sucrose would be expected to aggravate interfacial
denaturation during atomization via an increase of the
solution surface tension,23,24 it is known to exert an effective
baroprotective effect.25 Finally, well documented is the
ability of disaccharides to preserve protein structure and
activity in the solution state via their excluded volume
effects,24-26 as well as during thermal and dehydration
stresses.15,16,19,28

In this effort, the effect of spray drying on the stability
of a model protein, trypsinogen, and the impact of a
common thermal and dehydration stress stabilizer, sucrose,
were investigated. Through a variety of biophysical, chro-
matographic, and thermal methods of analysis, the deg-
radation pathways of the protein in the presence and
absence of sucrose during processing were investigated.
Further, through examination of the conformation of spray-
dried trypsinogen and its stability both in the solid state
and after complete rehydration, we attempted to discern
activity-stability relationships for the protein in the
sucrose-containing microparticles. The results of the present
study are expected to have further implications in produc-
tion and stabilization of spray-dried pharmaceutical pro-
teins.
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Experimental Section
ChemicalssTrypsinogen (1× crystallized, dialyzed against 1

mM HCl and lyophilized; lot no. 38E273N), trypsin (2× crystal-
lized, dialyzed against 1 mM HCl, and lyophilized; lot no. M5K669)
and lysozyme (2× crystallized, dialyzed, and lyophilized) were
purchased from Worthington Biochemical Corporation (Freehold,
NJ). Myoglobin, ovalbumin (crystallized and lyophilized), and
bovine serum albumin (Cohn fraction V, 96% purity) and ultrapure
sucrose (>99.5% purity via HPLC, lot no. 35H03582) were
purchased from Sigma Chemical Co. (St. Louis, MO). All proteins
were used without further purification. Potassium phosphate,
calcium chloride, and sodium chloride salts were purchased from
J. T. Baker (Phillipsburg, NJ). FTIR grade potassium bromide was
purchased from Aldrich Chemicals (St. Louis, MO).

Experimental DesignsProtein solutions were spray-dried at
different protein-to-sucrose mass ratios in order to examine and
compare the processing effect on protein stability as well as to
determine the optimum range of sucrose concentrations within
which the maximum stabilizing effects are exerted. The carbohy-
drate-to-protein weight ratios examined in this study were no
sucrose, 0.25:1, 0.5:1, 1:1, 2:1, 4:1 and 8:1, which correspond to
sucrose concentrations of 0, 0.015, 0.029, 0.058, 0.117, 0.234, and
0.47 M, respectively. All the results in this study are reported in
terms of sucrose-to-protein mass ratios.

Spray DryingsTrypsinogen particles were prepared by spray
drying in a Yamato mini spray dryer model ADL-31 (Yamato
Scientific, Orangeburg, NY). The proteinaceous solutions (at
different sucrose mass ratios) were prepared at constant protein
concentration of 2% w/v in 1 mM HCl. The pH of all prepared
solutions ranged from 3.05 to 3.15; this low pH is necessary to
minimize autolysis of the enzyme.29 Before operation, they were
filtered through 0.2-µm nylon filters to remove contaminants or
aggregates formed during the solution preparation. The solutions
were continuously fed to the spray dryer at an approximate flow
rate of 3 mL/min and were dried at an inlet temperature of 120
°C; outlet temperatures ranged from 85 to 90 °C. Both the drying
and atomization processes utilized room air with relative humidi-
ties (RH) that during the experiments ranged between 35% and
55%. Powders were collected in a collection vessel through a
cyclone trap and were then aliquoted in lyophilization vials into
a drybox (Ray Products, Inc., El Monte, CA); the latter was
operated under constant nitrogen purge, providing an atmosphere
of 1% to 10% RH. The vials were then capped, sealed, and stored
at -20 °C until further analysis.

Particle Size AnalysissThe particle size of the spray-dried
trypsinogen-sucrose powders prepared for this study was deter-
mined with a Horiba LA-900 (Irvine, CA) laser light size analyzer.
Small amounts of powders were dispersed in an excess of poly-
(ethylene glycol) 400 by overnight stirring. The suspension con-
centration was adjusted to attain optimal obscuration. The
samples were then analyzed in a static mode; measurements were
repeated in triplicates over a 20-min period, to ensure that no
dissolution or powder agglomeration occurred. The size distribu-
tion was expressed in terms of volume median diameter, particle
size range, and span. The latter represents a measure of the width
of the volume distribution relative to the median diameter and
was defined as [D(v, 90)-D(v, 10)]/D(v, 50), where D(v, 90),
D(v, 50), and D(v, 10) are the equivalent volume diameters at 90,
50, and 10% cumulative volume, respectively.

Moisture AnalysissThe moisture content of the spray-dried
trypsinogen powders was analyzed via Karl Fisher titration;
assays were performed on an Aquatest 10 Karl Fisher Coulori-
metric Titrator (Seradyn, Indianapolis, IN), that was calibrated
with anhydrous methanol. The moisture content of the protein
microparticles was monitored in triplicate using a methanol-
extraction protocol. One milliliter of anhydrous methanol was
added in 2-mL lyophilization vials containing known amounts
(approximately 10 to 50 mg) of powder. The vials were then
subjected to brief sonication and mild shaking, to facilitate the
moisture extraction process. For the moisture determinations, 200
to 500 µL of the samples were injected in the Karl Fischer
coulorimeter. The moisture content was calculated after subtrac-
tion of the background moisture of methanol, and results were
expressed on a percent total weight basis.

Protein Concentration DeterminationsProtein concentra-
tion in solution was determined by UV/vis spectroscopy; spectra
were recorded on a Beckman model DU 640 (Beckman Instru-

ments Inc., Fullerton, CA) spectrophotometer equipped with an
automatic six-cell holder, set up with the appropriate transport
mechanism. The cells were thermostated via a constant temper-
ature Neslab circulator, model RTE-111M (Neslab Instruments
Inc., Newington, NH). Spectra were recorded at 25 °C between
240 and 400 nm at 50-second intervals with a scan speed of 240
nm/min using 1-cm path length quartz cuvettes. Protein concen-
trations were determined using the absorbance at 280 nm of the
light scattering-corrected spectra and an extinction coefficient of
1.54 mL mg-1 cm-1;30 light scattering corrections were performed
using a built-in function.

Enzymatic Activity AssaysThe proteolytic activity of trypsi-
nogen was determined via an appropriate modification of an
established assay.31,32 Briefly, trypsinogen activity was analyzed
by first activation to trypsin by addition of the equivalent of 20
µg of trypsin to a 1 mL solution of 0.5 mg/mL trypsinogen in 10
mM Tris-HCl, 20 mM CaCl2 with 100 mM KCl, pH 8.0. Activation
was allowed to reach a maximum by incubating for 4 h at room
temperature. The activation process was then stopped by addition
of 10 µL of 1 N HCl. The activity determination reaction was
initiated by adding 33 µL of an appropriate dilution of the activated
trypsinogen to 967 µL of p-toluenesulfonyl-L-arginine methyl ester
(TAME) (Worthington Biochemical Corp., Freehold, NJ). Enzy-
matic activity rates were followed by the rate of absorbance
increase at 247 nm for 5 min at 25 °C. All activity assays were
performed in triplicate, and the reported results were corrected
for the intrinsic trypsin activity in the reaction mixture.

Aggregation StatussThe presence and amount of soluble
(covalent and noncovalent aggregates) in the spray-dried trypsi-
nogen powders were determined via size exclusion HPLC analysis
as follows: the stationary phase was a 300 Å, 30 cm × 7.8 mm
Progel-TSK Supelco column (molecular weight range 10-120 kDa).
The mobile phase consisted of a 10 mM phosphate buffer at pH
7.4 prepared in deionized water; the flow rate was set at 0.5 mL/
min. Typically, 10 µL of the spray-dried protein samples recon-
stituted at approximately 5 mg/mL in 1 mM HCl were loaded onto
the column and were eluted with the mobile phase at a flow rate
of 0.5 mL/min. Experiments were performed on a Waters (Bedford,
MA) system equipped with a 626 model pump and a 996 photo-
diode array detector. Prior to determination, the samples were
loaded to a 717 Plus autosampler (Waters, Bedford, MA), which
was thermostated at 4 °C; the column was maintained at room
temperature. Trypsin, lysozyme, myoglobin, bSA, and ovalbumin
were used as internal standards for molecular weight determina-
tion. The relative amount of monomeric trypsinogen was deter-
mined by comparison of the percent peak area to that of a standard
solution of the protein.

In an effort to examine the presence of insoluble aggregates,
0.5 mL of the reconstituted solutions was centrifuged at 12000
rpm for 20 min in an Eppendorf centrifuge model 5415C (Brink-
mann Instruments, Westbury, NY). The supernatant (400 µL) was
carefully removed and filtered through 0.2 µm nylon filters; the
filtrate was then diluted in 1 mM HCl, and its concentration was
determined via UV-vis spectroscopy. The amount of insoluble
(covalent and noncovalent) trypsinogen aggregates was determined
via mass balance from the protein concentration before and after
the centrifugation and filtration steps. All determinations were
performed in triplicate.

Protein Secondary StructuresThe secondary structure of
the spray-dried trypsinogen powders was determined via Fourier
transform infrared (FTIR) spectroscopy. FTIR spectra were re-
corded on a Nicolet Magna 550 spectrophotometer (Madison, WI)
equipped with a DTGS detector. The spectrometer and the sample
compartment were continuously purged, at a constant rate of 50
ft3/min, with air that was dried via a Balston air-dryer (Whatman,
Pleasanton, CA). Double-sided interferograms (1024) were col-
lected in the 4000-900 cm-1 range at 4 cm-1 resolution, coadded,
apodized with a Happ-Genzel function, and Fourier transformed.

Solution state FTIR spectra were recorded at room temperature
in the transmission mode using CaF2 windows with a 6 µm Mylar
spacer (Graseby Specac, Smyrna, GA). The spectral solvent
contributions in the solution state were removed by subtraction
of a solvent spectrum, which was recorded under identical condi-
tions; spectral subtractions were performed with the OMNIC
software (Nicolet, Madison, WI) Version 2.0. The subtractions were
performed in order to remove the combination water band at 2150
cm-1. The resulting spectra, as well as the calculated second
derivative spectra, were smoothed with a nine-point Savitzky-
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Golay convolution window. FTIR spectra of trypsinogen powders
were collected in the transmission mode using KBr pellets via a
computer-controlled automatic sample wheel (Spectra Tech Inc.,
Shelton, CT). Both the original absorbance spectra and their
second derivatives were smoothed via a nine-point Savitzky-Golay
window. The spectral second derivatives in the amide I region
(1600-1700 cm-1) were used for the calculation of correlation
coefficients (r2 values).16 These coefficients provide an estimate of
the deviation of the structure of the examined sample from the
native state by comparison of the second derivatives of the
examined sample with that of the native protein in solution.

Solution State Protein StabilitysThe thermal stability of
the trypsinogen-sucrose solution formulations before and after
spray drying followed by reconstitution at 20 mg/mL in 1 mM HCl
was examined by differential scanning calorimetry. Approximately
750 µL of protein solutions were loaded on preweighed stainless
steel pans, were hermetically sealed, and were loaded on the
sample compartment of a model 4207 Calorimetry Sciences DSC
(Provo, UT). For each measurement a blank cell was loaded with
750 µL of 1 mM HCl solution at the appropriate sucrose concen-
tration. The samples, after a 30-min equilibration step at 10 °C,
were heated to 90 °C at a rate of 60 °C/hr and were subsequently
cooled at the same rate down to 10 °C.

The midpoint of temperature denaturation (Tunfolding) was
determined at the peak maximum, while the enthalpies of the
transitions (∆H0

unfolding and ∆H0
folding for the unfolding and refold-

ing reaction, respectively) were determined by integration of the
heat capacity curves after subtraction of a polynomial baseline
drawn between 30 and 75 °C.

Powder Thermal StabilitysThe thermal stability of trypsi-
nogen in the spray-dried formulations was determined by the
endotherm (Tmelting) obtained by solid state differential scanning
calorimetry (DSC). The endothermic thermal transitions were
assigned to protein denaturation, as per previous literature
studies.33-35 For the data analysis, we also assumed complete
miscibility of protein and sucrose in the solid state formulations,
as demonstrated in previous studies of lyophilized sucrose-protein
mixtures.36 The experiments were performed on a Pyris 1 Perkin-
Elmer DSC (Norwalk, CT) equipped with an intracooler; the
instrument was calibrated with indium before sample analysis.
Approximately 10-20 mg of the samples was loaded under
ambient conditions in sealed aluminum pans. After a short pre-
equilibration at 10 °C, the samples were heated to 200 °C at a
heating rate of 5 °C/min. All measurements were performed in
triplicate.

Results

Particle Size AnalysissThe size distribution analysis
of the spray-dried trypsinogen-sucrose particles is given
in Table 1. The results indicate that spray drying of
trypsinogen produces a homogeneous monomodal distribu-
tion of protein particles of an approximate diameter of 5
µm and a narrow size distribution (1.1-17.4 µm). The
addition of sucrose appears to have a rather minor effect
on the particle dimensions. At the highest sucrose mass
ratio examined (total solids loading of 180 mg/mL), the
median particle diameter reached 6.6 ( 1.9 µm. The small

deviations of the particle size with the addition of sucrose
would be expected since the primary determinant of the
final particle size is the atomization process, indicating the
suitability of this process for microparticle production.

Moisture ContentsThe moisture content of the spray-
dried trypsinogen powders as a function of the protein-to-
sucrose mass ratio is shown in Figure 1. The results
suggest that even in the absence of secondary drying
processes, such as oven drying (which has been employed
as a complimentary process following an incomplete drying
operation37), spray drying can provide powders of low
moisture contents.

The final moisture content achieved when trypsinogen
was spray-dried in the absence of excipients is 3.1 ( 0.1%
w/w (or 3.2 ( 0.2% w/w on a dry protein basis). This
amount is even lower than the calculated equivalent water
monolayer value of 5.4%; these calculations assume the
attachment of one water molecule per charged amino acid.38

However, this approximation assumes that all charged
amino acids are accessible to water vapor. Moreover, spray
drying is a flash process, and therefore the obtained
moisture contents do not reflect an equilibrium value.

Gradual addition of sucrose progressively decreases the
attained moisture content. This is surprising, as one would
expect that the presence of a hygroscopic substance like
sucrose would increase the amount of residual sorbed
moisture. This decrease indicates a possible specific hy-
drogen bonding interaction between the two substances.
At the highest end of sucrose concentrations examined
(mass ratio of 8:1), however, the final moisture content
increased to 2.9 ( 0.1% w/w; the increased relative humid-
ity during collection and aliquoting may have contributed
to this increase.

Activity ProfilesThe effect of spray drying on the
activity profile of trypsinogen at different sucrose mass
ratios is shown in Figure 2. When processed in the absence
of excipients, trypsinogen loses part of its enzymatic
activity, as compared to the unprocessed material (85.1 (
3.3%). However, the addition of sucrose to the spray-dried
solution appears to exert a concentration-dependent sta-
bilizing effect.

Even small amounts of sucrose, sucrose-to-protein mass
ratio of 0.25:1, appear to partially stabilize the protein,
which recovers part of its initial activity. Increasing
concentrations of the carbohydrate further protect trypsi-
nogen in a concentration-dependent fashion. At equal mass
ratios of protein and sucrose, the complete restoration of
the initial enzymatic activity (99.9 ( 1.5%) was achieved,

Table 1sParticle Size and Size Distribution of Spray-Dried
Trypsinogen-Sucrose Powdersa

sucrose:trypsinogen
mass ratio

median diameterb

(µM)
size range

(µM) spanc

no sucrose 5.0 ± 2.2 1.1−17.4 1.04 ± 0.02
0.25:1 5.2 ± 2.3 1.3−17.4 1.14 ± 0.03
0.5:1 5.6 ± 2.3 1.5−19.9 1.05 ± 0.03
1:1 5.7 ± 2.8 1.5−26.1 1.06 ± 0.01
2:1 6.4 ± 1.8 1.5−17.3 0.91 ± 0.05
4:1 6.0 ± 1.9 1.5−39.2 1.36 ± 0.04

a Values represent averages and standard deviations of triplicate measure-
ments. b Volumetric median diameter (D(v, 50)). c Span ) [D(v, 90) − D(v,
10)]/D(v, 50), where D(v, 90), D(v, 50), and D(v, 10) are the equivalent volume
diameters at 90, 50, and 10% cumulative volume, respectively.

Figure 1sThe effect of sucrose on the moisture contents of the spray-dried
trypsinogen formulations. Error bars represent (±) one standard deviation of
triplicate determinations.
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indicating the complete stabilization of the protein. How-
ever, at higher sucrose mass ratios, a small destabilization
of trypsinogen is evident. The destabilizing effect is inten-
sified with increasing sucrose concentrations, since the
recovered activity of trypsinogen in the spray-dried for-
mulations decreases with increasing sucrose mass ratio.
At the high end of the examined carbohydrate concentra-
tions (sucrose-to-protein mass ratios of 4:1 and 8:1), the
activity losses approach those observed in the absence of
the carbohydrate (91.13 ( 2.82% and 90.33 ( 2.3% of
initial, respectively), implying the vast elimination of the
protective action of sucrose.

The presence of sucrose in the assay reaction mixture
does not have any effect by itself on the determined
enzymatic activity of trypsinogen (data not shown). Thus,
the observed activity profiles of the spray-dried protein
powders truly represent the effects of sucrose on the protein
stability during processing rather than an effect of the
carbohydrate on the enzymatic activity assay.

Aggregation ProfilesThe size exclusion chromatog-
raphy results indicate the presence of high and low
molecular weight trypsinogen products in the starting
material after reconstitution at pH 3.0; only 89.3 ( 0.3%
of the commercial preparation is monomeric trypsinogen.
Part of the protein forms an aggregate; the main species
appearing to be a dimer (9.6 ( 0.5%). Smaller fragments
(approximate molecular weights of 8-12 kDa) account for
the remainder of the material. The amount of monomeric
and aggregated trypsinogen after reconstitution of the
spray-dried powders, relative to the starting material, is
shown in Figures 3a,b, respectively. When trypsinogen is
spray-dried in the absence of sucrose, it fails to completely
recover its initial monomeric state upon reconstitution, as
indicated by the decrease of the relative peak area corre-
sponding to the native protein. This loss represents an 8.4
( 0.3% reduction in the relative amount of the monomeric
protein as compared with the unprocessed material; this
decline is fully accounted for by an increase of the relative
concentration of the dimer (+8.3 ( 0.5%) after spray
drying.

Addition of sucrose decreases the extent of aggregation
in a concentration-dependent manner. Even small amounts
of sucrose partially inhibit dimerization. Increasing con-
centrations of the carbohydrate progressively diminish the
dimer content, up to a sucrose-to-protein mass ratio of 1:1,
at which almost complete stabilization of the native protein
is achieved. The monomeric state is fully retained at all
higher sucrose concentrations examined (up to the highest
examined mass ratio of 8:1).

In contrast, formation of insoluble aggregates does not
appear to be an operative degradation pathway, as indi-
cated by the small amounts of these species, as shown in
Figure 3b. Although some insoluble aggregates were de-

tected when trypsinogen was spray-dried without sucrose
and at a sucrose-to-protein mass ratio of 8:1 (1.3 ( 2.0%
and 1.64 ( 2.6%, respectively, relative to the unprocessed
material) these values are well within the errors of the
HPLC analysis method. To further identify the nature of
aggregates, we performed SDS-PAGE electrophoresis
under both native and reduced conditions. The results (not
shown) indicated the absence of covalent disulfide bonds
in the high molecular weight species, supporting the
formation of hydrophobic aggregates.

Solid State Secondary StructuresThe second deriva-
tive spectra of the amide I band of trypsinogen in the spray-
dried powders are displayed in Figure 4, and the calculated
correlation coefficients are given in Table 2. The second
derivative of the amide I band of native trypsinogen
denotes the presence of a major â-sheet band centered at
1636 cm-1, and other components at 1664 and 1685 cm-1

signifying primarily â-turn structures. When trypsinogen
is spray-dried in the absence of sucrose, it undergoes a
significant departure from its native solution structure. As
indicated in Figure 4, the second derivative of the amide I
band has lost its sharp features as the separation between
the bands has diminished. Moreover, the major bands
appearing in the native spectrum have all been shifted: the
characteristic â-sheet band is shifted approximately 7 cm-1

to 1642 cm-1, indicating a rearrangement of the native
â-sheet structures of the protein molecule. A similar shift,
but of smaller magnitude (+5 cm-1), is evident for the high
frequency â-turn band, which is now located at 1689 cm-1.
This overall departure from the native state is depicted in
the low value of the computed correlation coefficient (0.54
( 0.05).

Figure 2sThe effect of sucrose on the residual activity of trypsinogen after
spray drying. Error bars represent (±) one standard deviation of triplicate
determinations.

Figure 3sAggregation status of trypsinogen following spray drying at different
sucrose mass ratios and subsequent reconstitution at 5 mg/mL in 1 mM HCl:
(a) Relative amount of monomer; (b) Relative amounts of dimer (black bars)
and insoluble aggregates (grey bars). Error bars represent (±) one standard
deviation based on triplicate determinations.

354 / Journal of Pharmaceutical Sciences
Vol. 88, No. 3, March 1999



Upon addition of sucrose in the spray-dried trypsinogen
formulation (carbohydrate-to-protein mass ratios of
0.25:1-1:1), there is significant recovery of native struc-
tural features, as indicated by the increased values of the
correlation coefficient. The most remarkable effect is the
restoration of the sharpness of the spectral features in the
amide I region. Further, the band shifts observed in the
absence of sucrose are now, at least partially, reversed. As
such, the major â-sheet band has shifted by +3-5 cm-1 to
1638 cm-1, closer to its initial position in solution. Likewise,
the composite band is centered at 1662 (+2 cm-1) and the
high frequency â-turn band at 1688 (+2 cm-1). The
observed band shifts occur rather abruptly upon sucrose
addition, though a minor improvement appears with
increasing sucrose concentration. The profile of the ob-
served spectral restoration of the native structural features
is further depicted in the profile of the correlation coef-
ficients (0.8-0.93).

However, upon addition of larger amounts of sucrose in
the protein formulation, a small destabilization of the
native structure is evident, as indicated by the decreased
values of correlation. This observation is in agreement with
the determined residual activity results. Moreover, as
indicated in Figure 5, the profile of the observed structural
alterations of the spray-dried powders follows closely that
of the enzymatic activity retention with titrating amounts
of sucrose (r2 ) 0.84). This correlation provides corrobora-
tive evidence that the protein structural deformation in the
solid state may be at least partially responsible for the
incurred activity losses. Further, it provides indirect
evidence that some of the protein molecules may not be

able to refold to their native, fully active state upon
reconstitution.

Solid State Thermal StabilitysThe denaturation
temperature (Tmelting) of trypsinogen in the spray-dried
powders is given as a function of the sucrose mass ratios
in Table 3. The results indicate that spray drying induces
a significant destabilizing effect on trypsinogen, as indi-
cated by the decrease in the denaturation temperature,
which reaches 143.5 ( 3.4 °C in the absence of sucrose.
However, in agreement with the activity assays and size
exclusion results, the addition of sucrose exerts a concen-
tration-dependent stabilizing effect. When small amounts
of sucrose were added to the trypsinogen solution before
processing, they induced a structural stabilization of the
protein in the solid state, as indicated by the continuous
increase of its denaturation temperature. The maximum
stabilization occurs, in agreement with the enzymatic
activity determinations, at a sucrose-to-protein mass ratio
of 1:1, as indicated by the highest denaturation tempera-
ture of 190.6 ( 3.3 °C.

However, further addition of sucrose decreases Tmelting,
indicating a reduction in the thermal stability of trypsi-
nogen in the spray-dried powders (denaturation tempera-
tures of 158.6 ( 5.3 °C and 161.6 ( 3.3 °C at sucrose-to-
protein mass ratios of 4:1 and 8:1 respectively). The overall
profile of the thermal stability of the protein in the solid
state closely resembles that observed for the activity of the
reconstituted protein, indicating again that the mechanism
of the incurred enzymatic activity losses proceeds via
reduction of the protein stability in the solid state. As
indicated in the linear regression shown in Figure 6, there
appears to be a good correlation between these two
phenomena, as indicated by the high value of the obtained
correlation coefficient (r2 ) 0.88). In agreement with the
similar correlation of the FTIR results, this observation
provides additional evidence for the involvement of solid-

Figure 4sAmide I second derivatives of native trypsinogen in solution (solid
line), and in the solid state after spray drying: in the absence of sucrose
(− • • −), and with sucrose at 1:1 (− −) and 8:1 (• • • •) mass ratios.

Table 2sCorrelation Coefficient Analysis of the Second Derivative
Spectra of Spray-Dried Trypsinogen-Sucrose Powders

sucrose:trypsinogen
mass ratio

correlation
coefficienta

no sucrose 0.54 ± 0.05
0.25:1 0.74 ± 0.04
0.5:1 0.88 ± 0.01
1:1 0.93 ± 0.01
2:1 0.87 ± 0.06
4:1 0.78 ± 0.06

a Values represent averages and standard deviations of triplicate measure-
ments.

Figure 5sCorrelation between the FTIR correlation coefficients and the
residual trypsinogen activity after spray drying (r2 ) 0.84). Error bars represent
(±) one standard deviation based on triplicate determinations.

Table 3sSolid State Thermal Stability of the Spray-Dried
Trypsinogen-Sucrose Powders

sucrose:trypsinogen
mass ratio

Tonset
a

(°C)
Tmelting

a

(°C)
∆Hmelting

a

(J/gr)

no sucrose 122.5 ± 3.4 143.5 ± 3.4 54.4 ± 12.5
0.25:1 139.7 ± 2.5 165.7 ± 2.1 92.6 ± 8.9
0.5:1 159.5 ± 1.7 173.7 ± 2.3 139.9 ± 11.5
1:1 182.7 ± 2.5 190.6 ± 3.3 174.8 ± 14.2
2:1 172.1 ± 2.1 180.6 ± 1.1 214.9 ± 16.6
4:1 138.7 ± 4.1 158.6 ± 5.3 214.5 ± 15.3

a Values represent averages and standard deviations of triplicate measure-
ments.
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state destabilization in the mechanism of the induced
activity losses of trypsinogen.

Solution Thermal StabilitysThe above observations
prompted the further examination of the possibility of the
involvement of irreversible (upon reconstitution) protein
denaturation in the activity losses. We examined this
hypothesis by determining the solution state thermal
stability of trypsinogen at different sucrose mass ratios
before spray drying and after reconstitution of the spray-
dried powders. The results, which are shown in Figures
7a,b and given in Table 4, indicate the multiple effects of
sucrose on the thermal stability of the protein before and
after processing and reconstitution.

In the solution state, the midpoint of the thermal
unfolding of trypsinogen occurs at 61.8 ( 0.3 °C. Unfolding
of this protein appears to be a two-state transition as
indicated by the similitude of the experimental enthalpy
of the transition and that calculated by the van’t Hoff
equation: indeed, a second derivative of the thermogram
(data not shown) indicates the presence of a single transi-
tion. Further, the transition appears to be highly reversible,
as indicated by the large value of the ratio of the enthalpies
of the unfolding and folding transitions (∆Hunfold/∆Hfold )
86.9 ( 7.5%). Addition of small amounts of sucrose (up to
a mass ratio of 1:1) does not appear to have a significant
impact on the thermal stability of the protein, as indicated
by the rather small deviations of both the temperature and
enthalpy of unfolding. However, higher concentrations of
sucrose appear to exert a protein-stabilizing effect. The
magnitude of this phenomenon is largest at the highest
sucrose mass ratio (8:1), as indicated by the 2.6 ( 0.1 °C
elevation of Tunfolding.

The thermal stability of trypsinogen when spray-dried
without sucrose and reconstituted at the initial conditions
was compromised, as indicated by the decreased Tunfolding

(59.3 ( 0.3 °C). Although the enthalpy of unfolding does
not change significantly, spray drying appears to exert a
significant effect on the reversibility of the transition: only
52.8 ( 3.9% of the unfolded protein can reversibly refold
after thermal treatment. This indicates that a significant
proportion of the protein molecules was significantly
perturbed from the native state during spray drying. When
small amounts of sucrose (mass ratios of 4:1-1:1) were
incorporated in the spray-dried formulation however, the
reduction of the thermal stability of the protein molecules
was alleviated, as indicated by the smaller decrease of
trypsinogen’s Tunfolding. The minimal destabilization appears
to occur at a sucrose-to-protein mass ratio of 1:1, in
agreement with the previous observations with the residual
activity and solid state thermal stability analyses. How-
ever, higher sucrose concentrations fail to stabilize the
protein, as indicated by the decreased values of the
unfolding temperatures. Again, minimal stability is ob-
served at the highest sucrose mass ratio, as indicated by
the reduction of Tunfolding by 5.8 ( 1.6 °C and ∆Hunfolding by
12.9 ( 5.4 kcal/mol relative to the native protein. The
destabilization becomes even more profound when we
compare it with the Tunfolding of the same formulation prior
to spray drying.

Discussion

The preparation of solid state protein formulations
frequently results in their destabilization due to the
stresses imposed on them during processing.15,16 Trypsi-
nogen appears to follow this trend when processed for
microparticle production via spray drying. Protein aggrega-
tion, a frequently encountered pathway of protein desta-
bilization during solid-state processing,39,40 upon reconsti-
tution can account only in part (55.8 ( 2.7%) for the
observed activity losses. Another destabilization pathway
must be responsible for the unaccounted inactivation. The
loss of the native protein structure, as observed by the
FTIR correlation analysis, during processing along with the
observation of decreased stability of the reconstituted
protein offers a potential elucidation of the unaccounted
activity losses: it is possible that some of the spray-dried
protein has departed from its native state and fails to
recover its structural integrity, conformational stability,
and enzymatic activity upon reconstitution. This argument
is further supported by the decrease of the enthalpy of
unfolding of trypsinogen after spray drying: from 87.2 (
5.4 before to 75.4 ( 3.3 kcal/mol after processing. This
represents a 13.6 ( 5.4% decrease of ∆Hunfolding, which is,
within experimental error, close to the extent of the
observed activity losses (14.9 ( 3.2%). Therefore, the
amount of native protein available to unfold has decreased
by 13.6% after spray drying; part of this reduction must
be due to the aggregated protein (8.4 ( 0.3%), while the
rest can be assigned to irreversibly unfolded protein (5.5
( 2.1%). The reason for the irreversibility is rather unclear;

Table 4sEffect of Sucrose on the Thermal Stability of Trypsinogen in Solution, before and after Spray Drying and Reconstitution in 1 mM HCl

before spray drying after spray drying

sucrose:trypsinogen
mass ratio

Tunfolding,a
(°C)

∆Hunfoldinga
(kcal/mol)

(∆Hfold/∆Hunfold)a

(×100, %)
∆Hunfoldinga
(kcal/mol)

∆Hunfoldinga
(kcal/mol)

(∆Hfold/∆Hunfold)a

(×100, %)

no sucrose 61.8 ± 0.3 87.2 ± 5.4 86.9 ± 7.5 59.3 ± 0.3 75.4 ± 3.3 52.8 ± 3.9
0.25:1 61.5 ± 0.2 79.4 ± 4.7 78.7 ± 6.5 60.4 ± 0.5 80.3 ± 3.3 63.3 ± 6.1
0.5:1 61.9 ± 0.1 83.3 ± 0.7 78.8 ± 3.8 60.4 ± 0.18 3.9 ± 5.3 63.0 ± 5.7
1:1 62.0 ± 0.2 81.3 ± 2.1 72.0 ± 5.1 61.1 ± 0.3 83.1 ± 9.3 73.5 ± 12.0
2:1 62.3 ± 0.1 82.7 ± 3.3 82.9 ± 11.9 59.7 ± 0.3 77.9 ± 3.4 78.6 ± 1.1
4:1 62.9 ± 0.2 82.4 ± 1.6 75.7 ± 3.0 58.2 ± 0.2 79.0 ± 3.8 75.1 ± 3.8

a Values represent averages and standard deviations of triplicate measurements.

Figure 6sCorrelation between the thermal denaturation temperature of
trypsinogen in the solid state (Tmelting) and the residual trypsinogen activity
after spray drying (r2 ) 0.88). Error bars represent (±) one standard deviation
based on triplicate determinations.
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it is possible that a chemical degradation reaction of a
folding-crucial residue during spray drying may have
impaired the correct folding of the protein upon reconstitu-
tion. Alternatively, the protein may have reached a par-
tially unfolded state representing a local energetic mini-
mum along its folding pathway, which cannot be overcome
after reconstitution.

The addition of sucrose appears to exert a concentration-
dependent stabilization effect. At low to moderate sugar-
to-protein mass ratios (up to 1:1), sucrose stabilizes the
protein. The stabilization appears to occur through impedi-
ment of the aggregation pathway, as indicated by the
sucrose concentration-dependent decrease of the aggre-
gated molecules, along with a stabilization of the native
structure of the protein, as shown by the increased values
of the FTIR correlation coefficients during processing. The
stabilizing action of disaccharides has been well docu-
mented in studies of protein lyophilization.15,16,28 In addi-
tion, sucrose and trehalose have been shown to efficiently
protect hemoglobin (from oxidation via protection of its
native structure)19 and â-galactosidase during spray dry-
ing.20

The solution calorimetry studies of the commercial
protein preparation indicated that at high concentrations,
sucrose stabilizes the native state of trypsinogen. This
finding is in agreement with previous studies that reported
a rise of the thermal transition temperature of R-chymo-
trypsin, chymotrypsinogen, and ribonuclease-A upon ad-
dition of sucrose.27 Moreover, there appears to be a linear
dependence of the transition temperature on the concen-
tration of added sucrose (r2 ) 0.98); a similar correlation
was also suggested by Lee and Timasheff27 on the three
above-mentioned proteins. Again in agreement with these
studies, the observed stabilizing effect of sucrose does not
appear to be enthalpic in nature, as indicated by the little
variation of the ∆Hunfolding. The same authors27 concluded
that the stabilizing effect of sucrose arises from an increase
in the apparent activation energy for the thermal pertur-
bation of the proteins, which in turn reflects changes in
the physicochemical properties of the system and in
particular of the solvent structure. This is a manifestation
of the excluded volume effects exerted by sucrose, which,
as a natural consequence of the Le Chatelier principle,
become evident at these concentrations of the carbohydrate.

However, at this concentration regime (above 2:1, or
0.117 M), the protective action of sucrose appears to have
somewhat dissipated, as there is a substantial reduction
of the activity of trypsinogen in the spray-dried formula-
tions. The activity losses cannot be assigned to protein
aggregation, since the protein remains essentially mono-
meric; this provides corroborative evidence that protein
dilution in the solid matrix by the addition of sucrose
molecules is the aggregation-stabilizing mechanism. Nor
is a gross conformational change evident in the FTIR
spectra, but rather a small departure from the native state,
as indicated by the decreased values of the determined
correlation coefficients. Yet, the stability of the protein in
the spray-dried formulations has been considerably com-
promised as indicated by the decreased values of Tmelting,
shown by solid-state DSC. Upon reconstitution of these
formulations, the protein fails to recover its conformational
integrity, as indicated by the decreased Tunfolding and
enthalpies of unfolding. Although the activity losses in this
sucrose formulation regime are smaller than those incurred
in the absence of sucrose, the Tunfolding results indicate a
larger destabilization of the protein when high amounts
of sucrose are incorporated in the formulation. Further, the
decrease of ∆Hunfolding after processing provides an ad-
ditional indication of the extent of the departure of the
protein from its native state: at a sucrose-to-protein mass

ratio of 8:1 the enthalpy of unfolding has decreased from
86.2 ( 7.3 to 75.7 ( 0.5 kcal/mol, indicating an approximate
decrease of 12.2% of the unfolding enthalpy. This value is
again in good agreement with the incurred activity losses,
indicating that irreversible structural destabilization of
trypsinogen in the solid state is the degradation pathway
at this end of sucrose concentrations.

Our observations seem to support the destabilization
mechanism illustrated in Figure 8. Spray drying of a native
protein (Nsoln) may result in partial protein aggregation
(state AS) and unfolding (state US) in the solid state, via
pathways S1 and S2, respectively. These states are sup-
ported by the intermolecular â-sheet band observed in the
FTIR spectra and by the departure from the native state
into a state of reduced conformational stability (observed
by solid-state DSC and FTIR) data, respectively. Alterna-
tively, some protein molecules may still retain their native
state in the solid, as illustrated via pathway S3 (state NS).

a

b

Figure 7sDSC thermograms of trypsinogen−sucrose formulations before (a)
and after (b) spray drying: (i) in the absence of sucrose, and at [sucrose]:
[trypsinogen] mass ratios of (ii) 1:1, (iii) 4:1 and 8:1.

Figure 8sProposed protein degradation mechanism during spray drying.
Subscripts S and soln denote the native (N), unfolded (U), and aggregated
(A) protein molecules in the solid and solution states, respectively.
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After rehydration, some of the intermolecular contacts
persist, leading to formation of soluble, hydrophobic ag-
gregates (state Asoln) via pathway W1. Moreover, some of
the unfolded molecules in the solid state fail to adopt their
native structure and stability and remain partially un-
folded in solution (state Usoln) via pathway W2. Alterna-
tively, some unfolded molecules may participate in self-
association reactions via pathway W3. Finally, molecules
that retained their native conformation and structural
integrity are able to return in their native solution state
(Nsoln). Addition of sucrose appears to stabilize the protein
by blocking both pathways S1 and S2, as indicated by both
decreased aggregation, nativelike conformationally stable
structures in the solid state. However, high concentrations
of sucrose, while still effective in impeding aggregation, fail
to efficiently stabilize the protein structure in the solid
state, rendering pathway S2 operative.

A consideration of the nature of the destabilizing stresses
is particularly interesting. Protein denaturation at the air-
liquid interface has been previously considered as the
potential degradation pathway of human growth hormone
(hGH) during spray drying.11 Since it is well established
that sucrose increases the surface tension of water,23,24,27

one would expect that its presence would lead to prefer-
entially increased interfacial interactions and consequent
destabilization. Yet, the observed stabilizing action of
sucrose contradicts this hypothesis, thereby discounting the
presence of interfacial inactivation phenomena. Neither
heat appears to be the destabilizing stress. If thermal
stresses were responsible for the observed destabilization,
then, based on the solution DSC results, it would be
expected that addition of sucrose at 1:1 mass ratio would
not significantly impact the stability of trypsinogen during
processing. However, this is contrast with our observations,
which indicated complete stabilization of the protein during
spray drying at this mass ratio of sucrose, thereby ruling
out the involvement of thermal stresses on trypsinogen
destabilization. Finally, pressure-induced denaturation
during atomization does not appear to be an operative
destabilization pathway, since the addition of high con-
centrations of sucrose, a well-known baroprotectant,25

would be expected to provide adequate stabilization, which
is inconsistent with our observations. The elimination of
these potential stresses provides corroborative evidence
that dehydration is the major stress responsible for the
observed structural destabilization of trypsinogen during
spray drying. These observations are in agreement with
studies of protein lyophilization, which indicated that the
dehydration was the major stress responsible for protein
denaturation.16,41

Protein destabilization in the solid state in the presence
of large amounts of protectants has been previously
observed during lyophilization of â-galactosidase with
mannitol.39 The observed activity losses were assigned to
excipient crystallization in the solid state. It was thought
that the decreased stabilizing effect of crystallized pro-
tectants was due to the preferential replacement of the
protein-excipient with excipient-excipient interactions.
Moreover, this process frequently results in increased water
content of the protein-rich phase arising from its exclusion
from the excipient crystals, eventuating increased protein
molecular mobility and therefore a higher propensity for
degradation and inactivation.

The results further indicate that spray drying of trypsi-
nogen under conditions where excluded volume effects
dominate results in compromised protein stability and
resultant reduction of its enzymatic activity. If crystalliza-
tion or phase separation were responsible for the protein
destabilization, as was previously observed with lyophilized
â-galactosidase,39 these must arise from the exclusion of

sucrose from the protein surface. As a result of this
phenomenon, the sucrose molecules preferentially interact
with themselves (presumably via hydrogen bonding) rather
than with the protein surface, leading to the formation of
separate phases: a protein-rich and a sucrose-rich phase.
Indeed, exclusion is a form of phase separation at the
molecular level; this separation precedes the processing
step. Despite the high surface area produced during
atomization, the solution distribution of each excipient in
the droplets should not be expected to alter dramatically,
and the microphase separation should remain. This implies
that during the spray drying process, the sucrose molecules
are not available to hydrogen bond efficiently with the
protein, since they remain in their carbohydrate-rich
regions, resulting in insufficient protection of the protein.
We therefore hypothesize that it is the solution separation
that is responsible for the departure from the native state
and the decreased stability patterns in the solid state. This
hypothesis suggests that when the dispersed droplets are
dried, a similar molecular-level separation must exist in
each dried particle. These observations indicate that, at
high sucrose concentrations, excluded volume effects are
destabilizing during protein processing in microparticles
via spray drying. These are phenomena that warrant
further exploration.
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Abstract 0 The preparation of stable solid protein formulations
presents significant challenges. Ultimately, the interactions between
incorporated excipients and the pharmaceutical protein determine the
formulation stability. In this study, moisture was utilized to probe the
interactions between a model protein, trypsinogen, and sucrose in
the solid state, following spray drying. Through investigation of the
physical properties of the spray-dried formulations, we attempted to
elucidate the mechanisms underlying the previously observed1,2

stabilizing and destabilizing effects of the carbohydrate during spray
drying. Both dynamic and equilibrium moisture uptake studies indicated
the presence of an optimal protein−sugar hydrogen bonding network.
At low sucrose contents, a preferential protein−sucrose hydrogen
bonding interaction was dominant, resulting in protein stabilization.
However, at high carbohydrate concentrations, preferential sugar−
sugar interactions prevailed, resulting in a phase separation within
the formulation matrix. The preferential incorporation of the sucrose
molecules in a sugar-rich phase reduced the actual amount of the
carbohydrate available to interact with the protein and thereby
decreased the number of effective protein−sucrose contacts. As a
consequence, the protein could not be effectively protected during
spray drying. We hypothesize that the observed phase separation at
this sucrose concentration regime originates from its exclusion from
the protein in solution before spray drying, further accompanied by
preferential clustering of the sucrose molecules.

Introduction
The development of solid state dosage forms of biophar-

maceutical molecules presents considerable challenges
since the processing environments impose severe stresses
that may destabilize and ultimately denature these labile
biomolecules. Previous studies have indicated that lyo-
philization can extensively perturb the structure and
diminish the activity and physical stability of several
proteins.3-5 Similarly, spray drying and precipitation in
supercritical antisolvents, methods frequently used for
production of protein microparticles, have been shown to
disrupt the native structure and compromise the enzymatic
activity of various proteins.1,2,6-10 Indeed, the processes
involved in spray drying impose stresses that can poten-
tially have detrimental effects on protein stability: pres-
sure effects and exposure to air-liquid interfaces during
atomization, as well as heat and dehydration stresses
during the drying process, have all shown capacity to
denature proteins.1,3-5,11

In many cases, formulation excipients are required to
preserve the protein native structure and stability in the

solid state and to ensure physical stability during either
long-term storage or delivery. Research efforts over the past
decade have indicated that carbohydrates, and in particular
disaccharides, can provide significant protection during
lyophilization by preserving the native protein structure
during the dehydration process.3,4,12 Similarly, sucrose and
trehalose have shown efficacy in stabilizing several pro-
teins, such as trypsinogen, lysozyme, and soybean trypsin
inhibitor (STI) during spray drying.1,2,13,14 The stabilization
was shown to occur via preservation of the native protein
structure in the solid state along with impediment of
protein aggregation on reconstitution.1,2 Although the
formation of a glassy matrix has been proposed as a
stabilization mechanism, the “water replacement” theory
is the only one that accounts for specific interactions
between the proteins and carbohydrates in a mechanistic
fashion. In terms of the latter, disaccharide-induced protein
stabilization during drying is thought to occur via hydrogen
bonding between sugar and protein molecules, thereby
satisfying the hydrogen bonding requirements of the
protein during the dehydration step.3,4,12,15,16

However, our previous studies1,2,13,14 have shown that at
high concentrations of both disaccharides, the stabilizing
effects were partially dissipated: at increasing sucrose-to-
protein mass ratios the activity losses approached those
observed in the absence of the excipient. Similar activity
profiles were observed for STI and trypsinogen when spray-
dried in excess of trehalose.13,14 The incurred losses could
not be accounted by aggregation or major conformational
perturbations, leading to the hypothesis of process-medi-
ated, irreversible enzyme destabilization.1

In effort to account for the destabilizing carbohydrate
effects, moisture was used to probe the interactions be-
tween trypsinogen and sucrose in the solid state following
spray drying. The utilization of moisture as a probe is of
particular interest since water is a key determinant of both
the solid matrix integrity and the excipient-protein inter-
actions. Dynamic and equilibrium moisture sorption analy-
ses were used to characterize the nature and strength of
trypsinogen-sucrose interactions, while physicochemical
and thermal methods of analysis were used to probe the
state of sucrose in the solid state. The phenomenon of the
reduced stabilization of trypsinogen during spray drying
at high sucrose concentrations was also examined. The
results presented in this study are expected to improve the
understanding of protein-excipient interactions in the solid
state and to aid the design of stable spray-dried protein
formulations, with implications for other solid-state pro-
cessing methodologies.

Experimental Section
ChemicalssTrypsinogen (1× crystallized, dialyzed against 1

mM HCl and lyophilized; Lot no. 38E273N) was purchased from
Worthington Biochemical Corporation (Freehold, NJ). Ultrapure
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sucrose (>99.5% purity via HPLC, Lot no. 35H03582) was
purchased from Sigma Chemical Company (St. Louis, MO).
Lithium chloride, potassium carbonate, potassium phosphate,
calcium chloride, and sodium chloride salts were purchased from
J. T. Baker (Phillipsburg, NJ). Barium chloride and ammonium
chloride were purchased from Mallinckrodt (St. Louis, MO).

Experimental DesignsProtein powders were prepared by
spray drying formulations at different sucrose-to-protein mass
ratios: no sucrose, 0.25:1, 0.5:1, 1:1, 2:1, 4:1, 8:1, and no protein,
which correspond to sucrose concentrations of 0, 0.015, 0.029,
0.058, 0.234, 0.47, and 0.53 M, respectively. In all cases, the protein
concentration was held constant at 20 mg/mL. All results in this
study are reported in terms of sucrose-to-protein mass ratios.

Spray DryingsTrypsinogen particles were prepared by spray
drying in a Yamato minispray dryer model ADL-31 (Yamato
Scientific, Orangeburg, NY). The proteinaceous solutions were
prepared in 1 mM HCl, achieving a pH around 3.1 for all
formulations in order to minimize the autolysis of the enzyme.1,17

The solutions were continuously fed to the spray dryer at an
approximate flow rate of 3-5 mL/min and were dried at an inlet
temperature of 120 °C; outlet temperatures ranged from 85 to 90
°C. Powders were aliquoted in lyophilization vials in a drybox
(Terra Universal, Anaheim, CA) at <1% relative humidity (% RH).

Particle Size AnalysissThe particle size of the spray-dried
powders was determined with a Malvern Mastersizer S (South-
borough, NH) laser-light scattering analyzer. Small amounts of
powders were dispersed in an excess of octanol; the suspension
concentration was properly adjusted to attain optimal obscuration.
The samples were then analyzed in a static mode; measurements
were repeated in triplicate over a 20-min period, to ensure that
no dissolution or powder agglomeration occurred. The size distri-
bution was expressed in terms of volume median diameter, particle
size range, and span.

Moisture AnalysissThe moisture content of the spray-dried
powders was analyzed via Karl Fisher titration; assays were
performed on an Aquatest 10 Karl Fisher Coulorimetric Titrator
(Seradyn, Indianapolis, IN), calibrated with anhydrous methanol.
The moisture content of the protein microparticles was monitored
in triplicate using a methanol extraction protocol.

Moisture Sorption IsothermssDynamic moisture sorption
isotherms were determined by gravimetric measurement of water
uptake using an Integrated Microbalance System, model MB-300G
(VTI Corporation, Hialeah, FL), equipped with a digital Cahn
ultra-microbalance model 13200-1 (Cahn Instruments, Madison,
WI). The microbalance was calibrated with poly(vinylpyrollidone)
(PVP) standard. The temperature of the sample chamber through-
out the experiment was maintained at 37 °C by circulating water
from a constant temperature Neslab circulator, model RTE-100
(Neslab Instruments Inc., Newington, NH) in a water jacket built
around the sample compartment. Five to ten milligrams of sample
was loaded onto the microbalance, carefully minimizing the sample
exposure to ambient conditions. The powder was first subjected
to a drying cycle, in which the residual water was removed by
vacuum, until equilibrium was attained; the equilibrium criteria
were set to reflect sample weight fluctuations of less than 5 µg
(representing <1% of the loaded sample) within 5 min. Following
drying, the samples were exposed to incremental changes in
relative humidity from 0 f 95 f 0% RH at 5% RH intervals. The
%RH level was automatically incremented only after complete
sample equilibration at each RH level, as dictated by the set
equilibrium conditions of less than 3 µg weight change every 10
min with a maximum equilibration time of 400 min. All sorption
profiles were determined in triplicate.

The monolayer amount of sorbed water molecules was calcu-
lated by a fit of the adsorption data between 0 and 30% RH to the
two-state Brunauer-Emmet-Teller (BET) equation18

where W is the weight of water adsorbed per unit weight of dry
solid at a relative pressure of P/Po, P and Po are the vapor pressure
and saturation vapor pressure of water, respectively, at the
experimental temperature, Wm is the monolayer capacity of the
adsorbent, and CB is a constant related to the heat of adsorption.
The latter provides an indication of the affinity of water molecules
for the solid sample19,20 and is given by:18,21

where H1 is the heat of adsorption of the first vapor molecule
adsorbed to a substrate site, HL is the heat of condensation of bulk
adsorbate, R is the universal gas constant, T is the absolute
temperature, and k is a constant, usually assumed to be close to
unity.21 The approximate water sorption-based sample surface
area was calculated from the BET monolayer value assuming 12.5
Å2 for the cross-sectional area of each water molecule.19

BET Surface Area MeasurementssThe measurements were
carried out on a Gemini 2360 surface area analyzer (Micromeritics
Instrument Corporation, Norcross, GA) based on the multi-point
BET gas adsorption method. For each measurement 0.4-1.5 g of
spray-dried powders were loaded onto the sample holder. The
surface area was determined using nitrogen as the adsorbate at
five different relative pressures (P/Po range of 0.1-0.3). Prior to
the measurements, the samples were degassed under high vacuum
at room temperature for at least 24 h, until no further gas or vapor
evolved, as judged by the stabilization of the instrument readings.

Equilibrium Sorption ExperimentssThe spray-dried samples
were stored for 10 days at room temperature in sealed desiccators
equilibrated with the appropriate saturated salt solutions. The
humidity was maintained at 12, 43, 75, and 84% RH with
saturated aqueous solutions of LiCl, K2CO2, NH4Cl, and BaCl2,
respectively. The physical state of the powders was characterized
by X-ray diffraction and thermal analysis.

Powder Thermal StabilitysThe thermal stability of the
spray-dried formulations was determined by the glass transition
(Tg) and crystallization exotherms (Tcryst) obtained by solid state
DSC. The experiments were performed on a TA Instruments (New
Castle, DE), Model 2920 DSC, which was calibrated with indium
prior to sample analysis. Approximately 10-50 mg of the samples
were loaded under environmentally controlled conditions in 50-
µL hermetically sealed aluminum pans. After a short preequili-
bration step at -20 °C, the samples were heated to 200 °C. In
effort to deconvolute relaxation events during the glass transition,
the samples were analyzed by modulated DSC (MDSC) at a
heating rate of 5 °C/min with a modulation frequency of (2 °C
every 60 s. The glass transition temperatures were extracted in
triplicate using the transition midpoints.

X-ray Diffraction ExperimentssX-ray diffractograms (Coors
Ceramics Analytical Laboratory, Golden, CO) were collected using
a Scintag Pad X θ-θ diffractometer under the following condi-
tions: copper tube operated at 45 kV, 40 mA; goniometer radius
250 mm; beam divergence slits of 6 and 1 mm and scatter and
receiving slits of 0.5 and 0.3 mm; germanium solid state detector
bias 1000 V; the PHA was set to accept only K-R radiation. The
samples were loaded on a zero-background quartz plate mounted
on a special sample holder. Diffractograms were collected between
3° and 90° 2θ at a scan speed of 2.0° 2θ per minute and a chopper
increment of 0.03° 2θ. The temperature at the time of the
experiments was approximately 23-25 °C. The percent crystal-
linity of the samples was calculated by numerical integration of
the sample and amorphous X-ray diffraction data over the 5-80°
range. After background subtraction, utilizing a cubic spline fit,
the integrated peak areas were determined using a Lorentzian
profile fitting routine, and % crystallinity was assessed by
calculating the relative percentage of crystalline peak areas to the
total area under the diffractograms.22

Results
Particle Size AnalysissThe size distribution analysis

of the spray-dried particles is given in Table 1. In agree-
ment with our previous observations,1,14 spray drying of
the trypsinogen-sucrose formulations produced a homo-
geneous monomodal distribution of an approximate diam-
eter of 3-5 µm and a narrow range (0.8-20 µm). The
addition of sucrose had a rather minor effect on the particle
average diameter: a small increase of the particle size was
observed with increasing amounts of added sucrose, how-
ever, within the error of the measurements.

Moisture ContentsThe moisture content of the spray-
dried trypsinogen powders as a function of the protein-to-

CB ) k exp
H1 - HL

RT
(2)

W )
WmCB(P/Po)

1 - (P/Po)[1 - (P/Po) + CB(P/Po)]
(1)
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sucrose mass ratio is shown in Figure 1. In agreement with
our previous studies,1,14 spray drying yielded powders of
very low residual moisture. The moisture content achieved
when trypsinogen was spray-dried in the absence of sucrose
was 2.2 ( 0.1% w/w. This is lower than the calculated water
monolayer value of 5.4% w/w, which assumes the attach-
ment of one water molecule per charged amino acid, as
suggested by Leeder et al.23

The addition of sucrose, up to a sucrose-to-protein mass
ratio of 1:1, progressively decreased the attained moisture
content; thereafter, it remained constant up to the highest
sucrose concentration examined. The observed reduction
in the final moisture content indicates that the dehydration
process is more efficient in the presence of sucrose. This
could indicate an increase of the effective heat transfer
coefficient as a consequence of the increased surface tension
of the droplets, caused by the addition of sucrose. Alter-
natively, it may reflect facilitation of the removal of water,
thereby providing an indirect indication of specific hydro-
gen bonding interactions between the spray-dried compo-
nents.

Particle Surface Area AnalysissThe nitrogen ad-
sorption analysis results are given in Table 2. The surface
area of pure protein particles was 14.5 ( 0.02 m2/g, which
is larger than what would be expected for perfectly spheri-
cal particles of this volumetric size distribution (given in
Table 1). Since nitrogen sorption is a purely surface
phenomenon, this suggests that the particle surface is not
perfectly smooth or alternatively the presence of blowholes
and cracks. Upon addition of sucrose the surface area
decreased: at a sucrose mass ratio of 1:1, it became half of

that in the absence of the carbohydrate, while at the
highest sugar mass ratio examined, the mean particle
surface area decreased 4-fold. A similar trend was observed
for the estimated values of Wm, which decreased with
increasing sucrose content, thereby providing further
evidence of a decrease in the available surface sites for
nitrogen adsorption. Scanning electron microscopy (SEM)
analysis (data not shown) confirmed that this was due to
the increased smoothness of the sucrose-containing par-
ticles compared to the wrinkled surface of those in the
absence of the carbohydrate; no cracks or blowholes were
observed. In contrast, the affinity of the adsorbate for the
particle surface did not appear to change with the addition
of sucrose, as suggested by the relatively invariable values
of the constant CN

B, indicative of similar heats of nitrogen
adsorption to the particle surface.

Dynamic Moisture Sorption IsothermssThe mois-
ture adsorption/desorption isotherms are shown in Figures
2a-f and the BET analysis results are given in Table 2.
Spray-dried trypsinogen in the absence of sucrose exhibited
a sigmoidal-Type II adsorption isotherm (Figure 2a), which
is characteristic of amorphous protein and protein-sugar
systems.24-31 The estimated monolayer of 5.3 ( 0.6 g/100
g solid is in excellent agreement with that calculated by
assuming strong adsorption sites on the protein surface (5.4
g/100 g solid). This suggests that at the monolayer, ap-
proximately 67 ( 5 water molecules are bound per trypsi-
nogen molecule. The adsorption curve also indicates that
the amount of moisture sorbed in the multilayer region
(>20-25% w/w) is much larger than what would be
expected from the particle surface area. This is also implied
by the calculated water sorption-based specific surface area,
which is much larger than that determined by the nitrogen
adsorption experiments. These observations provide cor-
roborative evidence that moisture actually penetrates into
the amorphous solid in contrast to the purely surface-
limited adsorptive phenomenon.20,30 Absorption phenomena
have been previously described for lyophilized lysozyme,
recombinant bovine somatotropin (rbST), ovalbumin, â-lac-
toglobulin, and microcrystalline cellulose.24,30,32,33 The mois-
ture sorption profile of trypsinogen also revealed the
presence of hysteresis [Wdesorption - Wadsorption]RH between
the sorption and desorption isotherms, which is generally
thought to be a consequence of water absorption. The
hysteresis loop appeared at 80% RH and closed at 0% RH,
indicating the complete reversibility of water sorption,
under the experimental conditions.

On addition of low-to-moderate concentrations of sucrose
(carbohydrate-to-protein mass ratios of 2:1 and 1:1), the
sorption curves retained their Type II profile, as shown in
Figures 2b and 2c, respectively. However, the amount of
moisture sorbed at low vapor pressures appeared to
decrease with increasing sucrose content, and it reached a
minimum at a mass ratio of 1:1. This was also reflected in
the values of Wm, which decreased to 4.8 ( 0.1, 4.6 ( 0.1,
and 4.4 ( 0.1 g H2O/100 g solid at sucrose-to-protein mass
ratios of 0.25:1, 0.5:1, and 1:1, respectively, indicating a
reduction of the number of sorbed water molecules per unit
weight of the solid at monolayer conditions. The same trend
was observed for the water sorption-based particle surface
areas, which, however, remained higher than the actual
surface areas, indicating that absorption is still the main
mode of water interaction with the solid. The gradual
addition of sucrose appears to also progressively reduce the
magnitude of the hysteresis loop: the loop areas decreased
from 135 ( 4.4 units in the absence of sucrose, to 103.2 (
9.9 and 93.2 ( 3.3 units for sucrose-to-protein mass ratios
of 0.25:1 and 0.5:1, respectively. The hysteresis loop disap-
peared at a mass ratio of 1:1 (area of 1.2 ( 1.1 units).

In contrast, at high sucrose contents (mass ratios > 1:1),

Table 1sParticle Size and Size Distribution of Spray-Dried
Trypsinogen−Sucrose Powdersa

sucrose:trypsinogen
mass ratio

median
diameterb (µm) spanc

(SSA)estimated
d

(m2/g)

no sucrose 3.1 ± 2.2 1.03 ± 0.02 2.3 ± 0.6
0.25:1 3.2 ± 1.3 1.04 ± 0.02 2.1 ± 0.5
0.5:1 3.6 ± 2.3 1.15 ± 0.03 1.5 ± 0.4
1:1 3.7 ± 2.8 1.26 ± 0.03 1.4 ± 0.4
2:1 4.6 ± 1.8 1.11 ± 0.01 0.7 ± 0.2
4:1 4.9 ± 0.9 1.26 ± 0.02 0.6 ± 0.2
8:1 5.2 ± 1.9 1.16 ± 0.03 0.5 ± 0.1

a Values represent averages and standard deviations of triplicate measure-
ments. b Volumetric median diameter (D(v, 50)). c Span ) [D(v, 90) − D(v,
10)]/D(v, 50), where D(v, 90), D(v, 50), and D(v, 10) are the equivalent volume
diameters at 90, 50, and 10% cumulative volume, respectively. d Nominal
specific particle surface area estimated based on the particle size distribution.

Figure 1sThe effect of sucrose on the moisture contents of the spray-dried
trypsinogen formulations. Error bars represent (±) one standard deviation of
triplicate determinations.
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the amount of sorbed moisture at low vapor pressures
increased with increasing sucrose concentration. This was
also reflected in the increasing values of the water-based

BET surface areas as well as the estimated equivalent
monolayer values. The latter gradually increased from 4.4
( 0.1 g/100 g solid at a mass ratio of 1:1, to 4.7 ( 0.1, 5.1

Table 2sGas and Moisture Sorption BET Analysis of Spray-Dried Trypsinogen−Sucrose Formulations

gas sorption analysis moisture sorption analysis
sucrose:trypsinogen

mass ratio surface area,a (m2/g) Wm
a (gr/100 g solid) CN

B
a app. surface area,b (m2/g) Wm

b (gr/100 g solid) CW
B

b ∆Wm
e

no sucrose 14.5 ± 0.02 3.3 ± 0.01 32.1 ± 0.01 224.3 ± 18.6 5.3 ± 0.5 12.4 ± 0.9 0
0.25:1 − − − 202.3 ± 11.8 4.8 ± 0.1 6.2 ± 0.5 0.5 ± 0.1
0.5:1 9.3 ± 0.01 2.1 ± 0.01 29.4 ± 0.01 199.9 ± 7.4 4.6 ± 0.1 4.7 ± 0.2 0.7 ± 0.1
1:1 7.6 ± 0.01 1.7 ± 0.01 29.3 ± 0.01 185.4 ± 13.4c 4.4 ± 0.1c 5.6 ± 0.5c 0.9 ± 0.1
2:1 6.5 ± 0.01 1.5 ± 0.01 27.6 ± 0.014 196.9 ± 2.8 4.7 ± 0.1 6.2 ± 0.7 0.6 ± 0.1
4:1 5.5 ± 0.01 1.3 ± 0.01 28.1 ± 0.01 228.5 ± 20.1d 5.1 ± 0.6d 4.4 ± 0.6d 0.2 ± 1.1
8:1 3.6 ± 0.01 0.8 ± 0.01 29.9 ± 0.01 244.5 ± 80.8d 5.4 ± 0.4d 3.5 ± 0.5d −0.1 ± 0.4

a Standard errors represent standard deviations from the fit of the five-point gas sorption curve. b Values represent averages and standard deviations of
triplicate measurements (n ) 3) except cn ) 2, and dn ) 5. e ∆Wm ) Wm

protein −Wm
protein/sucrose.

Figure 2sDynamic moisture absorption (O) and desorption (0) isotherms of spray-dried trypsinogen-sucrose formulations (a) in the absence of sucrose, and
sucrose-to-protein mass ratios of (b) 0.25:1, (c) 1:1, (d) 2:1, (e) 4:1, and (f) 8:1. Error bars represent (±) one standard deviation of triplicate determinations.
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( 0.6 and 5.4 ( 0.4 g/100 g solid at mass ratios of 2:1, 4:1,
and 8:1, respectively. Therefore, at this sucrose concentra-
tion regime, the available water sorption sites progressively
increased with increasing sucrose content. At the highest
sucrose-to-protein mass ratio, Wm reached the value de-
termined for the spray-dried pure protein, potentially
implying that all the initial sorption sites in the mass of
the solid have been reinstated. This is further demon-
strated by the decreasing value of the constant CW

B, which
indicates a decline of the heat of water sorption, and
thereby decreased affinity of water for the particles, with
increasing sucrose concentrations.

One of the most significant features of the sorption
isotherms at this sucrose concentration regime is the
discontinuity appearing at high vapor pressures. For the
2:1 formulation, the discontinuity occurred at approxi-
mately 75% RH. This break is thought to be due to the
release of water following the phase transition of sucrose
from the amorphous glass to its crystalline state.24,31,34-36

The formed crystals persisted up to 80% RH; upon further
increase of the vapor pressure, the powder resumed its
sorptive behavior, as large amounts of water were ab-
sorbed: this is indicative of the dissolution of the sucrose
crystals and the formation of a saturated solution.31,35,36

On reversal of the sorption driving force, this formulation
exhibited a desorption pathway that followed closely the
absorption curve. With the exception of the absence of the
discontinuity in the desorption curve, no hysteresis phe-
nomena were observed, and therefore sorption of moisture
was fully reversible, as also indicated by the return to the
initial conditions.

Crystallization was also observed at all higher sucrose
concentrations (Figures 2e,f). However, it occurred at lower
critical RH: 55 and 45% for the spray-dried samples at
sucrose-to-protein ratios of 4:1 and 8:1, respectively. The
crystallization process began at moisture contents of 10.2
( 1.4 and 7.9 ( 0.3% w/w and completed at 80% RH at 5.1
( 0.76 and 2.9 ( 0.6% w/w for the 4:1 and 8:1 formulations,
respectively. In agreement with the observations with the
2:1 formulation, the sucrose crystals dissolved and the
powders resumed their sorptive behavior at 85% RH.
However, the desorption isotherms of these samples did
not follow the absorption portions, while the loops did not
close upon return to the initial conditions, potentially
indicating irreversible changes in the state of the powder
during the sorption process. In comparison, in the adsorp-
tion isotherm of spray-dried pure sucrose (Figure 3) the
crystallization discontinuity occurred at approximately 30-
35% RH. The crystallization process began at a moisture

content of 5.4 ( 0.6% and completed at 0.8 ( 0.3% w/w.
This result is very similar to that observed in previous
studies of sucrose crystallization by Saleki-Gerhardt et
al.,34 which indicated crystallization of sucrose at ap-
proximately 32% RH (equilibrium water content of 6% w/w)
at 25 °C, which is within experimental error from our
observations.

The results, as illustrated in Figure 3, indicate that
increased sucrose concentration in the spray-dried mixtures
facilitates its moisture-induced crystallization. From a
different perspective, the addition of protein inhibits the
carbohydrate state transition, as indicated by the decreas-
ing critical crystallization RH with increasing protein
concentration in the solid matrix. Similar results have been
reported for binary mixtures of sucrose with other proteins,
such as recombinant consensus interferon (rConIFN) and
recombinant human granulocyte colony stimulating factor
(rhG-CSF),37 rbST,38 and several polymers, such as starch
and celluloses.39 However, in the case of the rbST-sucrose
system, the exact value of the critical %RH of sucrose
crystallization at different protein contents was generally
higher than that observed in our studies; the different
experimental temperatures as well as the differences of the
initial states of the spray-dried and lyophilized powders
may account for the observed differences.

X-ray Diffraction AnalysissThe diffractograms of all
spray-dried formulations (results not shown) were char-
acterized by two broad humps and the absence of any sharp
peaks over the entire 2θ range, which are indicative of their
amorphous nature, confirming the water sorption findings.
Even at the highest sucrose-to-protein mass ratio of 8:1,
the carbohydrate retained its amorphous character, as
would be expected from the nature of the process and the
very low moisture contents attained. These results are in
agreement with previous studies that indicated the amor-
phous character of spray-dried rConIFN and rhG-CSF
formulations even when they were prepared at high
concentrations of trehalose (90% w/w).37

Powder Thermal AnalysissThe glass transitions of
the spray-dried sucrose-trypsinogen formulations, as ob-
tained by DSC thermal analysis, are given in Table 3. The
glass transition of the spray-dried pure trypsinogen could
not be determined. This is a common problem with protein
glasses in the absence of excipients,37,38 which presumably
arises from their large internal heterogeneity and results
in an extremely broad distribution of their relaxation
times.40 However, the determination of Tg was possible for
the sucrose-containing formulations. In all thermograms,
only a single glass transition was observed, implying the
complete miscibility of the protein and sucrose in the
amorphous matrixes or, alternatively, that a second phase,
if present, exists in small amounts that cannot be detected
by DSC. Increasing sucrose concentrations gradually de-
creased the glass transition from 80.4 ( 1.3 °C at a mass
ratio of 2:1 to 68.4 ( 3.2 °C for the 8:1 formulation. This
observation provides further evidence of the miscibility of

Figure 3sComparison of the sucrose crystallization phenomenon for the spray-
dried formulations at sucrose-to-trypsinogen mass ratios of (a) 2:1, (b) 4:1,
(c) 8:1, and (d) in the absence of protein. Error bars represent (±) one standard
deviation based on triplicate determinations.

Table 3sGlass Transitions of the Spray-Dried Sucrose−Trypsinogen
Powders before and after Exposure to Controlled Relative Humidity
Levelsc

glass transition (Tg)a

sucrose:trypsinogen
mass ratio no. exposure 12% 43%

0.25:1 80.4 ± 1.3 44.2 ± 0.8 NDb

1:1 75.1 ± 1.9 44.6 ± 0.5 NDb

2:1 71.3 ± 1.9 39.2 ± 1.6 5.6 ± 2.7
4:1 69.5 ± 2.7 39.9 ± 2.9 3.1 ± 1.1
8:1 67.4 ± 2.6 42.3 ± 3.4 NDb

a No glass transitions were detected for the samples exposed to 75 and
84% RH. b No glass transitions were detected.
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the two formulation components in the solid matrix.38 In
contrast with the other spray-dried powders, the formula-
tion at a sucrose-to-protein mass ratio of 8:1 exhibited a
stress relaxation endotherm, indicating increased molec-
ular mobility of its components.34

The formulations at high sucrose concentrations further
exhibited an exothermic transition, which is characteristic
of sucrose recrystallization. The exact temperature and
magnitude of the transition, however, varied with the
formulation: 173.9 °C, 160.4 °C, and 142.9 °C for the
formulations at sucrose-to-protein mass ratios of 2:1, 4:1,
and 8:1, respectively. These results are in agreement with
previous studies,38 and further confirm the hypothesis of
protein-induced inhibition of sucrose crystallization, as
observed in the dynamic moisture sorption experiments.

Equilibrium Water Sorption StudiessThese studies
were performed to confirm the dynamic sorption isotherms,
which do not represent true equilibrium events; the “non-
equilibrium” attributes arise from the limitations of user-
defined equilibrium criteria of the “dynamic sorption”
experiments prevent the system from reaching true equi-
librium. The diffractograms of the moisture-exposed samples
are shown in Figures 5-7, and the sample crystallinity
analysis is given in Table 4. The X-ray diffraction analysis
of the moisture-exposed samples confirmed the dynamic
sorption experiments, indicating the appropriateness of this
technique. When the spray-dried particles were exposed
to 12% RH, the formulations retained their amorphous
character; the diffractograms illustrated in Figure 4 are
characterized by two broad humps and the absence of any
sharp features. This is expected from the dynamic moisture
sorption studies, which indicated the absence of any state
changes in all formulations at this %RH level. Further,
these results are in agreement with moisture sorption
studies of protein-disaccharide systems, which demon-
strated the absence of state transitions (for both sucrose
and trehalose) upon exposure to low relative humidities.37,38

However, the absorbed water plasticized the solid matrixes,
as indicated by the decreased glass transitions given in
Table 3. For all examined powders, Tg was reduced to
almost half of its original value, while all formulations
exhibited a relaxation endotherm during the glass transi-
tion.

As indicated in Figure 5, even after exposure to 43% RH
most spray-dried powders (sucrose-to-protein mass ratios
of 1:1, 2:1, and 4:1) remained amorphous, again in good
agreement with the dynamic moisture sorption studies. In
contrast, the diffractogram of the highest sucrose-contain-
ing powder (8:1) exhibited crystalline patterns dominated

by sharp peaks located at 11.6°, 12.8°, 18.8°, and 24.7°,
which are indicative of sucrose crystals.39 The incurred
phase transformation was expected, since the dynamic
sorption results indicated the occurrence of a crystallization
event at 40-45% RH. Sample crystallinity was determined
at 76% w/w solid, indicating that under these conditions,
most of the sucrose in the formulation has crystallized. As
illustrated in Table 3, the formulation Tgs further de-
creased, as would be expected by the increased amounts
of sorbed water.

Even after exposure to 75% RH, no state transition
became apparent for the 1:1 formulation (Figure 6a),
indicating that when the protein concentration in the solid
matrix exceeds this mass ratio, the crystallization of
sucrose can be completely inhibited. These findings are in

Figure 4sX-ray diffractograms of spray-dried trypsinogen formulations before
exposure to elevated moisture: (a) in the absence of sucrose and at sucrose-
to-protein mass ratios of (b) 0.5:1, (c) 1:1, (d) 2:1, (e) 4:1, and (f) 8:1.

Figure 5sX-ray diffractograms of spray-dried trypsinogen formulations after
equilibrium exposure to 12% RH for 10 days. Formulations are at sucrose-
to-protein mass ratios of (a) 2:1, (b) 4:1, and (c) 8:1.

Figure 6sX-ray diffractograms of spray-dried trypsinogen formulations after
equilibrium exposure to 43% RH for 10 days. Formulations illustrated are at
sucrose-to-protein mass ratios of (a) 2:1, (b) 4:1, and (c) 8:1.
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agreement with literature studies which concluded that
sucrose crystallization is entirely inhibited when the
protein concentration in the spray-dried rConIFN and rhG-
SCF formulations exceeded 50%.37 In contrast, the sucrose
in the 2:1 and 4:1 formulations underwent crystallization
upon exposure to 75% RH, as indicated by the diffraction
patterns shown in Figures 6b-c. These were identical to
those observed for the 8:1 formulation at 43% RH. Again,
these results conform well with those obtained from the
dynamic sorption studies, which showed sucrose crystal-
lization phenomena at 55 and 75% RH, respectively.
However, the extent of crystallization varied, as indicated
by the quantitative crystallinity estimates of 51%, 67%, and
82% for the 2:1, 4:1, and 8:1 formulations, respectively.
These findings suggest that the amount of crystallizable
sucrose increases with increasing concentration of the
excipient in the solid matrix. No glass transitions were
detected for the formulations exposed to 75% RH. This is
probably due to the crystallization of most of the sucrose
in the formulations, which renders the amount of the
remaining amorphous material insufficient for detection
of its Tg via DSC.

Finally, upon exposure of the formulations to 84% RH,
the crystallinity patterns were partially disrupted, as
indicated by the decreased intensity of the diffractogram
peaks. As a consequence, the determined crystallinity
percentages dropped to 44% and 71% for the 4:1 and 8:1
formulations, respectively, while the crystalline patterns
completely disappeared for the 2:1 sample. These findings
are in good agreement with the previous studies which
demonstrated decreased crystallinity levels of sucrose on
exposure to 84% RH, due to the crystal dissolution and the
formation of saturated solutions at this vapor pressure.39

Discussion

It is well documented that pharmaceutical solids tend
to adsorb significant amounts of water over a wide range
of relative humidities. The presence of water can accelerate
degradation phenomena in the solid state, such as deami-
dation, oxidation, disulfide cross-linking, and Maillard
reactions.41 In particular for proteins, water can affect a
complex matrix of protein motions, ranging from oscillatory
and rotational movement of individual amino acid groups,
to segmental motions and internal fluctuations that in-
crease their dynamic mobility and thereby decrease their
conformational stability.41,42 Moreover, the sorbed water
may have a tremendous impact on both the physical
properties of the processed material. In terms of the latter,
water sorption plasticizes the solid matrix, reduces its Tg,43

and may induce excipient crystallization and alter its
morphology, physicochemical properties, and physical char-
acteristics,44 phenomena that can all deteriorate product
stability or even diminish proper delivery.

In agreement with previous studies,37,45 the X-ray dif-
fraction results suggest that spray drying of trypsinogen,
even in the presence of increasing amounts of sucrose,
results in the formation of amorphous microparticles. In
this state, proteins are devoid of long-range intermolecular
interactions or orientation, although they maintain their
specific short-range interactions.41 Upon exposure to dif-
ferent relative humidity levels, the protein-based powders
take up large amounts of water, illustrative of their
amorphous nature. Water sorption confers increased mo-
bility, which may be regarded as an increase in the
dynamic fluctuations of the protein, as demonstrated for
trypsin, a protein that has a significant degree of homology
with trypsinogen.46

Similarly with amorphous polymers, water sorption in
all spray-dried trypsinogen-sucrose formulations occurs
via penetration into the disordered solid and is not limited
to surface adsorption.41 This was demonstrated by the large
excess of moisture taken up by the solid at high vapor
pressures and the lack of dependence of the water uptake
on the specific surface area of the samples.43 The absorption
process is further elucidated by comparison of the surface
areas obtained from the nitrogen adsorption studies with
those calculated from fits of the BET equation to the
moisture sorption isotherms; although the former are
highly dependent on particle size and physical state of the
solid, the latter are unaffected by these properties. The very
large H2O/N2 surface area ratios obtained for all spray-
dried formulations are consistent with the water penetra-
tion hypothesis.

This explanation is also consistent with the sorption
hysteresis, observed for formulations at the low sucrose
concentration regime. Hysteresis has been described for
many amorphous systems.27 Although it was first sug-
gested to originate from capillary condensation, it was later
thought to be caused by chemisorption in rigid materials,
and by water-polymer interactions in nonrigid solids (such
as proteins).27 Specifically for proteins, hysteresis phenom-
ena have also been attributed to conformational rearrange-
ments that involve a structural relaxation or even a phase
change, which can be facilitated by increasing free volume
and mobility of the protein during sorption.44,47 It has been
previously hypothesized that it provides an indication of
the existence of the protein in a kinetically metastable,
dynamically constrained state, which arises from the
macroscopic swelling due to the penetration of water in the
solid matrix.25,41,44,47 The extent of the hysteresis loop in
our experiments, decreased with increasing sucrose con-
centration, indicating the decreased plasticization of the
amorphous solid by water. Alternatively, the protein con-

Figure 7sX-ray diffractograms of spray-dried trypsinogen formulations after
equilibrium exposure to 74% RH for 10 days. Formulations illustrated are at
sucrose-to-protein mass ratios of (a) 1:1, (b) 2:1, (c) 4:1, and (d) 8:1.

Table 4sCrystallinity of Spray-Dried Trypsinogen−Sucrose
Formulations before and after Exposure to Controlled Relative
Humidity Environmentsa

% crystallinity
sucrose:trypsinogen

mass ratio no exposure 12% 43% 75% 84%

1:1 0a NDb NDb 0a 0a

2:1 0a 0a 0a 51 0a

4:1 0a 0a 0a 71 44
8:1 0a 0a 76 85 71

a No crystalline peaks were detected. Samples are characterized as 100%
amorphous. b Sample crystallinity was not determined.
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formational changes should be less dramatic in the pres-
ence of sucrose; this is confirmed by our previous studies,
which indicated that trypsinogen gradually maintains a
more nativelike conformation in the presence of increasing
amounts of sucrose.1 Finally, since hysteresis is related to
the glass transition of the solid at the specified RH,44 it is
possible that its decreased magnitude may also relate to
variations of ∆T ) T - Tg(RH) during the sorption process
for the different trypsinogen-sucrose formulations. The
disappearance of the hysteresis loop at a sucrose-to-protein
mass ratio of 1:1, formulation at which the protein fully
recovers its native structure and activity,1 further under-
scores the utility of this parameter in correlating solid
behavior with protein conformation and structural dynam-
ics.

The hygroscopic nature of both trypsinogen and sucrose
would forecast a cumulative water sorption capacity of their
physical mixtures. However, comparison of the actual
amounts of sorbed water at low (<35%) relative humidities
indicated a concentration-dependent effect of sucrose. At
low mass ratios of the disaccharide, the sorptive capacity
of the powders actually decreased, in good agreement with
literature studies.26,48 This observation indicates that ad-
dition of sucrose contributes to the blockage of potential
sorption sites in the binary solid matrix, providing evidence
of specific hydrogen bonding interactions between the two
components. This analysis further supports the expressed
“water replacement” hypothesis.3,4,12 The interaction is also
confirmed by the decreased heat of sorption with increasing
sucrose concentration. Moreover, the facility of the replace-
ment of protein-sucrose interactions by water, as repre-
sented by the amount of sorbed water at low vapor
pressures (<35%) can provide an estimate of the extent
(and perhaps the strength) of their interactions. The latter
is illustrated in the three-dimensional mesh plot of Figure
7 as a function of the sucrose concentration and vapor
pressure. It becomes apparent that the extent of interaction
increases with increasing sucrose concentration and be-
comes maximal at equal mass ratios; thereafter in de-
creases, as the sorptive capacity of the formulation in-
creases, potentially implying the preferential replacement
of the stabilizing protein-sugar contacts.

The existence of specific protein-sucrose interactions
was further confirmed by examination of the estimated
BET monolayer of water. The importance of this parameter
stems from its correlation with the onset of internal protein
flexibility.49,50 Moreover, the water content at the mono-
layer has been directly linked to the free energy changes
induced by water sorption and its concomitant changes in
the protein structure,43 while it can provide information
on the relative affinity of the water for the substrate. The
decreased value of Wm, upon sucrose addition, confirmed
the specific protein-sucrose hydrogen bonding interactions.
Similar to our previous observations, Wm became minimal
at a sucrose-to-protein mass ratio of 1:1, while it increases
at higher sucrose contents, reaching its value for the pure
protein at the highest sucrose content.

This explanation is in agreement with our enzymatic
activity results,1 which indicated the sucrose-induced
stabilization of trypsinogen up to a mass ratio of 1:1, with
subsequent reduction of its protective effects at excess
concentrations of the carbohydrate. Moreover, the profile
of monolayer values closely follows that of the activity
losses of the protein during spray drying, potentially
indicating that sucrose-protein interactions in the solid
matrix are responsible for both stabilizing and destabilizing
effects of the disaccharide. Assuming that the relative
values of Wm are proportional to the number of component-
water interactions, a relative estimate of the sucrose-
occupied sites on the protein surface could be obtained by

subtracting the number of water-accessible hydrogen bond-
ing sites of the protein/sucrose mixture (Wm

protein/sucrose) from
the total number of water-accessible hydrogen bonding
sites on the protein in the absence of sucrose (Wm

protein),
∆Wm ) Wm

protein - Wm
protein/sucrose. From the values of ∆Wm,

which are given in Table 2, it follows that at conditions of
excess sucrose, the hydrogen bonds between the two
components actually decrease and finally reach depletion.
This interpretation would support the finding of reduced
stability of trypsinogen at the high sugar concentration
regime.1 Indeed, as illustrated in Figure 8, a good correla-
tion (R2 ) 0.85) exists between ∆Wm and the residual
activity of trypsinogen after spray drying, confirming this
hypothesis and implying the replacement of the stabilizing
protein-sugar interactions.

SucroseCrystallizationandInhibitionPhenomenas
Our moisture sorption experiments indicated that pure,
amorphous sucrose can undergo an amorphous-to-crystal-
line state change at a moisture level of 5.8% w/w. Sucrose
crystallization was initiated presumably by sorption of
sufficient moisture that reduced its Tg below the operating
temperature of 37 °C; in the spray-dried particles crystal-
lization is thought to start at the particle surface and
rapidly propagate in the interior.51 The crystals persisted
until approximately 85% RH, which is close to the satura-
tion water activity (aw ) 0.86) of sucrose.27 It is interesting
to consider the structure of sucrose in the crystals. In
sufficiently diluted solutions, all eight available hydroxyl
groups of sucrose form bonds with water molecules.52-54

However, in concentrated solutions, the high flexibility of
the bond joining the two glucose and fructose units
promotes the formation of two intramolecular and several
intermolecular hydrogen bonds.53 At this concentration
regime, aggregation phenomena occur between sucrose
molecules, which now exist in clusters, and under the
appropriate conditions will create the stable three-dimen-
sional nucleus.

Although crystallization events were absent at sucrose-
to-protein mass ratios lower than 1:1, they became appar-
ent at higher mass ratios of the disaccharide, after exposure
to intermediate or high relative humidities. The critical RH
of crystallization of these formulations were higher than
that observed for the pure compound, denoting the inhibi-
tive role of the protein: increasing concentrations of the
protein more effectively inhibit the state transition of the
disaccharide, as also indicated by the increasing Tcryst with
increasing trypsinogen content. From a different perspec-
tive, and as illustrated in Figure 3, increasing sucrose
concentrations facilitate crystallization, approaching that
of the pure compound. Despite the small differences in the

Figure 8s3-D mesh plot of the effect of sucrose and %RH of exposure on
the moisture uptake by the spray-dried trypsinogen−sucrose powders.
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actual critical RH levels, similar results on the inhibitive
role of protein in the growth of sucrose crystals were
previously described for the rbST-sucrose lyophilized
system.38 It is well documented that impurities decrease
the overall growth rate of crystals and change their
morphology, as they can block the crystal faces, or even
modify the solution characteristics and affect the super-
saturation level of sucrose.52,53 The inhibition of sucrose
crystal growth in the presence of high amounts of trypsi-
nogen could reflect the absence of nuclei or even their
poisoning by the protein. At low relative protein concentra-
tions, there is less protein available for growth inhibition,
while the capacity of the protein phase to compete for water
sorption is reduced. In this case, and when adequate water
is sorbed to increase the mobility of the sucrose molecules,
nuclei can form and grow in the absence of inhibiting
interactions. Once nucleation takes place, crystallization
occurs rapidly.55

For crystallization to proceed, the presence of significant
sucrose-sucrose contacts in the solid matrix is imperative.
It is therefore conceivable that these are responsible for
replacing the stabilizing protein-sugar interactions and
could account for the altered interactions of the solid with
water. We further assessed the validity of this hypothesis
to investigated the nature of this phenomenon.

Phase Separation Phenomena and Origin Hypothe-
sissQuantitative estimates of the maximum amount of
crystallizable sucrose in the formulations can be obtained
by the X-ray estimates at conditions of maximal crystal
content, 75% RH. Even under these conditions, the X-ray-
estimated fractions of crystalline material (within the
5-10% error of the method) cannot fully account for the
total amount of sucrose in the formulations, indicating the
simultaneous presence of amorphous sugar. Since sucrose
crystallization would be inhibited by the presence of
protein, it can be assumed that the crystallizable sugar
matrix is devoid of protein. This provides evidence for the
separation of the dried solid into two distinct phases: a
protein-rich and a sugar-rich phase. In the former, amor-
phous phase, sucrose molecules are in contact with protein,
which inhibits their crystallization. In contrast, the second,
crystallizable phase, is devoid of protein, so when the
system acquires sufficient mobility upon moisture sorption,
crystallization is induced. This implies that in the spray-
dried material, the phase-separated, crystallizable sucrose
does not contribute to the stabilization of the protein, due
to its exclusion from it. Assuming that the determined
crystallinity fractions provide, within error, a representa-
tion of the mass fraction of the crystallized sucrose, we
could then obtain via a mass balance an estimate of the
actual amounts of amorphous sucrose in the formulations;
the analysis is illustrated in Table 5. Using this approach,
the amount of protein-interacting, amorphous sucrose was
calculated at 15.7, 13.0, and 6.9% w/w for formulations 2:1,
4:1, and 8:1. The analysis indicates that as the mass
fraction of sucrose in the formulation increases, there is
less available carbohydrate to interact with the protein.
The actual amounts of active, protein-interacting sucrose
are smaller than expected, based on the formulated mass
ratios, as indicated in Table 5. In fact, the effective mass
ratios are below the maximally stabilizing mass ratio of
1:1, indicating the inadequate protection of the protein, in
agreement with the decreased stability of trypsinogen at
these sucrose mass ratios.1 Moreover, despite the small
variability of the observed effects, the phenomenon of
partial dissipation of the protective effects of disaccharides
has been observed with other proteins,13,14 indicating a
global phenomenon rather than an isolated, protein-specific
event.

The onset of the phase separation and crystallization

phenomena, with respect to the sucrose content, in the solid
formulations coincides with that of the excluded volume
effects of the sugar in the solutions before spray drying.1
Excluded volume phenomena arise from the preferential
separation of the carbohydrate from the protein surface;
they represent by default phase-separation events at the
molecular level. We hypothesize that this distribution of
phase-separated formulation components in solution before
spray drying is not significantly disturbed during the
atomization step, resulting in the formation of protein-rich
and sugar-rich phases in the formed particles. The low
moisture contents achieved during spray drying prohibited
sucrose crystallization in the formulations; however, when
the viscosity of the solid matrix decreased upon water
sorption, crystal formation was promoted. Further, as
discussed above, the protein-excluded sucrose molecules in
the solution phase may exist as aggregates, promoting
nuclei formation. The presence of aggregate clusters is
favored at high concentrations of the disaccharide, as
reflected in the reduced hydration number of sucrose: it
decreases from 10 to 12 (mol of water/mol of sugar) at
sucrose concentrations < 2% w/w, to 5 (mol of water/mol
of sugar) at concentrations between 10 and 50% w/w.54

While the formulated solutions at low sucrose concentra-
tions (mass ratios < 1:1) reside in the former, those
prepared at high sucrose concentrations (mass ratios > 1:1)
lie in the latter regime, indicating the possible presence of
phase-separated, aggregated sucrose in the pre-spray dry-
ing solutions.

The proposed mechanisms are in agreement with previ-
ous studies on the destabilization of â-galactosidase during
lyophilization in the presence of an excess amount of
mannitol and inositol;56,57 however, our results indicate that
it is not crystallization per se, but the preceding phase
separation event that is responsible for the destabilizing
phenomena. It is important to note, however, that the
initial protein concentration during spray drying may play
an important role, as it may dramatically influence both
the starting solution equilibria and the interactions with
the excipient in the solid state. More work is required in
this direction to understand the concentration dependence
of the protein-excipient interactions in the solid state.

Our results suggest that utilization of high concentra-
tions of excipients during preparation of solid state protein
formulations may not always be desirable, as even ordi-
narily stabilizing excipients (such as the commonly utilized
disaccharides) may not guarantee the expected stabiliza-
tion. This becomes particularly important when excipients

Table 5sNominal and Effective Sucrose Concentrations in the
Spray-Dried Trypsinogen−Sucrose Powders

[sucrose:
TGN]nominal

mass ratio
sucrosea

(% masstotal)
free sucroseb

(% masstotal)
bound sucrosec

(% masstotal)

[sucrose:
TGN]effective

d

mass ratio

no sucrose 0 0 0 no sucrose
0.25:1 20.0 0 20.0 0.25:1
0.5:1 33.3 0 33.3 0.5:1
1:1 50.0 0 50.0 1:1
2:1 66.7 51.0 15.7 0.47:1
4:1 80.0 71.0 9.0 0.45:1
8:1 88.9 85.0 3.9 0.35:1

a Nominal sucrose concentration (% w/w) on a percent total solids basis
(fsucrose

set). b Crystallizable sucrose, percent total solids basis. The value
represents X-ray diffraction percent crystallinity estimates, under the assumption
that sucrose is the only crystallizable formulation component (fsucrose

free )
fXRD

crystalline). c Noncrystallizable sucrose, percent total solids basis. The value
is extracted from a mass balance from the crystallizable sucrose X-ray
diffraction estimates (fsucrose

bound ) (fsucrose
set − fsucrose

free). d The “effective”
sucrose-to-protein mass ratio is calculated from the mass ratio of noncrys-
tallizable (protein-bound) sucrose to total protein (fsucrose

bound/fprotein
total).

368 / Journal of Pharmaceutical Sciences
Vol. 88, No. 3, March 1999



that exert excluded volume effects are utilized. Formulation
components that exhibit increased capacity for exclusion
from the protein surface will have a high tendency to phase
separate and will preferentially interact with themselves
rather than the protein. Moreover, they may undergo
undesirable phase transformations that may decrease
product stability. This becomes of particular significance
during the administration of pharmaceutical products with
sustained release delivery systems, such as polymeric
injectable depots or implantable micropumps, because of
the exposure of the formulation to increased water levels
at the physiologic temperature of 37 °C.
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Abstract 0 A method is described for quantifying the pattern of
deformation within a matrix and is demonstrated by analyzing the
expansion of polymer hydrophilic matrix tablets. The fundamental
features of the method are the incorporation of nondiffusing markers
into the matrix and the subsequent tracking of these markers during
deformation. Since the markers are too large to diffuse, their individual
movement reflects the translocation of the surrounding matrix, and
the separation between pairs of markers reveals any perturbation in
the intervening area. By tracking many markers, the pattern of
deformation within a matrix can be ascertained. The method was
demonstrated on hydrating hydrophilic matrix tablets, using fluorescent
microspheres as nondiffusing markers which were observed with a
confocal laser scanning microscope. Analysis of the tracks showed a
wave of expansion moving from the exterior toward the core, with the
greatest and earliest expansion found in the outer regions. The results
also showed that even as deeper layers started to expand the outer
layers continued to swell.

Introduction
Many materials undergo alterations in size during their

production or use and while it is relatively easy to measure
gross dimensional changes1,2 it is much harder to establish
the pattern of internal deformation. Deformation can vary
from the isotropic expansion of an evenly heated metal bar
to the contraction of drying gels or the hydration of
hydrophilic matrix (HM) tablets, both of which are aniso-
tropic, despite the homogeneity of the original material.
The experimental difficulty lies in following and quantify-
ing differential deformation, for which there appear to be
no established methods.

Hydrophilic matrix tablets are used as controlled release
formulations.3 Their performance depends on the rapid
formation of a coherent gel layer around the tablet on
hydration. An intact gel layer restricts the further ingress
of water and controls drug release by acting as a diffusional
barrier and by limiting erosion. The gel layer is inhomo-
geneous,4 varying between a water rich exterior and an
initially dry core.4 The common USP dissolution methods
used to assess the performance of HM tablets measure only
rates of drug release. However, the underlying processes
are dynamic and complex, involving interactions between
water, polymer, the drug, and ions, all in an expanding and
eroding matrix. Similarly, in the food industry, syneresis
of gels is estimated by reweighing5 or from volume changes.
These measures adequately describe overall performance
but do not expose the underlying processes.

In studying the performance of gel or tablet matrixes,
the real goal is to expose the underlying mechanisms and
advance from using experiments to observe the perfor-
mance of specific formulations, to the experimental valida-
tion of predictive mathematical models. To confirm and
validate such models, experimental methods are required
that generate data which fully describes their properties
and behavior. With this in mind we have been developing
techniques to examine the internal performance of
matrixes.6-8

We have reported on the presence of air bubbles9 in HM
tablet gel layers and have subsequently observed that these
bubbles move as the gel layer continues to expand (Figure
1). Similarly undissolved particulates within a gel are also
translocated (Figure 2). In this paper we consider how this
observable movement can be used to map the internal
performance of matrixes, and we describe a novel method
in which nondiffusing markers are embedded within a
tablet matrix and tracked during hydration. These tracks
are then used to establish where and when expansion
occurs. A fundamental assumption is that the influence of
Brownian motion on our markers is minimal and that any
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+44 (0)115-9515102. Email colin.melia@nottingham.ac.uk.

† Current address, RHM Technology Ltd, Lincoln Rd, High
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Figure 1sThe left panels show (transmitted light image) air bubbles and
microspheres, and the right panels (fluorescence image) microspheres only,
in the gel layer of an HPMC tablet. The lower panels show a superimposed
sequence of four images, showing movement. The bottom left image
(transmitted light) is a minimum projection, and the bottom right (fluorescence)
a maximum projection. Two sizes of fluorescent microspheres are apparent
diameters of 2 µm and 22 µm.
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movement of the markers therefore mirrors movement of
the surrounding matrix.

Tracking the positions of individual embedded markers
shows the changing location of these points within the
matrix. However, their movement is not necessarily a
consequence of a localized deformation: when a train
moves, all the carriages also move but without any local
or even overall deformation. Similarly a difference in
velocity between markers does not necessarily reveal
different degrees of local expansion: stretching a rubber
band, with one fixed end, produces the greatest extension
at the free end while the fixed end remains almost
stationery, but the local expansion is nonetheless uniform.
However, local expansion can be measured from the
changing distance between a pair of markers, because their
relative separation reflects any perturbation in the inter-
vening zone, and it therefore becomes possible to move from
measuring the translocation of markers to the measure-
ment of localized deformation.

In summary, this study examines the use of nondiffusing
markers to follow localized deformation within hydrating
hydrophilic matrix tablets.

Experimental Section
MaterialssFive millimeter diameter flat-faced circular tablets

were prepared by direct compression of 40-63 µm sieve fractions
of hydroxypropylmethylcellulose (HPMC) (Methocel K4M, Dow
Europe, Germany) or xanthan gum (Satiaxane CX90, Sanofi
Biopolymers France) containing 0.125% w/w latex microspheres,
2 µm and 22 µm average diameter, labeled with Nile red (Polymer
Labs Ltd, UK). The microspheres, supplied in 10% w/v suspension
in water, were dried by evaporation and then mixed with the dry
polymer by trituration prior to tableting. Tablets were manufac-

tured at a compression force of 1.2-1.5 kN using a Manesty F3
single-punch tablet press (Manesty machines, Speke, UK).
Additional HPMC tablets were prepared containing different
quantities of microspheres (0, 0.025, 0.05, 0.1, and 0.2% w/w).

Tablet Hydration CellsConsisted of three interlocking brass
rings (I, II, and III), two Petri dishes, and a transparent Perspex
(poly(methyl methacrylate) base (Figure 3). Rotation of the upper
two rings fixed a tablet between the two Petri dishes, enabling
the observation of the upper surface of the tablet during hydration.
The hydration medium was added to the chamber formed between
the two Petri dishes. To prevent the hydration medium penetrating
between the upper Petri dish (diameter 35 mm) and the upper
surface of the tablet, a 200 µm transparent silicon rubber
membrane was inserted between the tablet and the underside of
the upper Petri dish. Temperature control was achieved by (i)
preheating the hydration medium and (ii) circulating water
through a bottom chamber formed by the compression of a silicon
rubber O ring between the lower Petri dish and the Perspex base.

Tablets were hydrated at 37 °C in degassed distilled water. Two
different orientations (Figure 3, bottom) of the tablets were used:
(i) intact tablets face down for examination of radial expansion
and (ii) bisected tablets with their exposed surface facing upward
for both radial and axial expansion.

Confocal Laser Scanning Microscopy (CLSM)sSequential
images (768 × 512 pixels with 8-bit intensity) were generated
using a MRC600 confocal microscope (Bio-Rad, Hemel Hempstead,
UK) based on a Nikon Labophot upright microscope using the YHS
filter with excitation at 565 nm and a ×1 microscope objective.
Images were taken with the microscope focused 100 µm below the
silicone/tablet interface.

The method relies on following individual microspheres through
a series of images, but small movements in the z axis can take a
microsphere outside the plane of focus, making tracking difficult.
This problem was ameliorated by generating each image from a
maximum projection of four almost synchronous images taken at
increasing (20 µm step) depths. In a projection, homologous pixels
from each image are compared and either the most intense (a
maximum projection) or the least intense (a minimum projection)
retained in the final image.

The confocal microscope was also used to generate transmitted
light images which showed the initial edge of the dry tablet and
the outer limit of the gel layer after hydration. These images were
obtained using a light collector beneath the hydration cell. Changes
in the extent of the gel layer were used to compare water uptake

Figure 2sLeft panels (transmitted light) show particulates and microspheres,
and the right panels (fluorescence image) microspheres in the gel layer of a
HPMC tablet. The lower two panels show a superimposed sequence of five
images: the bottom left image is a minimum projection, and the bottom right
image is a maximum projection. Two sizes of fluorescent microspheres are
apparent, diameters of 22 µm and 2 µm.

Figure 3sTablet hydration cell: A bisected tablet (t) is shown placed between
two Petri dishes (A and B) and held in place by three concentric brass rings
(I, II, III). There is a silicon rubber membrane between Petri dish A and the
tablet surface. The lower chamber, formed by compression of an O ring
between the base and Petri dish B, can be perfused to maintain a constant
temperature. Intact or bisected tablets were mounted in the cell, with a flat
surface presented to the microscope objective.
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in the series of tablets containing different fractions of micro-
spheres.

Image ProcessingsIn the CLSM images, the fluorescent
microspheres appeared as areas of high intensity against a dark
background, with each microsphere covering several pixels. Ideally
each microsphere should be tracked from its center to the next
center; however, it is possible that the brightest single pixel may
not occur at the center. To ensure that the tracking was from
center to center, a local averaging of the image preceded each
search. For a bright object of a similar size to the distance used
by the local area average, the brightest pixel is forced to center.
The fluorescence image of the microsphere typically covered about
20 pixels and an equally weighted local average over a 5 × 5 pixel
block was used. The centers were located to the nearest pixel.

Tracking MicrospheressSoftware was developed around a
Semper 6.4 (Synoptics, Cambridge, UK) kernel operating on a
Sprynt 40 processing board (Synoptics, Cambridge, UK). The
objective was to determine the x,y coordinates of identified
particles throughout a sequence of images. Figure 4 shows how
the location of a microsphere in two preceding images (t1 and t2)
was used to predict the next location (p3), and this predicted
location then became the center for a local search (radius r) for
the particle, producing the actual location (t3). Once the location
of the microsphere had been established in several images, the
predicted location was then based on the preceding three images,
which proved to be more accurate. The initial location of each
particle (t1) was input using a mouse from a prehydration image,
and the second location (t2) was also input manually from either
the first post-hydration image or from a maximum projection
image, which sometimes made it easier to establish the direction
of a track. After the first two locations had been established, the
subsequent tracking was undertaken by the software alone. The
search radius around the predicted location was either 8 pixels or
half the length of the predicted movement, whichever was the
greater. This choice of search radius depended upon the density
of microspheres and was a compromise between checking a small
enough area to exclude a second microsphere, and using a
sufficiently large area to accommodate substantial changes in
velocity.

Provision was made in the tracking software for automatically
discontinuing the search for microspheres that exceeded the limits
of the image (once part of the search area fell outside the image)
and also for the rejection of manifestly incorrect tracks. These can
occur when a second more intense microsphere appears in the
search area and the search algorithm then latches onto an
incorrect path.

AnalysissAfter tracking was completed, the initial location and
subsequent path taken by each microsphere was stored as a
sequential list of x,y coordinates from which the speed of each
microsphere was obtained. However, our primary interest lies in
determining where and when the matrix deforms. As discussed
previously, the movement per se of a single microsphere does not
reveal the local rate of expansion in the matrix, but this can be
determined from the relative position of a pair of microspheres.
However, when considering the radial expansion of flat-faced
cylindrical tablets, which are radially symmetrical, the distance
of each microsphere from the center of the tablet can replace the
x,y coordinates. This then permits the grouping of microspheres
into bands of similar radii. Within each band the radius of each

microsphere was expressed as a ratio to its original radius, and
the mean ratio multiplied by the nominal radius of the band then
produced the average radius. The changes in the average radius
of each band and difference in radii between adjacent bands were
used to measure overall expansion and local expansion. The
coordinates of the tablet center were derived from the curvature
of the tablet edge. When bisected tablets were observed, the
movements of individual microspheres were separated into radial
and axial vectors.

Results

The images obtained showed that it was practical to
incorporate and detect fluorescent microspheres in HM
tablets. The compression used during tableting did not
seem to fracture or fragment the microspheres, and their
distribution appeared to be random. Sequential CLSM
images of hydrating HM tablets showed that individual
microspheres could be followed for long periods.

In Figures 1 and 2 individual fluorescent microspheres
and their movement are apparent. The individual micro-
spheres, polymer particles, and air bubbles appeared to
move linearly and in concert. The speed (the distance
between successive occurrences) of microspheres within a
few hundred micrometers of each other differs, which we
attribute to different rates of local expansion of the matrix.
In the lower panels of Figure 2 a blurring of the polymer
particle and the large microsphere is apparent, and in the
maximum projected image (bottom, left) there are five
occurrences of the large microsphere but only three occur-
rences of the smaller microspheres. We attributed these
variations to small movements in the z axis that took
smaller objects outside the focal plane and defocused the
larger objects. Problems associated with small movements
in the z axis were minimized by using only the larger 22
µm microspheres in subsequent experiments and by using
a maximum projection of four images taken at different
depths.

Figure 5 (upper) shows that individual microspheres can
be clearly seen in a dry tablet. The maximum projections
(Figure 5 center and Figure 9 upper) contain the combined
sequence of images and revealed linear tracks, apparently
radiating away from the center of the tablet. The tracks of
individual microspheres, shown in the maximum projected
images in Figures 5, 8, and 9 are either linear or gently
curving and are in the direction of expansion. Their
linearity shows that Brownian motion had minimal influ-
ence. The overall pattern of movement and the continuing
proximity of microspheres to the edge of the gel layer
indicate that the microspheres were carried along with the
hydrating polymer.

Individual microspheres, shown by their paths in the
maximum projected images in Figures 5, 8, and 9, cover
markedly different distances depending on their initial
position in the tablet. The actual distance covered is the
path length minus the diameter of the microsphere, but
this is an overall measure taken over the full duration
of the experiment; a more detailed assessment requires
tracking individual microspheres through the whole
sequence of images.

The tracking software proved able to follow a substantial
number of microspheres. However, some microspheres
moved outside the plane of focus of the confocal images and
were lost; others were not apparent in the first image and
only appeared in subsequent images, either by moving into
the plane of focus or becoming visible as a transparent gel
layer replaced the relatively opaque dry polymer. The
greatest problems occurred with microspheres on the edge
of the tablet, which move very rapidly in the initial 2 min
after hydration making them difficult to track, and with

Figure 4sThe tracking method: the two previous positions (t1 and t2) are
used to predict the next location (p3), which is used as the center of a search
area (radius r) for the actual subsequent location (t3).
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pairs of microspheres that were too close to be easily
separated. The complete tracks of 211 microspheres that
were followed from the first image appear in Figure 5 lower
panel.

It is apparent that the movement of individual micro-
spheres depends on their proximity to the initial edge of
the tablet and declines further into the tablet. This is made
clear in Figure 6 when the individual movements are

pooled by assigning microspheres into a series of 200 µm
wide bands at increasing distance from the tablet edge. The
outer bands move earlier and faster, but even the deepest
bands finally undergo some movement. An estimate of
when each band began to move was obtained by marking
the time when a 10 µm displacement first occurred. This
reveals the ingress of a wave of expansion which reached
the innermost band after 36 min. This was a surprising
finding since the gelatinous layer formed around the tablet
only extends over the first few bands.

The outer edge of the gel, shown in Figure 6, appears to
expand much more dramatically than the microspheres in
the outermost 200 µm band. This is a consequence of
underestimating the expansion of the outer band due to
difficulties in tracking microspheres that originate close
to the tablet edge. The rapid expansion made following
these microspheres difficult.

Figure 5sRadial expansion of a xanthan tablet. Upper panel: a confocal
microscope image showing fluorescent microspheres within a dry tablet. Center
panel: a maximum projected image showing the paths taken by microspheres
during the 40 min following hydration. Lower panel: the mapped tracks of
identified microspheres starting from their original locations. The original edge
of the tablet is superimposed on each image.

Figure 6sThe expansion within a xanthan tablet undergoing hydration, shown
as the growth of a series of 200 µm concentric bands radiating from the
tablet center. Band 1 is the outermost and band 12 the innermost. y ) 0 mm
is the tablet center. The movement of the outermost edge of the tablet is also
shown. The thick line links the time points when each band first moved by 10
µm.
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The progressively increasing radius of each band could
correspond to expansion within the band, to displacement
following the expansion of deeper areas of the matrix, or
to a combination of both mechanisms. In Figure 7 the
analysis is extended by subtracting the radius of the
adjacent inner band from each band, leaving the endo-
genous expansion. This shows that expansion progressively
decreases deeper within the tablet and that the outer band
is still expanding at the end of the experiment.

To determine the relative penetration of the gel layer
into a tablet and the depths at which the movement of
microspheres occurred, the gel layer of a hydrated tablet
was gently removed with a small spatula and the size of
the residual core measured. The core of the tablet was hard

and appeared dry. In Figure 8 the initial tablet edge and
the limits of the gel layer are superimposed on the tracks
of the embedded microspheres. The extended tracks of
microspheres beyond the inner limit of the gel layer shows
that expansion had occurred deep in the core of the tablet
though had not yet reached the center.

When a bisected hydroxypropylmethylcellulose (HPMC)
tablet was examined (Figure 9), the pattern of microsphere
movements was more complex, with some microspheres
taking curved paths, rather than the linear trajectories
seen with intact tablets. Curved tracks predominated at
the corners of the tablet, reflecting the interplay between
axial and radial expansion. More unexpected were the
tracks of some microspheres that originated slightly away
from the corners and, while predominantly moving axially,
had an initial inward radial component that was later
replaced by an outward component. We suspect that this
pattern may be due to an inward pressure exerted by the
more rapidly expanding corners of the tablet that cause a
slight short-lived radial compression. The larger surface
area at the corners increases their exposure to water and
accordingly leads to a greater rate of expansion, which
produces a dumbbell shape.10

Examination of tablets containing different amounts of
microspheres (0-2.0% w/w) showed no discernible differ-
ence in their rates of expansion when recorded at 4 min
intervals and followed over 60 min, with each performed
in duplicate.

Discussion
We have demonstrated that it is possible to closely follow

events within a hydrating tablet and to follow its expansion
in the x and y axes but not concurrently in the z axis.

Figure 7sThe differential expansion between adjacent concentric bands in a
hydrating xanthan tablet, determined by subtracting the movement of the
adjacent inner band. Each band is 200 µm thick and band 1-2 is the outermost.

Figure 8sTracks made by fluorescent microspheres in a xanthan tablet
hydrating in 0.05 M NaCl over 80 min. The image is a maximum projection.
Also marked is the initial location of the tablet edge and the final limits, inner
and outer, of the gel layer.

Figure 9sThe expansion of a bisected hydroxypropylmethylcellulose tablet
after hydration. Upper panel: a maximum projected image showing the paths
followed by microspheres following hydration. The inclusion of the fluorophore
Congo red in the hydration medium makes the gel layer apparent. Lower
panel: the mapped tracks of identified microspheres, starting from their original
locations. Axial movements are in the vertical plane and radial movements in
the horizontal plane.
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The hydration cell, by preventing direct access by water
to the upper face of the tablet, effectively makes observa-
tion of only this face serve to cover a range of depths from
the outer limit of gel layer to the center of the tablet.
Prevention of direct hydration of the upper face is critical
because (i) the formation of an overlying gel layer would
quickly exceed the imaging depth of even a confocal
microscope, (ii) the opacity of the unhydrated polymer
would prevent imaging below the unhydrated surface, and
(iii) the accurate measurement of depth11 is especially
difficult through layers of progressively changing refractive
index. The prevention of direct hydration was achieved
with a silicon rubber membrane between the upper surface
of the tablet and the upper Petri dish and is further
enhanced once a gel layer has formed around the edge of a
tablet, which seals any residual gaps and prevents water
flowing across the upper surface. By imaging 100 µm below
the silicon rubber/tablet interface, we probably avoid any
interference between the polymer and the membrane.
However, an interaction can only be precluded either by
imaging at much greater depths, which is unfortunately
impractical, or by comparison of the experimental observa-
tions with similar observations from an unrelated tech-
nique, which is currently unavailable.

The use of intact tablets measures radial expansion
while bisected tablets permit the measurement of both
radial and axial expansion. Intact tablets, when confined
in our hydration cell, model a tablet of infinite axial
thickness in which only radial expansion can occur. The
curved and faster trajectories seen with microspheres at
the corners of bisected tablets is probably due to their
exposure to external water from two surfaces and generates
the dumbbell shape commonly observed with flat-faced
circular tablets. The bisected tablet is a better model of in
vivo hydration since it shows both axial and radial expan-
sion; however, the analysis of the tracks is much more
difficult, and this approach requires the physical cutting
of tablets, which may alter their performance.

Our measurements of expansion were made in unstirred
water, unlike the standard USP procedures for measuring
drug release which place tablets in a rotating cage or a
medium stirred by a paddle. Our experiment was therefore
a simplification of a tablet undergoing drug release since
erosion of the tablet was greatly reduced; however, it does
demonstrate that complex measurements are possible
within these tablets. The hydration cell could be modified
to permit both agitation of the hydrating medium and also
to allow fluid sampling to determine drug release rates,
thereby providing a more complete picture of in vitro
release.

A major assumption underlying the use of markers is
that they remain trapped within the matrix and do not
move independently. The linearity of their tracks, in
contrast to the random walks seen with Brownian motion,
confirms our expectation, based on their mass and the
viscosity of the gel that diffusion does not contribute
significantly to their movement. Also we found no evidence
that the initial inrush of water carried microspheres deeper
into the matrix. An additional assumption was that the
presence of the microspheres does not alter the perfor-
mance of the matrix; the small fraction of the matrix
occupied by the chemically inert microspheres makes this
assumption plausible, and experiments showed that
the expansion of tablets was unaffected by the presence
microspheres.

Early experiments tested silver granules, observed by
reflection, as nondiffusing markers, but their lower inten-
sity and irregular shape made tracking difficult and they
proved less satisfactory than fluorescent microspheres.
Undissolved particles of polymer and air bubbles could

potentiallly be used as markers, but air bubbles are only
found in hydrated regions of the gel layer and are unevenly
distributed, while the irregular shape of undissolved
polymer particles makes precise tracking difficult. Both air
bubbles and polymer particles can only be observed with
transmitted light which would preclude observation in the
poorly hydrated tablet core which is opaque.

The tracking software combined with CLSM imaging
was able to follow individual microspheres. Similar track-
ing of particulates has been employed to measure the
motion of individual particles on cell surfaces,12 sperm
motility,13 and rates of mucocillary clearance.14 The use of
a predictive tracking strategy is only appropriate because
the random walks seen with simple diffusion are not seen.
Our analysis requires that each microsphere is tracked
from its initial location, prior to hydration, over the whole
image sequence. This proved difficult for microspheres
originating close to the tablet edge, because the dramatic
initial swelling makes finding the subsequent location very
difficult. Increasing the frequency of images over the first
few minutes reduces this problem, though the changing
time intervals need to be incorporated into the predictive
part of tracking strategy.

To summarize the pattern of expansion, the tracks of
individual microspheres were grouped into bands of similar
depth and the normalized movements of each microsphere
were combined to obtain the changing radius of each band
(Figure 6). This treats each band as homogeneous, which
is reasonable given the radial symmetry of the expansion
and the relatively macroscopic level of investigation. Within
each band microspheres appeared to be randomly distri-
buted and each band contained many microspheres; how-
ever, it should be noted that the shrinking area covered
by bands closer to the center of the tablet progressively
reduces the number of associated microspheres and there-
fore the accuracy of the measurements. This could be
ameliorated by calculating the location of each microsphere
to subpixel accuracy.15 In the outermost band the assump-
tion of homogeneity of deformation is combined with the
difficulty of tracking the outermost microspheres and
produces an underestimate of the expansion. While this is
lessened by the ability to follow the outer gel edge, it could
be reduced by using thinner bands and by using more
frequent imaging in the initial period after hydration.

Overall we are able to quantify deformation throughout
a HM tablet and confirm that expansion reaches deep into
the tablet, well in advance of the limits of gel layer.
Expansion of the core, especially in HPMC matrix tablets
has been reported previously,16 but this is the first direct
observation made of the internal dynamics of the process.
The underlying mechanism is unclear, but we suspect
either the effect of water vapor moving ahead of the gel
front or that the gelation of the exterior reduces the
mechanical integrity of the tablet, releasing stresses stored
during compression. Prolonged exposure to water vapor
alone has been reported to cause axial expansion of HM
tablets1 albeit over a longer time scale.

It is also apparent that the outer layers of the these
tablets expanded dramatically and still continued to ex-
pand as deeper layers began to hydrate. In tablets made
from HPMC we have observed how rapid water uptake of
the constituent polymer particles then retards the total
water uptake by the whole tablet,17 but the time scale for
this process may differ between polymers. In addition, we
would anticipate finding, and being able to experimentally
differentiate between, hydrated matrixes with similar gel
layer thicknesses, but which have resulted from different
patterns of internal expansion. This could result in differ-
ent polymer distribution within the gel layer and altered
controlled release properties.
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Our method has similarities to studies of HM tablets
with magnetic resonance imaging that were used to follow
gross changes in the size of the gel layer18 and map water
mobility19 but cannot establish the local expansion within
the gel or dry core. At present, MRI imaging also has poorer
temporal and spatial resolution than CLSM.

There is considerable scope for extending the use of
embedded microspheres. We have used them to measure
syneresis in gels,20 and the technique would be suitable
for examining dehydration shrinkage. The method could
also be used to examine selected areas at much higher
magnifications, to isolate localized inhomogeneities that
undoubtedly exist. The development of techniques for
imaging deep within matrixes would make it feasible to
measure deformations in three dimensions.

Through measuring internal events within HM tablets
we believe it will become possible to elucidate the complex
events that underlie their performance. Although the
suggestion that “I have yet to see any problem, however
complicated, which when looked at in the right way, did
not become still more complicated”21 might be considered
to apply, we submit that the dynamics of drug release from
HM tablets are inherently complex and require models of
similar complexity founded on similarly detailed experi-
mental observations.
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Abstract 0 Halofantrine hydrochloride (Hf) is an orally active, highly
lipophilic antimalarial indicated for the treatment of multi-drug resistant
Plasmodium falciparum. In this study, we have examined the binding
profile of Hf to the various classes of human and beagle plasma
lipoproteins as such interactions have been implicated in a post-
prandial plasma lipoprotein-induced decrease in the total clearance
and volume of distribution of Hf. The distribution of Hf within plasma
was dominated by interaction with the various classes of plasma
lipoproteins, and the characteristics and extent of binding were
markedly different between species and between pre- and post-prandial
plasma. In an attempt to understand the basis for the differential
binding of Hf to the various lipoprotein fractions, the relationship
between the proportion of Hf associated with each lipoprotein fraction
(as a function of the respective mass of protein, triglyceride, cholesterol,
and phospholipid) was investigated. The data indicated that the
distribution of Hf between plasma lipoproteins was highly correlated
with the apolar lipid load of individual plasma lipoprotein fractions
suggesting that the mechanism of association was primarily via
solubilization in the lipoprotein apolar lipid core. These data suggest
that acute changes in plasma lipoprotein profiles, such as encountered
post-prandially or in disease states such as malaria, will likely have
an impact on the plasma lipoprotein binding of Hf.

Introduction
Halofantrine hydrochloride (Hf) is an orally adminis-

tered, highly lipophilic phenanthrenemethanol antima-
larial indicated for the treatment of acute infections caused
by multi-drug resistant Plasmodium falciparum and Plas-
modium vivax.1 Absorption of Hf after fasted oral admin-
istration is poor and highly variable, although the extent
of absorption is markedly enhanced when administered
post-prandially.2,3 The primary biopharmaceutical conse-
quence of post-prandial Hf administration is improved
solubilization within the bile salt rich post-prandial intes-
tinal environment leading to enhanced absorption.2 An
interesting secondary consequence of post-prandial admin-
istration is an apparent plasma lipoprotein-induced de-
crease in the clearance and volume of distribution of Hf.4

The distribution of Hf within beagle plasma is dominated
by interaction with plasma lipoproteins, with the charac-
teristics and extent of the binding reflecting the relative

pre- and post-prandial lipoprotein profiles.4,5 In beagles, a
significant temporal relationship was noted between the
association of Hf with lipoproteins and the post-prandial
reduction in total clearance (15%) and volume of distribu-
tion (21%).4 This effect was most likely mediated via a
reduction in the free fraction of Hf in plasma which
occurred secondarily to increased binding to plasma lipo-
proteins.4

The profile of plasma lipoproteins varies widely between
and within individuals as a function of age, gender,
co-administered drugs, diet, and disease states including
alcoholism, diabetes, and acute malaria,6,7 thereby raising
the possible specter of altered therapeutic profiles of highly
lipoprotein-bound drugs (such as Hf) under these circum-
stances.8 For example, it was recently demonstrated that
the IC50 of Hf determined in continuous in vitro culture of
P. falciparum was significantly increased when incubated
in the presence of 10% post-prandial serum.9 From a drug
targeting standpoint, as high-density lipoproteins (HDL)
are a major phospholipid source which can support the
intra-erythrocytic stage of parasite reproduction,10 the
possibility of HDL-associated uptake of Hf into infected
erythrocytes has been suggested.11 From a toxicological
standpoint, there appears to be a linkage between exces-
sively high plasma Hf concentrations and cardiac side
effects (typically observed as a lengthening of the QTc
interval) in patients with a preexisting cardiopathy.12 As
excessively high plasma concentrations of Hf are typically
observed after post-prandial administration, elucidation of
the distribution of Hf between post-prandial lipoproteins
may contribute to a better understanding of the possible
factors contributing to the changed QTc profiles.

In this study, we have extended our previous preliminary
examination5 of the in vivo lipoprotein binding of Hf in
beagle plasma to pre- and post-prandial human plasma.
In an attempt to understand the basis for the differential
binding of Hf across lipoprotein fractions, the relationship
between the proportion of Hf associated with each lipopro-
tein fraction (as a function of the respective mass of protein,
triglyceride, cholesterol and phospholipid) was investigated
between species in pre- and post-prandial states.

Materials and Methods
ChemicalssHalofantrine hydrochloride and Hf base were

obtained from SmithKline Beecham Pharmaceuticals (Brentford,
Middlesex, U.K.). Acetonitrile (Mallinckrodt, Paris, KY) and tert-
butyl methyl ether (Fluka, Buchs, Switzerland) were HPLC grade,
and sodium dodecyl sulfate (SDS, Eastman Kodak, Rochester, NY)
was electrophoresis grade. All other chemicals were at least AR
grade, and water was obtained from a Milli-Q (Millipore, Bedford,
MA) water purification system.
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Plasma Incubation StudiessBlank plasma was taken from
healthy male beagle dogs after either an overnight fast or 4 h after
ingestion of 400 g of standard canned dog food (average composi-
tion: 2.5% fat, 7.5% protein) supplemented with 50 mL of soybean
oil (a representative long-chain triglyceride). Human plasma was
obtained from a healthy male volunteer after either an overnight
fast or 4 h after ingestion of a lipid rich meal (fat content greater
than 50 g: MacDonalds Big Mac and french fries). Blood samples
were collected into sterile tubes, anti-coagulated with 1.5 mg mL-1

Na2EDTA, and centrifuged at 2000 rpm for 15 min, and the plasma
stored at 4-8 °C. For incubation studies, fresh blank plasma (used
within 3 h of collection) was prewarmed to 37 °C and spiked with
drug dissolved in ethanol (10 µL of ethanol per mL of plasma) to
provide a final drug concentration of 1000 ng mL-1 (Hf base
equivalents). The addition of up to 50 µL of ethanol per mL of
plasma does not have a discernible affect on plasma lipoprotein
concentrations or their respective composition or integrity.13 The
spiked plasma samples were incubated at 37 °C for 60 min in a
temperature-controlled water bath, and the samples were gently
swirled manually at 5 min intervals. At the conclusion of the
incubation period, samples were placed in an ice bath for at least
5 min prior to immediate density gradient ultracentrifugation.

The Hf distribution profiles from the in vitro spiking studies
were compared with the distribution profile of Hf in a plasma
sample taken from a fasted male beagle (3 yr, 18 kg) 30 min after
intravenous administration of a 2 mg kg-1 dose of Hf base prepared
in Intralipid.14

Lipoprotein SeparationsAfter incubation of plasma with Hf,
1 mL plasma samples were fractionated by single spin density
gradient ultracentrifugation as previously described.5,15 Briefly,
stock buffer for density gradient solutions contained 0.1% NaN3,
0.2% Na2EDTA, and 1.2% Tris base dissolved in distilled water
adjusted to pH 7.4, which was stored at room temperature after
filtration. Density gradient solutions were prepared by adding
appropriate quantities of KBr to a plasma background solution,
and the solution densities were confirmed using refractometry. The
density gradient was formed in a 4 mL centrifuge tube (Seton
Scientific, Sunnyvale, CA), and the samples were centrifuged at
15 °C for 19 h at 58 000 rpm (Sorvall OTD65B Ultracentrifuge,
Newtown, CT) using a SW 60 rotor (Beckman, CA). Plasma
samples were separated into the following fractions: triglyceride
rich lipoproteins (TRL, which includes VLDL and chylomicrons),
low-density lipoproteins (LDL), high-density lipoproteins (HDL),
and lipoprotein deficient plasma (LPDP). In a minor modification
to our previous technique,4,5 the majority of TRL was first
recovered from the top of the centrifuge tube by needle aspiration
of 2 × 200 µL aliquots. This modification improved the separation
of post-prandial TRL and minimized potential contamination of
the more dense fractions with TRL. The LDL, HDL, and the LPDP
fractions were then obtained using a fraction collection system
(Beckman, CA) where a high-density solution (Fluorinert, Sigma
Chemicals, St Louis, MO) was pumped into the bottom of each
centrifuge tube at 24 mL h-1, the eluent was collected from the
top of the tube and passed through a UV detector set at 280 nm
(to identify peak elution via monitoring of lipoprotein-associated
protein), prior to the automated collection of 18 × 200 µL aliquots.

Each aliquot was analyzed for total protein (TP), total choles-
terol (CH), free cholesterol (FC), triglyceride (TG), and phospho-
lipid (PL) using commercial enzymatic colorimetric kits (Bohringer
Mannheim, Germany) running on a Cobas BIO clinical analyzer
(Roche, Basle, Switzerland). The analyzer was externally cali-
brated for each run and quality control samples were run on a
weekly basis. In aliquots from beagle plasma, the amount of
cholesteryl ester (CE) was calculated as the difference between
the measured CH and FC values, whereas in aliquots from human
plasma the mass of CE was calculated as a fixed percentage of
the measured TC value for each individual lipoprotein fraction.16

The individual cholesterol and triglyceride concentration profiles
in each aliquot were used to define the respective TRL, LDL, HDL,
and LPDP fractions. Typically, the two aspirated aliquots were
combined with the initial two aliquots obtained using the fraction
recovery system (i.e., aliquots 3 and 4) and designated as the TRL
fraction, aliquots 5-11 were combined for the LDL fraction,
aliquots 12-17 were combined for the HDL fraction, and aliquots
18-20 were combined for the LPDP fraction.

Analysis of Hf in Lipoprotein FractionssThe concentration
of Hf in plasma and individual lipoprotein fractions was deter-
mined using a validated assay.17 Due to the logistical difficulty in

obtaining sufficient quantities of blank lipoproteins to routinely
prepare standard curves for each individual lipoprotein fraction,
spiked blank plasma was used to prepare standard curves on a
daily basis. The validity of this approach was confirmed by the
similarity in the ratio of the peak area/concentration values (<5%)
from standard curves prepared using either plasma or specifically
isolated lipoprotein.

Compositional Analysis of LP FractionssTo explore the
basis for the distribution of Hf between lipoprotein fractions, the
compositional profile of individual lipoprotein fractions based on
measured PL, CH, FC, CE, TG, and TP values were assessed in
the following manner. The mass of apolar lipid, which effectively
constitutes the hydrophobic core of lipoproteins, was calculated
for each respective fraction as the sum of the CE and TG content.
The volume of the hydrophobic core was calculated assuming
individual lipoprotein particles to be spherical, with each lipopro-
tein fraction having a similar gross structure including a 20.5 Å
thick surface monolayer as previously described.18 The following
average values16 for the density (F) and average radius (r) of
human lipoproteins were used to calculate the volume of the
hydrophobic core and the surface area of individual human
lipoprotein fractions: VLDL, r ) 275 Å, F ) 989 mg mL-1; LDL,
r ) 100 Å, F ) 1042 mg mL-1; HDL, r ) 37.7 Å, F ) 1136.5 mg
mL-1. The volume and surface area values of lipoprotein fractions
from beagle plasma could not be estimated as published density
and radius data were not available.

Results

The lipoprotein fraction isolation procedure employed in
the current study was modified to better separate the
increased quantities of TRL present in post-prandial
plasma compared with our previous technique designed for
pre-prandial plasma.4,5 Figure 1 depicts a typical separa-
tion profile of post-prandial human plasma when monitored
using the TG and TC concentrations present in individual
fractionation aliquots. Importantly, there was distinct
separation of TG associated with the sequential TRL and
LDL fractions indicating an excellent separation profile.

The distribution of Hf between lipoprotein fractions
obtained after in vitro spiking of pre-prandial beagle
plasma with an ethanolic Hf‚HCl solution, or from a blood
sample taken from a pre-prandial beagle after intravenous
administration of Hf base (sample taken at 30 min post-
dosing as this afforded a plasma Hf concentration of
approximately 1000 ng mL-1), are presented in Table 1.

Figure 1sRepresentative profile of total cholesterol (b) and triglyceride (2)
concentrations as a function of fractionation aliquot obtained after density
gradient ultracentrifugation of 1 mL of post-prandial human plasma. Aliquots
1−4 were combined for the TRL fraction, aliquots 5−11 for the LDL fraction,
aliquots 12−17 for the HDL fraction, and aliquots 18−20 were designated as
the LPDP fraction.
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Greater than 90% of Hf present in either plasma sample
was accounted for in the TRL, LDL, HDL, and LPDP
fractions. The utility of the in vitro spiking procedure was
confirmed by the similar distribution profiles of Hf between
the various lipoprotein fractions isolated from either the
in vitro or in vivo samples.

Table 2 describes the lipoprotein distribution of Hf in
spiked pre- and post-prandial human and beagle plasma
when incubated with Hf using the validated in vitro
procedure. The distribution of Hf in beagle and human
plasma was dominated by significant binding to lipopro-
teins as 54.8% of Hf was lipoprotein bound in fasted human
plasma, and 64.6% was lipoprotein bound in fasted beagle
plasma. Additionally, there were increases in the extent
of Hf binding by lipoproteins in pre-prandial compared with
the post-prandial state (an 18.2% increase in human
plasma, and a 10.7% increase in beagle plasma).

Although the extent of lipoprotein binding of Hf was
similar between man and dog, analysis of the distribution
of Hf between individual lipoprotein fractions indicated
substantial species differences. For example, a much larger
proportion of the plasma concentration of Hf was carried
in TRL and LDL fractions in human plasma compared with
beagle plasma, whereas the proportion of Hf carried in
HDL was 6-8-fold higher in beagle plasma compared with
human plasma (Table 2).

Assessment of the distribution of Hf between pre- and
post-prandial lipoprotein classes demonstrated increased
amounts of drug associated with the lipid rich TRL fraction
of post-prandial plasma with an average 2-fold increase
observed in human plasma, and a 8-fold increase in beagle
plasma. In contrast, there were decreases in the proportion
of Hf associated with post-prandial LDL and LPDP frac-
tions in human and beagle plasma, and HDL in beagle
plasma. The proportion of Hf in human HDL was low (6%)
and apparently unchanged in pre- and post-prandial hu-
man, whereas a much larger proportion of Hf was associ-
ated with HDL in pre-prandial beagle plasma (51%) which
decreased in the post-prandial state.

The mass of TG, CH, FC, CE, PL, and TP determined in
each lipoprotein fraction isolated from the Hf spiked pre-
and post-prandial human and beagle plasma are presented
in Table 3, with the values for human lipoproteins being
similar to literature reports.19 Data are also presented
describing the individual quantities of apolar lipid (i.e. TG
+ CE) and total lipid (TC + TG + PL) present in the
various isolated lipoprotein fractions.

Discussion
In a preliminary communication, we demonstrated that

Hf was highly associated with lipoproteins in beagle
plasma, and that the characteristics of association were
altered when the concentration profile of plasma lipids
increased post-prandially.5 The primary change was an
increased proportion of Hf associated with TRL in post-
prandial plasma, and from a pharmacokinetic standpoint,
this was accompanied by a reduction in drug clearance and
volume of distribution which most likely arose through
reduction in the plasma free fraction of drug.4 In this study,
we have examined the association of Hf with human
plasma lipoproteins (as a possible indicator of similar
effects in humans) and explored correlations between the
association of Hf with lipoproteins and the mass of protein,
triglyceride (TG), cholesterol (CH), and phospholipid (PL)
within specific lipoprotein classes as a possible predictor
of the basis for the interaction.

It was only possible to study the association of Hf with
human plasma lipoproteins in an in vitro setting as an
acceptable intravenous formulation for human administra-
tion was not available,20 and potential toxicity concerns
precluded post-prandial oral administration to healthy
volunteers.12 Consequently, it was necessary to demon-
strate the equivalence of a plasma spiking methodology
which afforded a Hf lipoprotein binding profile representa-
tive of the in vivo situation.

Employing beagles as a test species, the data in Table 1
indicates that the binding profile of Hf across lipoprotein
fractions in plasma sampled after intravenous drug ad-
ministration was essentially identical to that obtained after
fractionation of plasma spiked with Hf, thereby indicating
the equivalence of the spiking methodology. Similar in vivo
and in vitro lipoprotein distribution profiles have been
reported for cyclosporin when small volumes of ethanol
were used as the plasma spiking solvent.21

Application of this spiking methodology to pre- and post-
prandial human plasma, and subsequent fractionation of
plasma into TRL, LDL, HDL, and LPDP subgroups,
indicated that Hf was also significantly bound to pre- and
post-prandial human plasma lipoproteins although the
distribution profile was markedly different to that observed
in beagles (Table 2). Broadly, the proportion of Hf associ-
ated with the TRL and LDL fractions was higher in
humans compared with beagles, whereas the proportion
of Hf associated with HDL was much higher in beagles.
These findings reflect the broad species differences in
lipoprotein profiles (Table 3) where a larger proportion of
human plasma lipid is carried by TRL and LDL fractions,

Table 1sPercentage Distribution of Hf between Plasma Lipoprotein Fractionsa (Mean ± SD, n ) 3) Obtained after in Vitro Incubation of Fasted
Beagle Plasma with Hf‚HCl Dissolved in Ethanol (10 µL/mL Plasma) and from an in Vivo Plasma Sample Taken from a Fasted Beagle 30 min after
Intravenous Administration of 2 mg kg-1 Hf Base

treatment TRL LDL HDL LPDP recovery (%)b

in vitro incubation of fasted plasma with Hf‚HCl 3.3 ± 0.9 10.1 ± 0.8 51.2 ± 4.4 35.4 ± 2.7 93.8 ± 3.7
in vivo plasma sample after IV administration of Hf base 3.2 ± 0.5 8.9 ± 0.4 52.3 ± 1.2 35.2 ± 1.4 101.3 ± 1.4

a TRL, triglyceride rich lipoproteins which include VLDL and chylomicrons; LDL, low-density lipoproteins; HDL, high-density lipoproteins; LPDP, lipoprotein
deficient plasma. b Recovery is defined as the % mass of drug recovered after plasma fractionation divided by the mass of drug present in the original sample
(as either the in vitro spike or the plasma Hf concentration in the in vivo sample).

Table 2sPercentage Distribution of Halofantrine (Hf) between Plasma
Lipoprotein Fractionsa (Mean ± SD, n ) 3) Obtained after in Vitro
Incubation of 1000 ng mL-1 Hf‚HCl with Plasma Obtained from Pre-
and Post-prandial Human Subjects, and Pre- and Post-prandial
Beagles

percentage distribution of Hf

in human plasma in beagle plasma
lipoprotein

fraction pre-prandial post-prandial pre-prandial post-prandial

TRL 17.3 ± 1.2 39.7 ± 1.2b 3.3 ± 0.9 26.6 ± 2.0b

LDL 31.5 ± 0.2 18.6 ± 1.0b 10.1 ± 0.8 7.5 ± 1.1b

HDL 6.1 ± 0.6 6.5 ± 2.4 51.2 ± 4.4 37.5 ± 0.9b

total LP binding 54.8 ± 0.9 64.8 ± 3.2b 64.6 ± 2.7 71.5 ± 1.4b

LPDP 45.2 ± 0.9 35.2 ± 3.2b 35.4 ± 2.7 28.5 ± 1.4b

% recoveryc 99.1 ± 4.4 109.1 ± 1.6 93.8 ± 3.7 90.2 ± 4.0

a TRL, triglyceride rich lipoproteins which include VLDL and chylomicrons;
LDL, low-density lipoproteins; HDL, high-density lipoproteins; LPDP, lipoprotein
deficient plasma. b Significantly different to the corresponding pre-prandial value
(p < 0.05). c Recovery is defined as the % mass of drug recovered after plasma
fractionation divided by the mass of drug present in the original sample.
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whereas HDL are the major lipid carrier in dogs. The post-
prandial state induced significant changes in the distribu-
tion of Hf between plasma lipoprotein fractions, with
increased proportions of Hf in the TRL fractions in both
human and beagle plasma at the expense of a species-
dependent decrease in the proportion of Hf in LDL and
HDL fractions (Table 2). Unfortunately, toxicity concerns
and related ethical issues precluded our assessment of the
post-prandial pharmacokinetics of Hf in human volunteers.
However, as the in vitro studies identified increased post-
prandial lipoprotein binding of Hf in human plasma, this
suggests the possibility of a potential decrease in clearance
and volume of distribution (as observed in the beagle
studies).4

Historically, methods used to quantify drug-lipoprotein
interactions have been modifications of classical protein
binding experiments. Typically, individual association
constants (K) and the number of binding sites (n) associated
with drug-lipoprotein binding are generated from study
of the interaction between a drug substrate and isolated
fractions using Scatchard-type analyses. Subsequently, an
indication of the overall lipoprotein binding profile is
obtained from the product of the affinity constant, the
apparent number of binding sites and the estimated
concentration of each lipoprotein class in plasma.22 The
lipoprotein binding profile of drugs such as anthracycline,23

ticlopidine and PCR2362,24 nicardipine,25 propranolol,22 and
etretinate and acitretin26 have been assessed in this
manner. In contrast to the majority of drug-plasma protein

interactions, the nature of the lipoprotein association
profiles for these compounds is nonsaturable, which only
allows for calculation of the overall binding capacity from
the product of the association constant and the number of
binding sites. In each of the above examples, the order of
the lipoprotein binding capacity (expressed per mole of
lipoprotein) was VLDL > LDL > HDL, and the binding
was seemingly related to the size and/or overall lipid
content of the lipoprotein subclasses. In each case, it was
suggested that the nonsaturable nature of the binding, and
the apparent correlation of the binding capacity with the
size and/or lipid content of the lipoproteins indicated that
the binding interaction was solubilization-based rather
than a specific binding phenomenon.

To investigate solubilization as the basis for the interac-
tion of Hf with the various lipoprotein fractions, correla-
tions were investigated between the amount of Hf present
in individual fractions and the corresponding mass of total
protein, phospholipid, triglyceride, and apolar lipid in
human and beagle plasma lipoproteins (Figures 2 and 3,
respectively). In beagle and human plasma, the Hf distri-
bution profile was poorly correlated with individual lipo-
protein surface constituents (protein and phospholipid),
reasonably correlated with TG profiles in human compared
with beagle lipoproteins, and better correlated with the
mass of the apolar lipid core (TG + CE) in both human
and beagle lipoprotein fractions.

As representative dimensions were available for the
various lipoprotein fractions in human plasma,16 this

Table 3sQuantities of Plasma Lipids and Protein from Isolated Lipoprotein Fractions (Mean ± SD, n ) 3) in Pre- and Post-prandial Human and
Beagle Plasma (Lipoprotein Fractions Are the Same as Those Used To Determine the Distribution of Hf Described in Table 2)

human plasma beagle plasma

lipoprotein composition (mg mL-1) pre-prandial post-prandial pre-prandial post-prandial

TRL fraction
total cholesterol 0.20 ± 0.01 0.27 ± 0.02a 0.05 ± 0.00 0.07 ± 0.00a

cholesterol ester 0.13 ± 0.01 0.17 ± 0.01a 0.05 ± 0.00 <0.05
free cholesterol 0.07 ± 0.00 0.09 ± 0.01a <0.05 0.11 ± 0.00a

triglyceride 0.38 ± 0.05 1.38 ± 0.05a 0.12 ± 0.00 0.87 ± 0.02a

phospholipid 0.11 ± 0.07 0.20 ± 0.07 0.04 ± 0.00 0.14 ± 0.00a

protein <0.15 <0.15 <0.15 <0.15
apolar lipid (TG + CE) 0.51 ± 0.06 1.55 ± 0.06a 0.17 ± 0.00 0.84 ± 0.01a

total lipid (TC + TG + PL) 0.68 ± 0.12 1.86 ±0.14a 0.21 ± 0.00 1.09 ± 0.02a

apolar lipid/total plasma lipid (%) 15.43 ± 1.64 36.38 ± 1.44a 3.28 ± 0.04 13.10 ± 0.19a

apolar lipid/plasma apolar lipid (%) 25.33 ± 1.41 52.05 ± 2.53a 10.70 ± 0.40 35.50 ± 1.71a

LDL fraction
total cholesterol 0.89 ± 0.06 0.86 ± 0.02 0.24 ± 0.00 0.23 ± 0.00
cholesterol ester 0.72 ± 0.05 0.69 ± 0.02 0.18 ± 0.00 0.19 ± 0.00
free cholesterol 0.17 ± 0.01 0.17 ± 0.00 0.05 ± 0.00 0.05 ± 0.00
triglyceride 0.29 ± 0.00 0.24 ± 0.03 0.14 ± 0.01 0.17 ± 0.01
phospholipid 0.41 ± 0.17 0.30 ± 0.07 0.25 ± 0.01 0.26 ± 0.02
protein 0.20 ± 0.20 0.20 ± 0.00 <0.15 <0.15
apolar lipid (TG + CE) 1.01 ± 0.05 0.93 ± 0.05 0.32 ± 0.01 0.35 ± 0.01
total lipid (TC + TG + PL) 1.59 ± 0.21 1.40 ± 0.08 0.63 ± 0.01 0.66 ± 0.03
apolar lipid/total plasma lipid (%) 30.72 ± 2.93 21.84 ± 1.94 6.09 ± 0.22 5.53 ± 0.13
apolar lipid/plasma apolar lipid (%) 50.41 ± 1.12 31.18 ± 1.12a 19.90 ± 0.29 15.00 ± 0.84a

HDL fraction
total cholesterol 0.40 ± 0.03 0.37 ± 0.02 1.41 ± 0.06 1.32 ± 0.03
cholesterol ester 0.32 ± 0.02 0.30 ± 0.02 1.09 ± 0.06 1.00 ± 0.02
free cholesterol 0.08 ± 0.00 0.07 ± 0.00 0.31 ± 0.00 0.33 ± 0.01
triglyceride 0.16 ± 0.01 0.21 ± 0.04 0.04 ± 0.00 0.17 ± 0.13
phospholipid 0.47 ± 0.12 0.46 ± 0.11 3.03 ± 0.07 3.16 ± 0.05
protein 2.20 ± 0.92 2.07 ± 0.81 3.43 ± 0.08 3.21 ± 0.05
apolar lipid (TG + CE) 0.48 ± 0.03 0.50 ± 0.05 1.13 ± 0.07 1.17 ± 0.10
total lipid (TC + TG + PL) 1.03 ± 0.14 1.03 ± 0.10 4.47 ± 0.05 4.66 ± 0.05
apolar lipid/total plasma lipid (%) 14.78 ± 1.33 11.77 ± 1.61 21.20 ± 1.20 18.30 ± 1.61
apolar lipid/plasma apolar lipid (%) 24.26 ± 0.29 16.78 ± 1.42a 69.40 ± 0.65 49.50 ± 2.54a

whole plasma
total lipid (TC + TG + PL) 3.30 ± 0.46 4.28 ± 0.28 5.31 ± 0.07 6.40 ± 0.02a

total apolar lipid (TG + CE) 2.00 ± 0.14 2.99 ± 0.07a 1.63 ± 0.08 2.36 ± 0.09a

a Significantly different to the corresponding pre-prandial value (p < 0.05).

Journal of Pharmaceutical Sciences / 381
Vol. 88, No. 3, March 1999



enabled estimation of the surface area and hydrophobic
core volume parameters for each lipoprotein fraction in
human plasma. Figure 4 presents the relationship between
the mass of Hf present in each fraction and these calculated
parameters. There was a poor correlation with the respec-

tive surface area of individual fractions, but an improved
correlation with the calculated volume of the hydrophobic
core of the lipoprotein fractions.

The positive correlation between the mass of Hf in each
lipoprotein fraction and the mass of apolar lipid as depicted
in Figures 2 and 3, and the calculated volume of the
hydrophobic core presented in Figure 4, was consistent
with solubilization of Hf in the apolar lipid core and
inconsistent with a specific interaction with surface groups
or apolipoproteins. Furthermore, the correlation param-
eters were similar for all lipoprotein groups in human and
beagle plasma (Figures 2 and 3), indicating that the
binding/solubilization of Hf was independent of the lipo-
protein fraction, relative lipid load, and species. These data
indicated that the quantity of Hf solubilized per mg of
lipoprotein apolar lipid was effectively constant regardless
of the overall lipoprotein composition. On first inspection,
these data were surprising as significant compositional
differences exist between TRL, LDL, and HDL and across
species. However, although the percentage composition of
lipoproteins varies with the changing particle sizes (e.g.
smaller lipoproteins such as HDL have proportionally more
surface material such as PL and protein), the nature of the
hydrophobic apolar core lipids is largely invariant such that
their capacity to solubilize Hf was proportional to the
respective mass of apolar lipid.

These data suggest that the trend governing the associa-
tion of Hf with lipoprotein fractions was the quantity of
apolar lipid in each of the respective fractions. Although
the decreased proportion of Hf present in post-prandial
LDL compared with pre-prandial LDL (despite the mass
of LDL apolar lipid remaining relatively constant) (Tables
2 and 3) appears to contradict this scenario (Table 2), the
actual driving force behind the lipoprotein distribution of
Hf was the proportional distribution of lipids across the

Figure 2sCorrelation between the mass of Hf present in pre-prandial (open
symbols) and post-prandial (closed symbols) HUMAN plasma lipoprotein
fractions and the mass of specific lipoprotein components present in the
individual TRL (b); LDL (9), and HDL (2) fractions. (A) Correlation with the
mass of phospholipid per fraction (r2 ) 0.14). (B) Correlation with the mass
of protein per fraction (r2 ) 0.50). (C) Correlation with the mass of triglyceride
per fraction (r2 ) 0.66). (D) Correlation with the mass of apolar lipid per
fraction (r2 ) 0.88).

Figure 3sCorrelation between the mass of Hf present in pre-prandial (open
symbols) and post-prandial (closed symbols) BEAGLE plasma lipoprotein
fractions and the mass of specific lipoprotein components present in the
individual TRL (b); LDL (9) and HDL (2) fractions. (A) Correlation with the
mass of phospholipid per fraction (r2 ) 0.79). (B) Correlation with the mass
of protein per fraction (r2 ) 0.81). (C) Correlation with the mass of triglyceride
per fraction (r2 ) 0.01). (D) Correlation with the mass of apolar lipid per
fraction (r2 ) 0.93).

Figure 4sCorrelation between the mass of Hf present in individual pre-prandial
(open symbols) and post-prandial (closed symbols) HUMAN lipoprotein fractions
(TRL (b), LDL (9), HDL (2)) and the calculated surface area of the individual
lipoprotein fractions ((A) r2 ) 0.52) and the calculated volume of the
hydrophobic core of the individual lipoprotein fractions ((B) r2 ) 0.93).
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lipoprotein fractions and not their absolute masses. There-
fore, although the mass of apolar lipid in LDL was similar
between pre- and post-prandial states, the proportion of
apolar plasma lipid carried by LDL decreased due to the
increased quantity of apolar lipid present in the TRL
fraction. From consideration of the proportional distribu-
tion of apolar lipid, Figure 5 presents the combined
correlation between the proportion of Hf between lipopro-
tein fractions from pre- and post-prandial beagle and
human plasma and the proportional distribution of apolar
lipid across the individual fractions. The significant cor-
relation between these parameters across species, lipopro-
tein fractions, and pre- and post-prandial states supports
the contention that the apolar lipid content of the indi-
vidual lipoprotein fractions is the basis for the lipoprotein
distribution of Hf.

For drugs with significant lipoprotein binding, the overall
binding profile can be estimated from the product of the
binding capacity per mole (nK) and the concentration of
each individual lipoprotein fraction in plasma. Therefore,
as the relative concentrations of plasma lipoprotein frac-
tions are VLDL (≈0.1 µM) < LDL (≈1 µM) < HDL (≈11
µM),23,24,26 the distribution profile of lipophilic drugs often
reflects the relative lipoprotein concentrations such that a
larger proportion of the drug is carried by HDL or LDL as
observed for ticlopidine,24 nicardipine,25 diclofenac,27 and
propranolol.22 Employing this approach, Cenni and co-
workers28 recently determined the in vitro binding con-
stants (nK) of Hf to human serum constituents (LDL and
HDL, human serum albumin R1-acid glycoprotein) and
predicted that a significant proportion of Hf in plasma
would be associated with lipoproteins. On the basis of the
calculated binding constants, Cenni and co-workers pre-
dicted that approximately 67% of Hf in serum would be
associated with LDL, about 25% with HDL and that the
unbound fraction of Hf in blood would be as low as 0.4%.
The marked differences between the data reported in this
study and the predicted Hf distributions described by Cenni
and co-workers28 are likely to be (at least in part) a result
of an erroneous assumption of minimal Hf binding to TRL.
This assumption was based on results of preliminary gel
filtration chromatography studies for Hf binding to serum
constituents where the recovery of Hf was only 40%.
Therefore, the low recovery of Hf from the preliminary gel

filtration studies may have clouded the accuracy of the
binding profile such that significant binding of Hf with
constituents such as TRL was not observed. We believe that
the direct method of estimating the plasma lipoprotein
binding profile of Hf in plasma employed in the current
study yields a more accurate estimate of the overall
lipoprotein binding and plasma distribution of Hf.

In summary, the results from this study extends to
human plasma the previously identified changes in the
post-prandial distribution of Hf in beagle plasma, and
raises the possibility of a decrease in Hf clearance and
volume of distribution in post-prandial compared with pre-
prandial human subjects. The data from this study indicate
that the distribution of Hf among plasma lipoproteins was
highly correlated with the apolar lipid load of individual
plasma lipoprotein fractions thereby suggesting that the
mechanism of Hf association with plasma lipoprotein was
primarily via solubilization in the apolar lipid core. Fur-
thermore, these findings suggest that acute changes in
plasma lipoprotein distributions, such as encountered post-
prandially or in disease states such as malaria, may
markedly affect the plasma lipoprotein binding of Hf (and
other highly lipophilic drugs).
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Abstract 0 Burger’s two polymorphs of tolbutamide (TB), an oral
hypoglycemic agent, were obtained by spray-drying the drug dissolved
in a mixed solvent of ethanol/dichloromethane (Form IV) and allowing
Form IV to stand at constant temperatures and humidities (Form II).
These polymorphs were characterized by various physical methods
[e.g., powder X-ray diffractometry, differential scanning calorimetry,
infrared spectrometry, and solid-state carbon-13 nuclear magnetic
resonance (13C NMR) spectroscopy] and compared with two other
TB polymorphs Forms I and III. The 13C NMR spectra showed that
the chemical shift and the peak shape of resonance associated with
the toluene and n-butyl moieties of TB were different for each of the
four polymorphs, whereas the carbonyl carbon was unchanged,
indicating different conformations and molecular motions of the toluene
and n-butyl moieties in the solid states. Form IV converted itself to
Form II within 3 h when it was stored at 45 °C and 75% relative
humidity (RH) and, in turn, Form II transformed to Form I at higher
temperatures. The conversion of Form IV to Form II proceeded
according to a zero-order equation (Polany−Winger equation), and
that of Form II to Form I according to a first-order equation. The
increase in RH accelerated the polymorphic transition of Form IV.
Both the apparent dissolution rate and the solubility of Form IV were
nearly identical with those of Form II, because the former changed to
the latter during the dissolution, but their dissolution rates and solubility
were higher than those of Forms I and III. These dissolution
characteristics of TB polymorphs were reflected in the oral absorption
behavior in dogs; that is, the bioavailability increased in the order
Form I < Form III < Form II ≈ Form IV.

Introduction
Pharmaceutical solids can exist in different crystal forms,

such as crystalline, amorphous, or glass, and also in

solvated or hydrated states.1-3 Because of the difference
in molecular packing, polymorphic forms of solid drugs
influence their dissolution rate, solubility, stability, bio-
availability, pharmaceutical manufacturing, etc.4-6 There-
fore, some of the most important components of pharma-
ceutical solid formulation are the detection of as many
polymorphs as possible, as well as their characterizations
and selection of the desired ones. Tolbutamide [1-butyl-3-
{4-methylphenylsulfonyl)urea, TB] is an oral hypoglycemic
agent used clinically in the treatment of insulin-dependent
diabetic patients.7 Early studies have suggested that TB
has several polymorphs in the solid states.8-17 For example,
Simmons et al.8 reported the presence of two polymorphs,
whereas Burger et al.9 and Traue et al.14 suggested the
existence of four polymorphs. The Simmons’s Forms A and
B are identical with the Burger’s Form I and III, respec-
tively, and have been well characterized. However, Burger’s
Forms II and IV have been not fully characterized; for
example, the diffraction pattern of the Georgarakis’s Form
II is different from that of the Al-Saieq’s Form II but
resembles that of Form IV.11,15 In this study, two poly-
morphs (Forms II and IV) of TB were prepared and
characterized by various physical methods [e.g., powder
X-ray diffractometry (PXRD), differential scanning calo-
rimetry (DSC), infrared (IR) spectrometry, and solid-state
carbon-13 nuclear magnetic resonance (13C NMR) spec-
troscopy] and compared with the TB polymorphs Forms I
and III reported by Simmons et al.8 Furthermore, the
polymorphic transition behavior of Form IV was investi-
gated. Because TB is a poorly water-soluble drug with
several different polymorphs, its tablets are obligated to
pass the dissolution test in Japanese Pharmacopoeia.18 The
dissolution and in vivo absorption behavior of Form IV in
dogs were compared with those of Forms I, II, and III.* To whom correspondence should be addressed. Telephone and
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Experimental Section
MaterialssTB (purity > 99%) and chlorpropamide were do-

nated by Nippon Hoechst-Marion-Roussel Ltd. (Tokyo, Japan) and
Ono Pharmaceutical Company (Osaka, Japan), respectively. Other
chemicals and solvents were of analytical reagent grade, and
deionized double-distilled water was used throughout the study.

ApparatussThe PXRD patterns were measured with a Rigaku
Rint-2500 diffractometer (Tokyo, Japan) under the following
conditions: Ni-filtered Cu-KR radiation (1.542 Å), a voltage of
40 kV, a current of 40 mA, a divergent slit of 1.74 mm (1°), a
scattering slit of 0.94 mm (1°), a receiving slit of 0.15 mm, and a
goniometer angular increment of 1°/min. The theoretical diffraction
profiles on the basis of single-crystal X-ray analysis data were
drawn using the teXsan crystallographic software package of
Molecular Structure Corporation19 on a Silicone Graphics IRIS
Indigo work station (U.S.A.). The DSC analyses were carried out
using a Perkin-Elmer DSC-7 thermal analyzer (Norwalk, CT) with
a data analysis system (DEC station 325C computer, U.S.A.),
operated with sample weights of 5 mg and a scanning rate of 10
°C/min. The heat fusion was calibrated with indium (purity,
99.999%; melting point, 156.4 °C; ∆H 28.47 mJ/mg; heating rate,
10 °C/min). Fourier transform infrared (FT-IR) spectra were
recorded using a JEOL JIR-6500 FT-IR spectrometer (Tokyo,
Japan) on samples prepared with KBr. The solid-state 13C NMR
spectra were taken on a JEOL JNM EX-270 spectrometer with a
cross polarization/magic angle spinning (CP/MAS) accessory (To-
kyo, Japan). The operating conditions were 270 MHz (1H) and 25
°C. The CP radio frequency field strength was about 56 kHz, the
contact time was 5 ms and the MAS rate was 6 kHz. The 13C NMR
chemical shifts were measured with respect to the resonance of
tetramethylbenzene (17.3 ppm downfield from the resonance of
tetramethylsilane). The chemical shift of TB was assigned accord-
ing to the report of Ueda et al.20 Crystal appearance was observed
with a scanning electron microscope (SEM) instrument (Hitachi-
Akashi S-501, Tokyo, Japan), after crystals were mounted onto
an SEM sample stub with double-sided sticky tape and coated with
gold by a direct current sputter technique.

Preparation of TB PolymorphssForm I of TB was prepared
according to the method of Simmons;8 that is, TB (5 g) was
dissolved in benzene (10 mL) at 70 °C, and then hexane (5 mL)
was slowly added. The resulting solution was allowed to stand at
room temperature. Form III was prepared by dissolving TB (5 g)
in ethanol (10 mL) at 60 °C, slowly adding warm water, and
allowing the resulting solution to stand at room temperature.8
Form II was prepared by storing Form IV at 60 °C, 75% RH for
10 min. Form IV was prepared by the spray-drying method; that
is, TB was dissolved in the mixed solvent ethanol/dichloromethane
(1.2:1 v/v, 150 mL) and subjected to spray-drying, using a Pulvis
GA32 Yamato spray-drier (Tokyo, Japan) under the following
conditions: an air flow rate of 0.4 m3/min, an air pressure of 1.0
kgf/cm3, and inlet and outlet temperatures of 85 and 55 °C,
respectively.

Aging StudiessThe test powder (about 300 mg, <100 mesh)
was placed in glass containers in desiccators at constant humidity
(saturated solutions of potassium acetate, sodium bromide dihy-
drate, and sodium chloride at 22%, 50% and 75% RH, respectively),
and then stored in incubators at constant temperatures (35-70
°C).21,22 The phase change of TB crystals was monitored by PXRD.

Dissolution StudiessThe dissolution rate of TB polymorphs
was measured according to the dispersed amount method.23 A fixed
amount (100 mg, <100 mesh) of TB polymorphs was put into 25
mL of Japanese Pharmacopoeia XIII (JP XIII) second fluid (pH
6.8) and stirred at 91 rpm at 37 °C. At appropriate intervals, an
aliquot (1.0 mL) was withdrawn with a cotton plugged pipet and
analyzed for TB spectrophotometrically at 230 nm. To monitor the
polymorphic change of TB during the dissolution, DSC curves were
made of the powder suspended in the medium after drying under
reduced pressure for 1 day.

Absorption StudiessThe absorption studies were carried out
using male beagle dogs (9-11 kg) that were fasted for 24 h before
drug administration. The sample (equivalent to 100 mg/body) was
wrapped in a wafer and administered orally with water (50 mL),
using a catheter. Blood samples (1 mL) were withdrawn from the
cephalic vein with a heparinized injection syringe and centrifuged
at 1100 × g for 10 min. The plasma (0.2 mL) was added to the
solution containing an internal standard, chlorpropamide (1.0 mg/
mL, 0.5 mL), and extracted with ethyl ether (4.0 mL). The organic

phase (3.0 mL) was evaporated, the residue was dissolved in
acetonitrile (0.1 mL), and TB was determined by high-performance
liquid chromatography (HPLC) with an Hitachi L-600 pump and
a 635A UV detector (Tokyo, Japan), a Yamamura YMC AQ-312
ODS column (5 µm, 6 × 150 mm, Kyoto, Japan), a mobile phase
of acetonitrile/0.05 M NaH2PO4 solution (45:55 v/v), a flow rate of
1.6 mL/min, and detection at 230 nm.

Results and Discussion

Characterization of TB PolymorphssFigure 1 shows
PXRD patterns of the TB solids (Forms I, II, III, and IV).
Form IV was prepared by spray-drying TB using the mixed
solvent ethanol/dichloromethane (1.2:1 v/v) and Form II
was prepared by storing Form IV at 60 °C, 75% RH (see
Experimental Section). Form I of TB gave diffraction peaks
at 8.7, 12.1, and 19.9°, and this pattern coincided in
diffraction angle and with the computer-simulated pattern
drawn on the basis of single-crystal data of Form I reported
by Donaldson et al.24 The difference in diffraction intensity
at 2θ ) about 20° may be ascribed to the difference in
crystal habit of the two samples. Rowe and Anderson
reported that Form III is less soluble than Form I in water
at 37 °C; thus, Form III is a stable form at room temper-
ature, although the difference in free energy of the two
forms is small.25 Form III gave diffraction peaks at 11.2,
15.4, and 18.2° and Form II at 10.3, 11.3 and 19.6°. The
diffraction pattern of Form II was identical in diffraction
angle to the computer-simulated pattern drawn on the

Figure 1sPXRD patterns of TB polymorphs: (a) Form I; (a′) theoretical profile
of Form I; (b) Form III; (c) Form II; (c′) theoretical profile of Form II; (d) Form
IV.
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basis of single-crystal data of Form II, which was analyzed
in our laboratory and will be reported elsewhere.26 The
difference in diffraction intensity may be also ascribed to
the difference in crystal habit of the two samples. On the
other hand, the spray-dried TB gave two strong diffraction
peaks at 10.6 and 18.9° and a small peak at 18.0°, which
were clearly different from those of Forms I, II, and III,
although its diffraction pattern resembled that of Form II.
These results suggest that the spray-dried TB is one of
polymorphs of TB and its internal structure may resemble
that of Form II. These polymorphs of TB, Forms II and
IV, were further characterized by other physical methods.

Figure 2 shows DSC curves of Forms I, II, III, and IV.
Form I showed an endothermic peak at 127 °C due to
melting. Form III gave two peaks at 113 and 127 °C. The
latter peak is due to the melting of Form I and the former
peak is due to the melting of Form III followed by the
crystallization of Form I, because the PXRD pattern of
Form III heated to about 110 °C coincided with that of
Form I. Form II showed a similar polymorphic transition
behavior; that is, the melting of Form II and crystallization
of Form I at 100 °C and the melting of Form I at 127 °C.
On the other hand, Form IV showed an exothermic peak
at 80 °C, followed by endothermic peaks at 100 and 127
°C. The PXRD pattern of Form IV heated to 80 °C was
identical to that of Form II, indicating that the 80 °C peak
is due to the transition of Form IV to Form II, the 100 °C
peak is due to the melting of Form II and crystallization
of Form I, and the 127 °C peak is due to the melting of
Form I. The conversion of Form IV to Form II was
apparently accompanied by no liquification, whereas that
of Form II to Form I is a crystallization from the liquified
Form II. The enthalpy changes (∆H) for the conversion of
Form IV to Form II and the melting of Form I were 1.2
and 27.2 kJ/mol, respectively. The apparent ∆H values for
the conversion of Forms III and II to Form I were 1.9 and
1.5 kJ/mol, respectively, although they contain the com-
bined ∆H changes of fusion and crystallization processes.

Figure 3 shows SEM pictures of the four TB polymorphs.

Form I is in the form of plate crystals with a microscopically
layered sheet structure and Form III consists of needlelike
crystals, with both forms having smooth surfaces. Form
II, an aggregate, consists of small solid particles, whereas
Form IV has a rodlike structure, with many pores and
clusters of small particles on the surface, and its appear-
ance resembles that of Form II.

The solid-state 13C NMR spectroscopic studies were
employed to gain insight into the internal structure of TB
polymorphs. Figure 4 shows 13C NMR spectra of Forms I,
II, III, and IV measured in a CP/MAS mode. The chemical
shifts are listed in Table 1. These 13C NMR signals were
assigned according to the spectrum of TB in solution.20 In
Form I, the butyl and methyl carbons gave sharp peaks,
suggesting a definite conformation24 as described later,
whereas the benzene carbons gave rather broad peaks with
a shoulder, suggesting that each ortho- and meta-carbon
is magnetically unequivalent and the broadening of the C2
carbon may arise from a magnetic fluctuation due to a
rotation of the methyl group. Form III gave chemical shifts
similar to those of Form I, although the signals of the ortho-
(C4 and C6) and meta-(C3 and C7) carbons became sharp
whereas those of the C10-C12 carbons split. These results
suggest that the conformation of TB in Form III is very
similar to that in Form I, but with different motional
freedom as reflected by the observed NMR peak splitting.
On the other hand, the chemical shifts of the butyl moiety
in Forms II and IV were significantly different from those
in Forms I and III, although the benzene ring had similar
chemical shifts; that is, C10 carbon: 31.8 ppm (Form I),
30.9 and 31.9 ppm (Form III), 35.2 and 33.4 ppm (Form
II), and 33.8 ppm (Form IV); C12 carbon: 13.6 ppm (Form
I), 12.7 and 12.0 ppm (Form III), 15.8 and 13.7 ppm (Form
II), and 16.1 ppm (Form IV). Our results on the single-
crystal analysis of Form II26 and the reported result of
Form I24 indicate that the butyl moiety of TB is in a trans
conformation in Form II crystals (C9-C10-C11-C12
dihedral angle ) 178.6°) but it is in a gauche conformation
in Form I crystals (the dihedral angle ) 101.3°). Therefore,
the shift difference of the butyl moiety can be ascribed to
this conformational alteration. The chemical shifts of TB
in Form IV were very similar to those in Form II, although
the signals of the ortho- and meta-carbons became sharp.
These results indicate that the conformation of TB in Form
IV is almost the same as that of Form II, but the
environment around the benzene ring may differ; that is,
there may be some vacant space that allows the ring to
rotate due to the looser packing of crystals in Form IV. The
FT-IR spectroscopic studies supported this conclusion; that

Figure 2sDSC thermograms of TB polymorphs: (a) Form I; (b) Form III; (c)
Form II; (d) Form IV.

Figure 3sScanning electron micrographs of TB polymorphs: (a) Form I; (b)
Form III; (c) Form II; (d) Form IV.
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is IR absorption bands of the functional groups involving
in the intermolecular hydrogen bonding of TB molecules,
such as the imino (NH, 3328 cm-1), carbonyl (CO, 1703 and
1660 cm-1), and sulfonyl (SO2, 1336 and 1159 cm-1) groups,
showed insignificant differences in the wavelength between
the four TB polymorphs, suggesting the similar hydrogen
bonding network.24,26 On the other hand, the spectral
shapes of the stretching absorption band of alkyl portion
around 2950-3000 cm-1 and the aromatic CH stretching

band around 800-850 cm-1 were different between the four
polymorphs. As judged by the peak intensities of 816 and
843 cm-1, our Forms I, II, III, and IV are identical with
Burger’s Forms I, II, III, and IV, although it is difficult to
completely identify the latter because no diffraction data
are given in his paper.9 However, it is apparent from the
diffraction data, that Al-Saieq’s11 Form IV corresponds to
our Form II and Georgarakis’s15 Form II corresponds to
our Form IV.

Transition Behavior of Form IVsThe isothermal
transition behavior of Form IV was investigated because
it may be easily converted to Form II, which has a similar
crystal structure. Figure 5 shows changes in the PXRD
pattern of Form IV during storage at 45 and 60 °C at 75%
RH. During the storage at 45 °C (Figure 5a), the diffraction
peaks characteristic of Form IV at 2θ ) 10.6° and 18.9°
decreased, whereas those of Form II at 10.3° and 19.6°
increased. The longer storage at the higher temperature
(Figure 5b) gave diffraction peaks characteristic of Form I
at 12.1° and 19.9°, indicating the transition of Form IV to
Form I via Form II. Figure 6 shows the time courses for
the conversion of Form IV to Forms II and I on storage at

Figure 4s13C CP/MAS NMR spectra of TB polymorphs at 25 °C (see Table
1 for the carbon numbering of TB): (a) Form I; (b) Form III; (c) Form II; (d)
Form IV.

Table 1s13C NMR Chemical Shifts (ppm)a of TB Polymorphs at 25 °C

solution solid state

carbon in 2 N NaOD Form I Form III Form II Form IV

1 21.6 21.8 20.9 21.7 22.1
2 144.9 145.8 145.1 144.2 144.8
3, 7 127.0 126.2 125.0 126.2 127.2
4, 6 130.1 131.8 131.0 130.9 130.4
5 136.7 138.1 139.8, 137.4 138.6 137.5
8 151.3 155.0 154.1 154.3 154.0
9 40.2 40.1 39.2 40.2 41.5
10 31.6 31.8 31.9, 30.9 35.2, 33.4 33.8
11 19.9 19.4 19.5, 18.6 20.6 20.7
12 13.7 13.6 12.7, 12.0 15.8, 13.7 16.1

a Downfield from the resonance of tetramethylsilane.

Figure 5sChanges of PXRD pattern of Form IV during storage at (a) 45 °C
and 75% RH and (b) 60 °C and 75% RH.
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the conditions just stated. The contents of each polymorph
were determined from the following diffraction intensity
(2θ ) 19.9° for Form I, 10.3° for Form II, and 18.9° for Form
IV). Form IV was converted completely to Form II in 3 h
with storage at 45 °C, 75% RH, whereas at 60 °C, Form IV
rapidly changed to Form II within 30 min and Form II
slowly changed to Form I in 30 h. These polymorphic
transition-time profiles were analyzed according to the
Hancock and Sharp equation (eq 1):27

where m is the intrinsic value for various theoretical
equations of solid-state decomposition, R is the fraction of
the total sample converted to the other polymorph, based
on the X-ray relative intensities, t is the storage time, and
B is a constant. The plot of ln[-ln(1 - R)] versus ln t using
the data of R ) 0.1-0.5 gave straight lines of m ) 1.23 (
0.06 (mean ( SE, n ) 4, correlation coefficient (r) ) 0.998)
for the conversion of Form IV to Form II at 45 °C and 75%
RH, and m ) 0.99 ( 0.04 (n ) 4, r ) 0.997) for that of
Form II to Form I at 60 °C and 75% RH. The m value of
1.23 indicates that the Form IV-to-II transition proceeds
according to a zero-order mechanism (a criterion for zero-
order transition: m ) 1.24)27 and its rate obeys the
equation of R ) kt. On the other hand, the m value of 0.99
indicates that a random nucleation on each particle is a
rate-determining step for the Form II-to-Form I transition
(a criterion for this conversion is m ) 1.0)27 and its rate
obeys the equation of -ln(1 - R) ) kt. Therefore, the
polymorphic transition rates of Form IV to Form II and
Form II to Form I were analyzed, respectively according
to the aforementioned equations, and the results at various
temperatures are shown in Figure 7. The plots of R or -ln-
(1 - R) versus t were confirmed to be linear, and the
transition rate constants (k, see Figure 7) were obtained
from the slopes. The Arrhenius plots of these rate constants
gave straight lines (r ) 0.999), from which the activation

energies of 44 and 166 kJ/mol were obtained for the
transitions of Form IV to II and Form II to I, respectively.
These results indicate that the energy barrier of the
transition of Form IV to Form II is very low, because the
internal structure of Form IV, including the conformation
of TB, is similar to that of Form II, whereas that of Form
II to Form I is rather high because the crystal system and
the conformation of TB are different between Form II
(monoclinic, P21/n, a ) 11.815 Å, b ) 9.069 Å, c ) 13.981
Å, â ) 104.50°)26 and Form I (orthorhombic, Pna21, a )
20.223 Å, b ) 7.831 Å, c ) 9.090 Å)24 crystals. The
transition behavior of Form IV at different humidity
conditions (22, 50, and 75% RH) and 50 and 60 °C was
investigated, and the rate constants were obtained from
the linear plots of R and -ln(1 - R) versus t for the Form
IV-to-Form II transition and the Form II-to-Form I transi-
tion, respectively, as follows: k ) 0.16, 0.52, and 1.01 h-1

for the Form IV-to-Form II transition at 50 °C, and k )
0.0030, 0.012, and 0.031 h-1 for the Form II-to-Form I
transition at 60 °C. The transition rate increased as the
humidity increased, presumably because TB dissolves in
adsorbed water on the crystal surface, which may conse-
quently promote the nucleation and growth of crystals.

DissolutionandAbsorptionBehaviorofPolymorphss
Figure 8 shows dissolution profiles of TB polymorphs in
the JP XIII second fluid (pH 6.8), measured by the
dispersed amount method at 37 °C. The dissolution rate
of Form III was slightly faster than that of Form I, whereas
those of Forms IV and II were significantly faster than that
of Form I. The dissolution rate of Form IV was almost the
same as that of Form II. The Form IV powder in the
dissolution medium was taken out, dried, and subjected
to DSC measurements to gain insight into phase changes
of Form IV during the dissolution. As is apparent from the
change in DSC curves in Figure 9, Form IV transformed

Figure 6sTime courses for conversion of Form IV to Form II and Form I
during storage at (a) 45 °C and 75% RH and (b) 60 °C and 75% RH. Key:
(O) Form I; (1) Form II; (0) Form IV.

ln [-ln(1 - R)] ) m ln t + ln B (1)

Figure 7sPlots of R and [−ln(1 − R)] for transitions of (a) Form IV to Form
II and (b) Form II to Form I at 75% RH. Key: (O) 35 °C; (b) 40 °C; (4) 45
°C; (2) 50 °C; (3) 60 °C; (1) 70 °C.
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into Form I via Form II during the dissolution. The
apparent first-order transition rate constants of Form IV
to Form II and Form II to Form I under the dissolution
test condition (dispersed amount method, JP XIII second
fluid, powder size < 100 mesh, 37 °C, 91 rpm) were
determined by plotting the data of ln(∆H/∆H0) versus time,
where ∆H0 is the enthalpy change for fusion of total Form
I at 127 °C. The enthalpy changes (∆H) of the exothemic
peak at about 80 °C during 0-2 h were used for calculation
of the rate constant of the Form IV-to-Form II transition,
and those of the adjacent endothermic peak (about 100 °C)
after 2 h were used for the rate constant calculation of the
Form II-to-Form I transition. The first-order plot of both
transitions gave a straight line (r ) 0.998), from which the
rate constants of 0.45 and 0.087 h-1 for the transitions of
Form IV to Form II and Form II to Form I, respectively,
were obtained. Therefore, the insignificant difference in the
dissolution rate between Forms IV and II can be attributed
to the phase change of Form IV to Form II within about 2
h under experimental conditions. Figure 10 shows the
plasma TB level-time profiles after oral administration
of TB polymorphs in dogs. Their bioavailability parameters
are summarized in Table 2. The oral bioavailability of TB
increased in the order Form I , Form III < Form II ≈
Form IV, and that of Forms IV and II was >2-fold higher
than that of Form I, reflecting the in vitro dissolution
behavior of the polymorphs.

Conclusion

In this study, we fully characterized polymorphs of TB
(Burger’s Forms I, II, III, and IV) by various physical

methods such as XRPD, solid-state 13C NMR, FT-IR, and
thermal analysis. The results indicate that Form IV has
an internal structure and conformation that resemble
closely those of Form II. Because of this similarity, Form
IV was easily converted to Form II under both isothermal
and nonisothermal conditions. The dissolution rate of Form
IV was almost identical to that of Form II because of the
conversion to Form II during the dissolution. This dissolu-
tion property of Form IV was clearly reflected in the oral
bioavailability of TB in dogs. The present systematic
characterization of TB polymorphs will be useful for
identification of solid TB and gives a rational basis for the
design of solid TB formulations.

Supporting Information Availables Four figures of TB poly-
morphs (FT-IR spectra and conversion plots). This material is
available free of charge via the Internet at http://pubs.acs.org.
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Abstract 0 The delta opioid receptor antagonist [D-penicillamine2,5]-
enkephalin (DPDPE) is an enzymatically stable peptide analogue of
Met-enkephalin. DPDPE uses a saturable transport mechanism to
cross the blood-brain barrier (BBB), though the exact mechanism is
not fully understood. The aim of the present study was to identify the
mechanism by which DPDPE enters the brain. The effect of
phenylarsine oxide (PAO), an endocytosis inhibitor, on the transport
of [3H]DPDPE was investigated using both in vitro and in situ transport
studies. Two in vitro models of the BBB utilizing primary bovine brain
microvascular endothelial cells (BBMEC) were studied. [3H]DPDPE
permeability across monolayers of BBMEC grown on polycarbonate
filters was studied. PAO significantly reduced the permeability of [3H]-
DPDPE across the monolayer. PAO also reduced the uptake of [3H]-
DPDPE into BBMEC cells, without affecting binding to the cells. The
in situ perfusion model of the BBB was also studied, PAO reduced
DPDPE uptake by the brain in a dose-dependent manner. These
studies indicate that DPDPE enters the brain via an energy-dependent
transcytotic mechanism.

Introduction

The blood-brain barrier (BBB), consisting of the cerebral
capillary endothelial cells, restricts the entry of solutes into
the brain. There are, however, a number of transport
mechanisms that peptide drugs can utilize to enter the
brain.2 For example biphalin ([Tyr-D-Ala-Gly-Phe]2), an
enkephalin analogue, uses the large neutral amino acid
transporter to enter the brain.3 The cyclic somatostatin
analogue, CTAP (D-Phe-Cys-Tyr-D-Trp-Arg-Thr-Pen-Thr)
enters the brain via a diffusional mechanism.4

[D-Penicillamine2,5] enkephalin (DPDPE, Tyr-D-Pen-Gly-
Phe-D-Pen) is a δ-opioid receptor agonist that is conforma-
tionally constrained by a disulfide bridge between the two
D-Pen moieties.5 Conformationally constraining the peptide
results in a higher enzymatic stability in both brain and
serum6,7 compared with the endogenous enkephalins.8 In
the bovine brain microvascular endothelial cell (BBMEC)
model of the BBB, DPDPE had a higher permeability than
most other opioid peptides studied.9

In situ perfusion studies have shown that DPDPE
accumulates in the brain significantly better than the BBB-
impermeable marker sucrose.10 This accumulation is par-
tially saturable.10 The saturable component follows Michae-
lis-Menten kinetics with a maximum velocity (Vmax) of 51.1
( 13.2 pmol‚min-1‚g-1, and a Michaelis-Menten constant
(Km) of 45.6 ( 27.6 µM, and the nonsaturable component
has a Kd of 0.6 ( 0.3 µL‚min-1‚g-1.11 Further studies show
that DPDPE does not use a number of previously reported

peptide transporters, including the enkephalin transporter
and the insulin transporter.11 DPDPE uptake is also not
dependent on any δ-opioid receptor-mediated mechanism.11

Recent studies have shown an important role for endocy-
tosis in the transport of peptides and proteins across the
BBB,12 and phenylarsine oxide (PAO) has been shown to
inhibit saturable endocytotic mechanisms.13 In this study,
we investigated the role of endocytosis in the transport of
DPDPE in BBMEC monolayers and into the rat brain.

Experimental Procedures
In Vitro BBMEC Permeability Studies. BBMEC cells were

isolated from the cerebral cortex gray matter as previously
described.14,15 Isolated BBMECs, suspended in culture media, were
seeded onto 25-mm polycarbonate membrane filters (Costar
Nucleopore 10 µm; Costar Corp., Cambridge, MA) that had
previously been coated with rat-tail collagen and human fibronec-
tin. After the cells had grown to confluence (10-12 days), the
BBMEC monolayers were used for transendothelial transport
studies of [3H]DPDPE in the presence and absence of PAO. The
PAO was administered to both chambers commencing at the
preincubation period.

Polycarbonate filters with confluent BBMEC monolayers were
placed in side-by-side diffusion chambers (Crown Glass Company,
Somerville, NJ) kept at 37 °C. Both sides of the diffusion cell
chamber contained phosphate buffered saline (PBS) (122 mM
NaCl, 3 mM KCl, 25 mM Na2PO4, 1.3 mM K2HPO4, 1.4 mM CaCl2,
1.2 mM MgSO4, 10 mM glucose, 10 mM HEPES pH 7.4) that was
continuously stirred. At 15, 30, 60, 90, and 120 min, after the
addition of 1 mL of [3H]DPDPE (0.33 µCi‚mL-1) to the donor
chamber, 200 µL samples were removed from the receiver cham-
ber. An equal volume of fresh PBS was added to the sampled
chamber to maintain a constant volume during sampling. Four
milliliters of Budget Solve Scintillation Cocktail (RPI, Mount
Prospect, IL) was added to each sample, and the samples were
counted for radioactivity using a Beckman Beta counter model LS
5000 TD (Fullerton, CA).

The effect of phenylarsine oxide on the basal permeability of
the BBMEC membranes was studied using [14C]sucrose. [14C]-
Sucrose has a very low permeability across BBMEC-coated
membranes and is used to access basal permeability.

In Vitro BBMEC Uptake Studies. BBMEC cells were grown
to confluence on 24 well plates (Falcon, Becton Dickinson, Lincoln
Park, NJ) precoated with rat tail collagen and human fibronectin.
Growth media was removed, and the cells were preincubated with
assay buffer (122 mM NaCl, 3 mM KCl, 25 mM Na2PO4, 1.3 mM
K2HPO4, 1.4 mM CaCl2, 1.2 mM MgSO4, 10 mM glucose, 10 mM
HEPES pH 7.4). After 20 min, 0.33 µCi of [3H]DPDPE was added
to each well. The cells were then incubated for 5-30 min at 37 °C
on a shaker table. After the set time, the radioactive buffer was
removed and the cells were washed three times with ice cold assay
buffer and then incubated for 4 min with an acid buffer (0.2 M
acetic acid in 0.2 M NaCl16). The acid wash was performed to strip
any of the DPDPE from the external surface of the cell. Therefore,
any radioactivity that remains with the cell has been taken into
the cell itself. After 4 min, the acid wash was removed and the
cells were incubated with a 1% Triton-X-100 for 30 min. Samples
(100 µL) from both the acid wash and the Triton-X-100 wash were
prepared for radioactive sampling by adding 4 mL of Budget Solve
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Scintillation Cocktail to each sample, and the samples were
counted for radioactivity using a Beckman Beta counter model LS
5000 TD (Fullerton, CA). The remaining samples were assayed
for protein using a Pierce BCA-protein kit.

The effect of PAO on [3H]DPDPE uptake was studied at the
20-min time point. PAO (10-200 µM) was added to the cells during
the preincubation and throughout the experimental time course.
The experiment was repeated as already described.

In Situ Rat Brain Perfusion. The following experimental
protocol was approved by the Institutional Animal Care and Use
Committee at the University of Arizona. Adult Sprague-Dawley
rats (weighing 250-350 g) were anesthetized with 1 mL‚kg-1 of a
cocktail of acepromazine (0.6 mg‚mL-1), ketamine (3.1 mg‚mL-1),
and xylasine (78.3 mg‚mL-1), and then heparinized (10 000
U‚Kg-1). The neck vessels were exposed, and the right common
carotid artery was cannulated with fine silicon tubing connected
to a perfusion system. The perfusion fluid was a modified Krebs-
Henseleit Ringers17 [117.0 mM NaCl, 4.7 mM KCl, 0.8 mM MgSO4‚
3H2O, 24.8 mM NaHCO3, 1.2 mM KH2PO4, 2.5 mM CaCl2‚6H2O,
10 mM D-glucose, 39% dextran (MW 70 000), and 1% bovine serum
albumin] that had been aerated with 5% CO2, 95% O2 and warmed
to 37 °C. The right jugular vein was sectioned at the start of the
perfusion. Once the correct perfusion pressure of 90.8 ( 5.3 mmHg
and perfusion flow rate of 3.1 mL‚min-1 were obtained, the
contralateral carotid artery was cannulated and perfused in the
same manner. The [3H]DPDPE or [14C]sucrose, along with various
concentrations of PAO (10-200 µM), 100 µM DPDPE, or 100 µM
DPDPE + 100 µM PAO, was then infused via a slow-drive syringe
pump (model 22, Harvard Apparatus, South Natick, MA) into the
inflowing mammalian Ringers solution. After 20 min, the perfusion
was terminated and the animals were sacrificed by decapitation.
The brain was removed, choroid plexi were excised, and brain
samples taken and weighed. Perfusion fluid samples were taken
from the carotid cannulae immediately at the termination of the
perfusion.

Brain tissue samples and 100 µL of perfusion fluid were
prepared for liquid scintillation counting by 12 h of solubilization
in 1 mL of tissue solubilizer (TS-2; Research Products, Mount
Pleasant, IL). After solubilization, 100 µL of 30% acetic acid was
added to each sample to eliminate chemiluminescence, followed
by 4 mL of Budget Solve Scintillation Cocktail (Research Products).
The samples were counted for radioactivity (model LS 5000 TD
counter; Beckman Instruments, Fullerton, CA).

Materials. Radiolabeled Substances. [3H] Tyr1 DPDPE (42
Ci‚mmol-1) was obtained from Chiron Mimotopes Peptide Systems
(San Diego, CA), under the direction of the National Institute on
Drug Abuse. [14C]Sucrose (672 mCi‚mmol-1) was purchased from
NEN Research Products (Boston, MA).

Nonradiolabeled Substances. DPDPE was provided by Chiron
Mimotopes Peptide Systems under the direction of the National
Institute on Drug Abuse. PAO was purchased from Sigma (St.
Louis, MO). All other chemicals were supplied by Sigma (St. Louis,
MO) unless otherwise stated.

Expression of Results. In Vitro BBMEC Permeability. The
flux of peptide was determined by the linear regression of
picomoles of DPDPE appearing in the receiver chamber versus
time in minutes. The apparent permeability constant (PC) was
then calculated as

where flux is the gradient of the linear regression, A is the surface
area of the membrane (0.636 cm2), and CDO is the initial concen-
tration in the donor chamber.

In Vitro BBMEC Uptake. The flux of peptide into the cells was
determined by the linear regression of picomoles of DPDPE per
milligram of protein associated with the cells versus time in
minutes. The cell-associated radioactivity was composed of two
components, the acid-sensitive (representing [3H]DPDPE bound
to the cell surface) and the acid-insensitive uptake (representing
the radioactivity within the cell).

In Situ Perfusion. The amount of radioactivity in the whole
brain was expressed as the percentage ratio of the tissue concen-
tration (CTissue, in dpm/g) to the concentration in the perfusion fluid
(CPerf, in dpm/mL).

Unidirectional rate constants, Kin (µL‚min-1g-1) were determined
by single time point analysis as described previously,18 where T
is the time in minutes

The blood-brain unidirectional transfer constants determined in
this manner were corrected for vascular space by subtracting the
[14C]sucrose RBrain from the [3H]DPDPE RBrain values.

Statistical Analysis. For all experiments, the data were
presented as the mean and SEM All concentration effects of PAO
on the [3H]DPDPE transport were compared by ANOVA, followed
by Newman-Keuls using the Pharmacological Calculation System
(PCS) statistical analysis program.19 Linear regressions were
carried out using the PCS statistical analysis program, and
compared by the method of Bailey.20

Results
In Vitro BBMEC Permeability of [3H]DPDPE. The

effect of PAO on the basal permeability of BBMEC mono-
layers to [14C]sucrose was studied. There was no effect on
sucrose permeability across the membranes with 10, 50,
or 100 µM PAO (data not shown). The permeability of [3H]-
DPDPE across BBMEC monolayers grown on collagen/
fibronectin-coated polycarbonate filters and the effect of 10,
50, and 100 µM PAO were studied. Figure 1 shows the
permeability of [3H]DPDPE with time. The PC values
calculated from Figure 1 (Table 1) show that all concentra-
tions of PAO led to a significant decrease in the rate of
[3H]DPDPE permeability across the membrane. The amount
of DPDPE in the receiver chamber was significantly lower
at all time points in the presence of 100 µM PAO (p < 0.01
at all time points). Also, the values at 100 µM PAO were
significantly lower than the values for 10 µM PAO for all
but the 120-min time point (p < 0.05 for 10 and 90 min, p
< 0.01 for 30 and 60 min). The 50 µM concentration of PAO
significantly reduced DPDPE permeability at all time
points studied (p < 0.05 at 15 and 60 min, p < 0.01 at 30,

PC ) flux/(ACDO) (1)

RTissue (%) ) CTissue/CPerf × 100

Figure 1sThe permeability of [3H]DPDPE across BBMEC monolayers. Each
point represents the mean and SEM of 12 individual BBMEC confluent
monolayers on filters. Concentrations of phenylarsine oxide (PAO) from 10 to
100 µM led to significant inhibition of [3H]DPDPE permeability across the
monolayers.

Table 1sPermeability Coefficient (PC) Values Calculated for
[3H]DPDPE in the Presence of 10−100 µM PAOa

PAO, µM PC ×10-4 cm‚min-1 (± SEM) level of significance

0 9.31 (0.62) s
10 3.73 (1.86) p < 0.05
50 4.97 (1.24) p < 0.05

100 3.54 (0.62) p < 0.01

a PC values calculated from Figure 1 were compared using ANOVA and
Newman−Keuls analysis; there was no significant difference between the
concentrations of PAO used.

Kin ) CTissue (T)/CperfT
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60, and 90 min) and was significantly different from 10
µM PAO at the 30- and 60-min time points (p < 0.01 and
p < 0.05, respectively). A solution 10 µM PAO reduced
DPDPE permeability at the 90- and 120-min time point (p
< 0.05 and p < 0.01, respectively).

In Vitro BBMEC Uptake of [3H]DPDPE. In the in
vitro BBMEC model of the BBB, [3H]DPDPE uptake is
linear with time with an uptake rate of 32.3 ( 0.7
fmol‚min-1‚mg-1 protein (Figure 2). The total uptake could
be split into two components, the binding of [3H]DPDPE
to the external membrane (acid sensitive), with a rate of
6.5 ( 0.15 fmol‚min-1 ‚mg-1 protein; and the internalized
fraction (acid insensitive), with a rate of 25.6 ( 0.59
fmol‚min-1‚mg-1 protein. The uptake of [3H]DPDPE was
significantly decreased at all concentrations of PAO (Figure
3). The acid-sensitive fraction showed no significant dif-
ference in [3H]DPDPE binding to the cell except at the 200-
µM PAO concentration (p < 0.05), whereas the acid-
insensitive uptake fraction was significantly reduced.

In Situ Perfusion. The effects of phenylarsine oxide
concentrations ranging from 10 to 200 µM on the basal
permeability of the BBB to [14C]sucrose were studied. PAO
had no significant effect on the basal permeability of the
BBB (Figure 4) at the concentrations used. All subsequent
in situ figures have had the sucrose space subtracted.

The transport of [3H]DPDPE across the BBB was studied
during in situ brain perfusion with various (10-200 µM)
concentrations of PAO. Addition of PAO decreased the
uptake of [3H]DPDPE into the rat brain in a dose-
dependent manner (Figure 5, Table 2). The [3H]DPDPE
uptake was decreased by 27% (p < 0.05) at 10 µM, 43% (p
< 0.01) at 50 µM, 73% (p < 0.01) at 100 µM, 80% (p < 0.01)
at 150 µM, and 49% (p < 0.01) at 200 µM PAO. The effects
at both 100 and 150 µM were significantly different from
those at 10 µM (p < 0.05 for both).

Addition of 100 µM nonradioactive DPDPE led to a
significant inhibition of [3H]DPDPE uptake (p < 0.01)

(Figure 6). Co-administration of both PAO and cold DPDPE
led to no additive inhibition of [3H]DPDPE uptake.

Discussion
In this study, we investigated the role of a saturable

endocytotic mechanism in the transport of DPDPE (a
cyclized opioid peptide) into the brain, using a three-model
BBB paradigm. It is assumed with each of the three models
that the receiver chamber, cells, or brain are acting as a
sink (i.e., that the transport of DPDPE will be in one
direction only). We also assume that the transport will be
linear. The concentration of peptide that we used in this
study is 7.6 pM. This concentration is considerably lower
than the half-saturation constant of the peptide trans-
porter, which is 45.5 µM.11 Thus, the concentration we use

Figure 2sThe time-dependent uptake of [3H]DPDPE into BBMEC monolayer
cells. Each point represents the mean and SEM of eight wells. Triangles
represent the total amount of DPDPE associated with the cells, and diamonds
represent the acid-sensitive and squares represent the acid-insensitive fractions
of the binding.

Figure 3sThe effects of PAO (10−200 µM) on the total cell association of
DPDPEs and acid-sensitive/acid-insensitive fractions at the 20-min time point.
Each point represents the mean and SEM of eight wells.

Figure 4sThe effects of DPDPE and PAO on the permeability of the rat
BBB to [14C]sucrose. Each bar represents the mean and SEM of 4−6 animals.
Concentrations of 100 µM DPDPE and 100 µM PAO had no significant effect
on the permeability of the BBB to sucrose.

Figure 5sDose-dependent inhibition of [3H]DPDPE in situ uptake by rat brains
of 10−200 µM PAO. Each point represents the mean and SEM of 4−6 animals.
Statistical significance is indicated by (*) p < 0.05 and (**) p < 0.01 (using
ANOVA followed by Newman−Keuls ad hoc test with the sucrose space
subtracted).

Table 2sUnidirectional Transfer Constants (Kin) for [3H]DPDPE in the
Presence of Various Concentrations of PAOa

PAO, µM Kin (µL‚min-1‚g-1) ± SEM percent change (p value)

0 2.61 ± 0.29 s
10 1.91 ± 0.21 27% (p < 0.05)
50 1.49 ± 0.27 43% (p < 0.01)

100 0.71 ± 0.17 73% (p < 0.01)b

150 0.53 ± 0.10 80% (p < 0.01)b

200 1.30 ± 0.39 51% (p < 0.05)

a The unidirectional transport constants (Kin) for [3H]DPDPE calculated from
Figure 5 and the percent decrease in the constants with 10−200 µM PAO.
Concentrations of PAO from 50 to 200 µM led to significant decreases in the
Kin values (Kin values compared by ANOVA, followed by Newman−Keuls test).
b This value is also significantly different from 10 µM PAO data at p < 0.05.
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is 10-6 lower than the concentration required to saturate
the transport. This concentration is thus reasonable and
we assume that the sink conditions will occur, if the
amount of peptide in the donor solution remains higher
than the amount of peptide in the receiver chamber. In this
study, only a small percentage of the peptide actually
crosses into the receiver chamber, cell, or brain. If the
concentration of peptide used in a study is lower than the
Km value, it is likely that the process will remain linear.

The trivalent monosubstituted organoarsenic compound,
PAO has been shown to inhibit endocytosis via clathrin
coated pits21 and has been used to study receptor-mediated
endocytosis at concentrations of 0.1 to 100 µM.16 The major
toxic effect of PAO is the inhibition of cellular pyruvate
dehydrogenase, which results in a decrease in ATP produc-
tion via the citric acid cycle.22 Viability of MDCK cells in
the presence of PAO was maintained in the presence of 5
mM glucose.22 In all of our models, of the BBB the
concentration of glucose was 10 mM. Most of the other toxic
effects of PAO are generally seen at longer time points than
those used in this study and can be related to its long-term
inhibition of endocytosis.

The first model of the BBB that was investigated in the
present study was the in vitro permeability of [3H]DPDPE
across BBMEC monolayers. In general, this model of the
BBB is used to study the transport of nonradioactive
peptides across the BBB, and the typical concentrations
used (i.e., 500 µM) will result in the predominant mode of
transport being diffusion. In this report, we used [3H]-
DPDPE with a specific activity of 42 Ci‚mM-1, and 0.33
µCi was added to each of the donor chambers (i.e., ap-
proximately 7.6 pM compared with 500 µM of peptide
added in cold experiments). This low pmolar concentration
of [3H]DPDPE is similar to that used in the in situ model
and thus makes comparison easier. If we assume a cere-
brovascular surface area of 100 cm2‚g-1,23 the permeability
surface area constant (PC) for the in situ [3H]DPDPE is
1.46 ( 0.31 cm‚min-1 × 10-5 compared with a cold 500 µM
in vitro value of 49.24 ( 2.78 cm‚min-1 × 10-4.9 This result
is a 337-fold difference. In contrast, when the in vitro study
is carried out with [3H]DPDPE, the PC value is 9.31 ( 0.62
cm‚min-1 × 10-4, which is a 64-fold difference. From the
previous in situ studies10,11 it is known that the Km for
DPDPE is 45.6 ( 27.6 µM. Therefore, in the control DPDPE
permeability studies, any transport system expressed by
the cells would be thoroughly saturated at the 500 µM
concentration. However, in the present study, the [3H]-
DPDPE is at a concentration of 7.6 pM, which would not

saturate the transporters. Therefore, it is likely that a
larger proportion of the permeability across the membranes
is due to a transport mechanism other than diffusion.
Previous studies have used this model to study the
transport of insulin24 and angiotensin II.13 These peptides
are biologically important and use receptor-mediated tran-
scytosis to enter the brain. Furthermore, both of these
previous studies used concentrations of PAO similar to
those used in this study, and neither group reported any
adverse affects of PAO on the membranes or cells studied.
In the present study, PAO lead to a significant decrease
in the permeability of DPDPE across BBMEC monolayers
(Figure 1). The basal permeability of the monolayers to
[14C]sucrose was not effected by PAO (data not shown),
indicating that the monolayer was not adversely affected
by the PAO. In previous studies, it has been shown that
the presence of high glucose will protect cell viability
against PAO,22 and 10 mM glucose was used in these
experiments. The higher concentration of PAO (100 µM)
led to an inhibition at all time points of DPDPE perme-
ability. There was a dose-dependent effect on the inhibition
between the 10 and 100 µM concentrations. The 10 µM
concentration significantly inhibited the permeability of
[3H]DPDPE only at 90 and 120 min. The [3H]DPDPE (7.6
pM) permeability in the presence of 100 µM PAO was
significantly different from the 10 µM PAO concentration
at all time points except the 120-min time point.

The uptake of [3H]DPDPE into confluent monolayers of
BBMEC cells was also studied. The uptake of DPDPE by
the cells was linear with time (Figure 2). To assess the
actual uptake into the cell, an acid wash was carried out.
The peptide that was acid sensitive represented the amount
of peptide bound to the outer membrane of the cells. The
acid-sensitive fraction remained fairly consistent through-
out the time-course of the uptake, with no significant
difference in binding to the cells at any time point. PAO
has been shown to cross-link vicinal sulfydryl groups to
form stable ring structures, thus inhibiting the internaliza-
tion of receptors.25 However, it is also possible that PAO
could be preventing DPDPE from binding to sites on the
membrane responsible for its uptake. PAO (10-200 µM)
significantly reduced the uptake of [3H]DPDPE (Figure 3),
without affecting the acid-sensitive portion (except at 200
µM). Thus it is evident that PAO was preventing internal-
ization rather than cell surface binding of the DPDPE.
Similar results have been seen with other peptides, such
as angiotensin II in rat myometrial cells26 and BBMEC.13

For both of the in vitro models of the BBB, the cells were
grown without co-culture with astrocytes or astrocyte-
conditioned media. A number of groups have reported
improved BBB characteristics due to addition of either
astrocytes or media from astrocytes.27,28 However, in stud-
ies carried out in this laboratory, we have found no
significant change in either trans-endothelial resistance or
sucrose crossing of monolayers due to either astrocyte-
conditioned media or co-culture.29 In fact, our sucrose space
and trans-endothelial resistance measurements indicate
that we have a tighter in vitro BBB than those reported
by other groups who use co-culture.27,28

The in situ perfusion model used in this study has been
previously utilized to study the transport of a number of
peptide neuropharmaceuticals across the BBB.3,4,10,30 The
basal permeability of the BBB has been extensively studied
using inert nontransported substances such as sucrose. In
this study, the sucrose space was measured to assess the
effect of PAO on the basal permeability of the BBB. The
values measured ranged from 0.12 ( 0.002 to 0.13 ( 0.002
µL‚min-1‚g-1 for basal and PAO-treated rats, respectively.
These values are well within the range of normal sucrose
spaces reported previously in the literature.31,17,10 It is thus

Figure 6sThe effects of a combination of 100 µM PAO and 100 µM DPDPE
on the uptake of [3H]DPDPE by rat brain. Each bar represents the mean and
SEM of 4−6 animals. Addition of PAO, DPDPE, and the combination to the
perfusate led to a significant decrease in [3H]DPDPE uptake. There was no
significant difference between the three treatment groups.

Journal of Pharmaceutical Sciences / 395
Vol. 88, No. 4, April 1999



clear that, within the experimental parameters studied,
PAO has no significant effect on the basal permeability of
the BBB for a 20-min exposure. Furthermore, 100 µM
DPDPE did not significantly affect the vascular space
under the current experimental conditions. The uptake of
DPDPE was inhibited in a dose-dependent manner by 10-
150 µM PAO (Figure 5.). The inhibition caused by 100 µM
PAO was not significantly different from that caused by
100 µM DPDPE, and no additive effect was observed on
co-administration (Figure 6). At the 200 µM concentration
of PAO, there was a slight yet not statistically significant
rise in the uptake of DPDPE into rat brains. This rise was
obviously not due to an increased basal permeability of the
BBB because at the same concentration there was no
increase in the sucrose space of the brain. Furthermore, a
similar effect was not seen in the cellular uptake model.

PAO has been shown to have similar effects on the
uptake/transport of DPDPE in two in vitro and one in situ
model of BBB transport. It is generally difficult to compare
in vivo and in vitro studies of the BBB. However, in this
study, all the chemicals used were similar and the isotope
was from the same batch and equivalent concentrations of
isotope were used in each experiment. To make comparison
of the three models easier, the flux and Kin values were
converted to a PC value that was already described for the
in situ experiments. The PC values for the uptake were
calculated on the assumption that the mean protein value
was 59.6 µg of protein per well (based on 162 individual
wells) and the surface area of the wells is fixed at 2 cm2.
The PC values from this study and others (Table 3.) show
that the BBMEC uptake studies have PC values 3.6 times
higher than the in situ studies.

PAO has been used at concentrations ranging from 1 to
100 µM in a number previous studies and has resulted in
variable levels of inhibition on receptor-mediated endocy-
tosis. For example, Bradley et al.32 showed that the
receptor-mediated endocytosis of low-density lipoprotein by
human umbilical vein endothelial cells was reduced 66%
by 1 µM PAO. Wiley et al.16 used a range of PAO
concentrations (10-4-10-7 M) to inhibit receptor-mediated
endocytosis of EGF by human fibroblast cells, finding that
there was almost total inhibition at 10 µM. In contrast,
angiotensin II receptor-mediated transcytosis across en-
dothelial cells was significantly decreased by 25 µM PAO,
though it required 100 µM PAO to significantly reduce
uptake into the cell.13 These differences in the required
concentrations of PAO to cause an effect may be linked to
the differences in the endocytotic rate constants for each
receptor studied and to the number of receptors expressed
in a given system. For example, EGF receptors have
endocytotic rate constants ranging from 0.03 to 0.3 min-1,
depending on cell type.33 Also, receptor distribution and
density varies from cell type to cell type, for example, the
transferrin receptor is constitently expressed at a high
density on the BBB endothelial cells and relatively low in
other capillary beds.34 The fact that we were unable to
totally inhibit the permeability across BBMEC cells on
filters is not surprising. The PC value takes into account

the diffusion across the membranes between cells (by
calculating the PC value from linear regression), however,
it does not divide the transport into saturable and nonsat-
urable mechanisms. The evidence that we present in this
study is that the saturable component of DPDPE transport
is inhibited by PAO, thus implicating clathrin-dependent
receptor-mediated endocytosis. It has been shown that
DPDPE also uses a nonsaturable diffusional mechanism
to cross the BBB.11 This mechanism would not be affected
by PAO and thus should not be inhibited. Therefore, we
would be more surprised if we totally inhibited all DPDPE
transport.

Together with data from previous studies, we can now
state that DPDPE crosses the BBB in part via an endocy-
totic (transport) mechanism. PAO has been shown to
inhibit some fluid phase endocytosis25 at higher concentra-
tions. Although this form of endocytosis may explain some
of the DPDPE transport, it would not explain the saturable
component of the transport. Furthermore, if the PAO were
indeed inhibiting the nonsaturable component of the
transport, it would be reasonable to assume that addition
of a high concentration of DPDPE to the in situ media
would lead to an additive inhibition. This assumption is
evidently not the case (Figure 6), and the likely saturable
mechanism is endocytosis. The two saturable forms of
endocytosis are adsorptive endocytosis and receptor-medi-
ated endocytosis. In an earlier study, the competitive
adsorptive endocytosis inhibitor poly-L-lysine failed to
reduce DPDPE uptake into rat brain,11 suggesting that
DPDPE does not bind to the anion-rich sites in the cell
membrane and thus does not use classical adsorptive
endocytosis. DPDPE has been shown to have a Km in the
micromolar range,11 which is indicative of a carrier-
mediated rather than receptor-mediated process.35 This
result would indicate that the mechanism of DPDPE
uptake is unlikely to be via a normal receptor-mediated
endocytotic effect. However, DPDPE transport could be
explained by DPDPE binding specifically to a protein/
receptor in an area that has a high basal endocytotic rate
(for example, clathrin-coated pits) and entering the cell via
receptor turnover rather than stimulating its own endocy-
tosis. PAO has previously been shown to reduce the basal
endocytotic rate in 3T3 cells25 and could inhibit DPDPE
uptake in this manner. Furthermore, insulin, which binds
to its receptor (in clathrin-coated pits) and is internalized,
leads to an increase in the basal endocytotic rate and also
increases DPDPE uptake.11

In conclusion, the present study demonstrates that
DPDPE enters the brain via an endocytotic mechanism
that is saturable and can be inhibited in a dose-dependent
fashion by PAO. The understanding of the transport of
DPDPE is important for several reasons. First, a number
of opioid peptides based on the structure of DPDPE are
currently being developed and studied for analgesia therapy.
Second, the disulfide bridge between two D-amino acids has
become a common strategy for stabilizing the peptide
backbone of peptide pharmaceuticals. By studying the
transport of DPDPE, we will be able to determine whether
cyclization via disulfide bridges results in a common
transport mechanism for peptide drugs.
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Abstract 0 Absorption rate constants (in situ rat gut technique) and
in vitro antibacterial activities of twenty fluoroquinolones have been
evaluated. A biophysical model that relates the absorption of the
compounds with their lipophilicity was fitted. The model considers the
absorption process from the intestinal lumen as the sum of two
resistances in series: aqueous diffusional barrier and lipoidal
membrane. Even if partitioning into the membrane and membrane
diffusion are both enhanced for lipophilic compounds, the absorption
rate constant is limited by the aqueous diffusion. To estimate the
influence of structural modifications on each property and to establish
the role of lipophilicity in controlling in situ absorption and in vitro
antibacterial activity, the PATQSAR search system is used to construct
structure−property relationships. The structural models, which explain
99% of the total variance of each physicochemical property and 96%
of each in vitro biological activity, provide an explicit and precise
interpretation of lipophilicity, absorption, and antimicrobial activity. The
results confirm the important role of lipophilicity in controlling absorption,
as pointed out by the biophysical model for the piperazinyl series,
and suggest the introduction of electronic factors in order to extend
the model to heterologues. They also justify the mechanism by which
quinolones are assumed to induce antibacterial activity.

Introduction
Absorption-lipophilicity correlations can help to explain

absorption mechanisms by passive diffusion. The Plá-
Delfina and Moreno absorption model1 considers that in
the small intestine diffusion can occur by two parallel
paths: the aqueous pores and the lipoidal membrane. The
actual absorption rate represents the sum of the rate
constants governing the penetration into the lipoidal
membrane and across the aqueous pores. When the mo-
lecular weight of the compounds is above approximately
250 Da, diffusion by the aqueous pathway becomes impos-
sible, and the absorption is reduced to membrane penetra-
tion. In this case, the Higuchi-Ho equation2 is able to
describe in more detail the two steps involved in absorption.
This equation considers that there are two resistances in
series associated with the stagnant aqueous layer and the
lipoidal barrier. In the present study, a lipophilicity-
absorption relationship for homologous series of compounds
is established by means of a previously published3 modi-
fication of the Higuchi-Ho equation, to check its utility and
predictive potentialities.

In the field of computer-aided design, we have developed
an interactive graphic system, PATQSAR (Population

Analysis by Topology-based QSAR), based on the topologi-
cal DARC/PELCO methodology,4-6 for predicting physico-
chemical or biological properties of molecules, starting from
their characteristic structural elements and the appropri-
ate experimental data. With a view to validating the
absorption-lipophilicity correlation established with the
compartmental model and to gaining insight into the
mechanism by which fluoroquinolones induce antimicrobial
activity, we use our general QSAR search procedure to
construct structure-absorption, structure-lipophilicity,
and structure-activity correlations.

Materials and Methods
Test CompoundssSixteen 6-fluoro-7-piperazinyl quinolones

derived from norfloxacin and ciprofloxacin by progressive alkyla-
tion of N′-piperazinyl,7 as well as four additional compounds, one
homologue and three related heterologues, were provided by
Cenavisa S. A. Laboratories (I+D Department, Reus, Spain).8

Each compound was identified by its infrared spectrum. Purity
was checked by ion-pair reversed phase HPLC and shown to be
above 99.9% in all cases. The names, structures, and molecular
weights of the compounds are given in Table 1. The piperazinyl
quinolones exhibited a pKa1 between 5.5 and 6.5, and a pKa2
between 7.5 and 8.5, and at the working pH (7.00) they were in
their zwitterionic form. The heterologues have only one pKa value
between 6.0 and 7.0.

Absorption StudiessBiological TechniquesThe in situ rat gut
technique, adapted as previously described,9,10 was performed
using the whole small intestine of male Wistar rats weighing 210-
295 g (six animals per compound). To prevent enterohepatic
recycling, the bile duct was cannulated before the perfusion. An
isotonic saline solution was prepared and buffered to pH 7.00 by
addition of 10% (v/v) of 0.066 M Sörensen phosphate solution. This
concentration prevents the disturbing effects of phosphates on the
intestinal membrane11 while maintaining the ionization of the
substances. Test solutions were prepared immediately before use
by dissolving a fixed amount of each compound in the vehicle
solution (w/v), depending on its solubility. The concentrations,
shown in Table 1, are low enough to avoid precipitation in the
lumen during the absorption tests. After dissolving the xenobiotic,
the pH of the solution was checked and readjusted when necessary.
The perfusate was sampled into silanized glass tubes at fixed times
after 5 min, at intervals of 5 min. All samples were analyzed
immediately.

Water Reabsorption StudiessThe volume of the perfused solu-
tions at the end of the experiments was significantly reduced (up
to 20%), and a correction became necessary in order to calculate
the absorption rate constants accurately. If this process is not
considered, the disappearance from the gut is underestimated and
the absorption rate constant is incorrectly calculated. Water
reabsorption is an apparent zeroth-order process.10,12 A method
based on direct measurement of the remaining volume of the test
solution was employed.7 The volume V0 at the beginning of the
experiment for each compound was determined on groups of three
animals, while the volume Vt at each time t was measured on every
animal used. The corrected concentration Ct, which represents the
concentration in the gut that would exist in the absence of the
water reabsorption process, was deduced from the concentration
Ce analyzed in the sample at the same time t, by the following
equation:
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Absorption Rate ConstantssThe absorption rate constants ka
were determined by nonlinear regression analysis of the corrected
concentrations Ct versus time, using Sigma Plot 2.0 (Jandel
Scientific), as it had been previously established that the process
follows first-order kinetics. To prevent adsorption on the intestinal
mucosa and residual sample dilution effects,10,13 only the calcu-
lated values after 5 min, listed in Table 2, were used for regression,
as it was found that after that time adsorption equilibrium was
generally reached.

Lipophilicity IndexessPartition CoefficientssBulk phase
partition coefficients, P, between n-octanol (Merck analytical
grade) and of 0.066 M Sörensen phosphate buffer, pH 7.00, were
determined for each compound of the series. Six values per
compound were used to establish the average value to be used in
the correlations. These values are reported in previous papers.3,14

Number of Methylene GroupssThis was used as a lipophilicity
index free of the influence of solvent interactions. Provided that a

perfect homologous series is studied, it has been demonstrated to
be equivalent to other indexes such as partition coefficients, P,1,15

or capacity factors, K.
Analysis of the SamplessAn original HPLC procedure was

used to quantify the solute concentration in both biological and
partition samples. The analysis was carried out on a Novapak C18
column (3.9 × 150 mm), using as mobile phase a mixture of
methanol and 15 mM phosphate buffer, adjusted to pH 2.4 with
orthophosphoric acid. The percentage of each component of the
mobile phase was selected for each compound of the series in order
to obtain the best chromatographic resolution. The equipment
consisted of a Series III Hewlett-Packard quaternary pump, a
Rheodyne injector, a 1046 Hewlett-Packard fluorescence detector,
and a 3395 Hewlett-Packard integrator. Quantification was done
by fluorometry, with excitation and emission wavelengths of 338
and 425 nm, respectively. This technique offers a high degree of
selectivity and specificity. The procedure was validated for inter-
and intraday runs before use. Accuracy was estimated from the
percentage error associated with measuring 5 to 8 standards,
analyzed at least three times. Accuracy was demonstrated to be

Table 1sNames, Structures, Molecular Weights and Perfusion Concentrations of Substituted 6-Fluoroquinolones

Ct ) Ce

Vt

V0
(eq 1)
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better than 15%, regardless of the analyte concentration. Precision
was calculated as the coefficient of variation of five determinations
over the same standards, and it was shown to be better than 5%.
Linearity was established over the range of concentrations present
in the samples for every compound (correlation coefficients always
over 0.999).

In Vitro Antibacterial ActivitysThe lowest concentration of
the drug that inhibited the growth of 90% of the strains on agar
was taken as the minimum inhibitory concentration, MIC90. It was
determined on 100 strains of Escherichia coli, using the agar plate
dilution method. The procedure was validated by means of the
following typified strains: Pseudomonas aeruginosa ATCC 27853,
E. coli ATCC 25922, Streptococcus faecalis ATCC 29212, and
Staphilococcus aureus ATCC 29213. The assay was carried out
following the specifications of the National Committee for Clinical
Laboratory Standards.16 Mueller-Hinton agar plates were pre-
pared with known concentrations of the quinolone tested, covering
a suitable range. The bacterial suspension was then inoculated
into the plates with a Steers replicator. The plates were cultured
at 37 °C for 20 h and evaluated immediately thereafter.

Fitting of Models to the DatasTo test the pertinence of the
absorption rate constants for establishing correlations, their values
were compared with each of those by means of ANOVA after the
homogeneity of the variance had been tested using the Cochran
test.

Absorption-Lipophilicity RelationshipsA biophysical compart-
mental model, which considers the total resistance to passive
absorption as the sum of two resistances in series, was fitted. As
previously pointed out,3 the partial resistances correspond to the
aqueous resistance, produced by the stagnant aqueous layer and
to the lipoidal resistance due to the membrane. The original
equation2,3,17 was adapted assuming that the permeability in the
aqueous layer depends inversely on the square root of the
molecular weight and that the permeability in the membrane
lipoidal phase is related to lipophilicity. The equation can be
written as follows:

where C, d, and E are fitting parameters. Curve fitting was carried
out only for perfectly homologous compounds. All fitting operations
were run on a computer using the PCNONLIN 4.0 program. For
more complicated fitting models, PCNONLIN was used instead
of Sigma Plot because it is a more powerful software which uses
several algorithms to optimize the objective function, provides
more statistical information about the parameters obtained, and
gives the standard deviation of the predicted values. To appreciate
the goodness of fit, the correlation coefficients between the
experimental and model-predicted ka values were calculated.
Precision in the estimation of the parameters, and the standard
deviation, s, were also used as criteria for evaluating the results.

Structural ModelssFour correlations were run on the com-
pounds and the available data for each property. The experimental
population consisted of 20 compounds for the absorption rate and
partition coefficients, and 16 for in vitro antibacterial activity. The
models were established by using PATQSAR,18 a system for QSAR
search based on the DARC/PELCO topological procedure.4-6

Data are encoded directly by an interactive procedure. The
compounds are represented as ordered chromatic graphs. Their
superposition generates the population trace, which contains all
the elements required for constructing the initial structural
variable automatically. Compounds are described by a vector of
discrete structural variables, which have values of 0 or 1 depending
on their absence from or presence in the molecule, respectively.

These primary variables can be further combined into more
complex ones:

Interaction variables designate the simultaneous existence of
two or more basic structural elements, each of which can exist
without the other; they are written as V1*V2;

Exclusion variables designate the existence of a basic element
in the absence of another one, which can exist simultaneously;
they are represented as V1*V2;

Equivalence variables make elements, which belong to homo-
geneous series and have closely similar effects on the property,
equivalent; they are written as V1 ) V2.

Optimal correlations were sought on the basis of the criterion
of experimental precision (( 0.04 for log ka and ( 0.02 for log P).
For each model an exploratory correlation was run on the available
data with all the topochromatic “sites” as parameters, i.e., atoms
and bonds different from the common structure or “focus”. Devia-
tions from additivity were taken into account by introducing
interaction sites. Regularities, which allow certain structural
effects to be generalized, were detected by introducing equivalence
sites. At each step the new SAR is set up by multiple linear
regression analysis. A stepwise module is available to detect the
most significant parameters.

Results and Discussion
Lipophilicity IndexessThe n-octanol/water partition

coefficients listed in Table 2 undoubtedly constitute the
most classic index. To study the effect of alkylation on
lipophilicity, the relationships between log P and the
number of methyl groups of homologous compounds were
established for each series. Statistical comparison (t test)
of their slopes demonstrated that they are the same.
Therefore, the overall correlation is shown in Figure 1. In
such a correlation the intercept should represent the log P
value of the parent compounds of the series (i.e. norfloxacin
and ciprofloxacin), but it does not. This can be interpreted
as the result of specific interactions between these elements
and the solvent, promoted by the absence of the methyl
substituent. This effect has been reported for many parent

Table 2sObserved and Calculated Partition Coefficients, Absorption Rate Constants, and in Vitro Antibacterial Activities

log P log ka log 1/MIC E. coli log 1/MIC Staph.

compound P obsd calcd eq 3 ka (h-1) obsd calcd eq 4 obsd calcd eq 5 obsd calcd eq 6

norfloxacin 0.03b −1.55 (0.03)b −1.60 0.42b −0.38 (0.07)b −0.32 1.00b 1.03 0.30 0.33
N′-methylnorfloxacin 1.88b 0.27 (0.01)b 0.22 1.92b 0.28 (0.04)b 0.32 1.00b 1.03 0.30 0.33
N′-ethylnorfloxacin 2.36b 0.37 (0.01)b 0.48 2.75b 0.44 (0.03)b 0.46 0.70b 0.75 0.30 0.33
N′-propylnorfloxacin 11.28b 1.05 (0.01)b 1.01 4.07b 0.61 (0.04)b 0.60 0.40b 0.47 0.00 0.05
N′-butylnorfloxacin 30.34b 1.48 (0.02)b 1.54 5.59b 0.75 (0.02)b 0.74 0.40b 0.20 −0.30 −0.23
N′-pentylnorfloxacin 127.67b 2.11 (0.02)b 2.08 5.69b 0.76 (0.04)b 0.74 0.40b 0.20 −0.30 −0.51
N′-hexylnorfloxacin 515.95b 2.71 (0.01)b 2.61 5.98b 0.78 (0.05)b 0.74 −0.20b −0.08 −0.60 −0.80
N′-heptylnorfloxacin 1664.69c 3.22 (0.02)b 3.14 6.00b 0.78 (0.04)b 0.74 −0.51b −0.35 −1.20 −1.07
ciprofloxacin 0.08c −1.12 (0.02)c −1.07 0.63 −0.20 (0.06) −0.26 1.60 1.58 0.60 0.61
N′-methylciprofloxacin 1.42c 0.15 (0.06)c 0.22 2.55 0.41 (0.04) 0.38 1.60 1.58 0.60 0.61
N′-ethylciprofloxacin 3.38c 0.53 (0.01)c 0.48 3.52 0.55 (0.03) 0.52 1.30 1.30 0.60 0.61
N′-propylciprofloxacin 11.86c 1.07 (0.01)c 1.01 4.79 0.68 (0.05) 0.66 1.00 1.03 0.30 0.33
N′-butylciprofloxacin 35.30c 1.55 (0.04)c 1.54 5.69 0.76 (0.03) 0.80 0.70 0.75 0.30 0.05
N′-pentylciprofloxacin 116.04c 2.06 (0.01)c 2.07 6.04 0.78 (0.02) 0.80 0.70 0.75 −0.30 −0.23
N′-hexylciprofloxacin 361.71c 2.56 (0.02)c 2.61 6.03 0.78 (0.04) 0.80 0.40 0.47 −0.60 −0.51
N′-heptylciprofloxacin 1043.96c 3.02 (0.04)c 3.14 6.08 0.78 (0.04) 0.80 0.40 0.20 −0.90 −0.80
CNV8919 54.71 1.74 (0.02) 1.76 7.52 0.88 (0.03) 0.87
flumequine 9.38 0.97 (0.02) 0.96 6.87 0.84 (0.04) 0.82
CNV97100 0.09 −1.07 (0.06) −1.07 1.24 0.09 (0.07) 0.09
CNV8804 9.37 0.97 (0.01) 0.96 7.10 0.85 (0.06) 0.87
mean SDa (0.02) (0.04)

a SD: standard deviation. b Data from ref 3. c Data from ref 14.

ka ) CPd

1 + ExMPd
(eq 2)
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compounds of very different homologous series. The methyl
derivatives, on the contrary, show higher lipophilicity
indexes than predicted. This effect, known as the “first ele-
ment effect”, can easily be explained if we consider the fact
that the methyl group has a larger volume than the hydro-
gen of the parent ring. Therefore, the substituent signifi-
cantly reduces the water to n-octanol transfer energy.
Obviously, this substituent produces greater changes than
subsequent alkylation. Finally, the slope of the correlation,
which represents ∆π for the series, is in good agreement
with Hansch’s predictions.

Absorption-Lipophilicity CorrelationsApplying the
biophysical model to the 17 6-fluoro-7-piperazinylquinolo-
nes leads to a very significant absorption-lipophilicity
correlation (R2 ) 0.97) represented in Figure 2 where the
fitting parameters are listed along with the statistical data.
As can be seen, the absorption rate constant increases with
lipophilicity up to a certain value because of the limiting
effect of water diffusion through the stagnant layer.
Therefore, there is a practical limit to the lipophilicity that
improves the intestinal absorption rate. The ka and P val-
ues of the three heterologous compounds have also been
plotted in Figure 2. Their absorption rate constants are
higher than those predicted by the correlation from their
lipophilicity index. This could be due to the electronic
changes that the new substituents introduce into the
molecule, which probably modify their interactions with
the absorptive membrane. Nevertheless, the optimal values

for lipophilicity that could be predicted reproduce the value
obtained by the correlation for homologous compounds.

Structural ModelssLipophilicity-Structure Models
The results are displayed on the population trace diagram
in Table 3. The relationship can be written:

The structural elements, whose contributions are 0.27,
0.54, and 0.81, are grouped in an equivalence variable
where they are weighted as indicated below:

Contributions of the different heterocycles take into
account the absence of the flumequine moiety represented
by the dotted line in Table 3.

The lipophilicity, as expected, is markedly reduced by
introducing a piperazinyl ring at position 7. Replacing the
N′ nitrogen of this ring by a different heteroatom, oxygen
or sulfur, produces a more lipophilic molecule. The lipo-
philicity is decreased by a higher electron-donating effect
of the substituent which enhances its solvation by water.
It is greatly increased upon methylation of the N′-piper-
azinyl nitrogen (+1.82) and regularly enhanced by length-
ening or branching of the N-alkyl chains (+0.54) except in
the â positions with respect to the N′ nitrogen. The contri-
bution of the first methyl to total lipophilicity is about three
times that of the chain-lengthening atoms. This can be
explained by the fact that secondary amines have a higher
polarity and affinity for the aqueous phase and interact
with it more easily. Replacing the hydrogen by a donor
substituent, such as the methyl group, reduces the transfer
energy from water into n-octanol.19 The small contribution
of the â chain-lengthening atom (0.27) compensates the
first element effect. Replacing the N-ethyl by a N-cyclo-
propyl in position 1 increases lipophilicity by the same 0.54
value but has no effect in the presence of a N′-chain. The
influence of the methylene bridge is quantified by the inter-
action-exclusion variable. Surprisingly, introducing a
methyl group on the piperazinyl ring at the â position with
respect to the N′ nitrogen has no effect.

Absorption-Structure Model. The relationship presented
in Table 4 can be expressed as:

In this case the interaction variable is not necessary
because the membrane behaves as a less discriminative
partitioning system than n-octanol/water.

The 7-piperazinyl group reduces both lipophilicity and
absorption, as this implies an increase in polarity.19 Again,
replacing the nitrogen of the piperazinyl ring by a different
heteroatom, oxygen or sulfur, enhances both lipophilicity

Figure 1sRelationship between partition coefficient and number of methylene
groups for N′-alkylnorfloxacin (9) and N′-alkylciprofloxacin (2). The dotted
and dashed lines represent the 95% confidence (‚‚‚) and prediction (- - -)
intervals, respectively.

Figure 2sRelationship between absorption and partition coefficient for perfectly
homologous compounds. The line represents the best fit of eq 2: ka )
(2.60P0.72)/(1 + 0.02M1/2P0.72). The points associated with the heterologues
are superimposed: CNV 8804 (9); CNV 8919 (2); flumequine (b).
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and absorption. However, the relative contributions are not
the same. Starting from flumequine whose lipophilicity is
a little higher than absorption, introducing the 7-piperazi-
nyl group decreases lipophilicity (-2.56) much more than
absorption (-1.13) while introducing a morpholinyl or a
thiopiperidyl group either has no effect on both properties
or increases lipophilicity (+0.81) markedly and does not
influence absorption. Introducing a methylene bridge into
the N-ethyl side chain strengthens this effect, leading to
heterologues having a higher lipophilicity than absorption,
in contrast to the first terms of the piperazinyl series. This
could explain why they were found as outliers in the
biophysical model. It suggests that absorption is an in-
creasing function of lipophilicity which must be modulated
by electronic factors.

In the piperazinylquinolones, each chain-lengthening
atom that increases lipophilicity produces an increase in
absorption up to four carbons. The relative contributions
are also reproduced: the first methyl group produces a big-
ger increase than any other, as previously seen for log P,
and further elongation produces a uniform absorption
increase. However, in this case the scheme changes, the
three last chain-lengthening atoms have no effect on
absorption and can be ignored. This fact can be understood
if we consider the biophysical model. As stated by Higuchi-
Ho, adjacent to the intestinal membrane there is an aq-
ueous diffusion barrier, whose thickness creates an aqueous
resistance to solute diffusion which has to be overcome
before partitioning into the membrane. This step repre-
sents the absorption rate-limiting process. Even if parti-
tioning into the membrane and membrane diffusion are
enhanced for lipophilic compounds, the absorption rate has

a practical limit fixed by the aqueous diffusion,3 as is clear
from the zero contribution of the three last chain-lengthen-
ing elements.

Additionally, introducing a 3′-methyl group or a 1-cy-
clopropyl has a slightly different effect on absorption and
lipophilicity: 3′-methyl, which has no influence on lipo-
philicity, increases absorption weakly; 1-cyclopropyl, which
has no influence on absorption, increases lipophilicity but
only for the first term.

Structure-Antibacterial Activity ModelssThe results are
displayed on the population trace diagrams in Tables 5 and
6. The equations can be written:

The two structural elements are grouped in an equiva-
lence variable, where they are weighted as indicated:

In this case, the two structural elements grouped in the
equivalence variable are weighted:

Table 3sStructure−Lipophilicity Model

a Contributions of the heterocyclic rings take into account the absence of the flumequine moiety represented by the dashed line. b Contribution of the methylene
bridge is zero when C1 is present.
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As can be observed, only replacing the ethyl by a

cyclopropyl substituent enhances the antimicrobial activity.
This effect has been reported previously.19,20 Nevertheless,
in these studies the step concerned in the mechanism,
either the cellular penetration or an interaction between

Table 4sStructure−Absorption Model

a Contributions of the heterocyclic rings take into account the absence of the flumequine moiety represented by the dashed line.

Table 5sStructure−Antibacterial Activity Model for Escherichia coli
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the cyclopropyl group and the DNA or bacterial girase
binding site, was not clarified. On the other hand, it can
be noted that the activity on both strains is decreased by
lengthening the N′-alkyl chain. According to the structure-
lipophilicity model, these structural effects are not related
to cellular penetration, as the methylene bridge has no
influence on lipophilicity, and chain-lengthening increases
it. Thus, antibacterial activity is enhanced by a N-cyclo-
propyl which could help to bind the molecule to the DNA
or to the bacterial girase. It is decreased by steric hindrance
of the N′-alkyl chain which could hinder access of the
molecule to the enzyme or its intercalation in the DNA.

Conclusion

Two strategies are used to identify the properties which
influence in situ absorption. In the first, the influence is
assessed quantitatively by searching for correlations be-
tween absorption and lipophilicity. Within the series of
closely related piperazinyl fluoroquinolones, lipophilicity
appears as a strong determinant factor, and the results
validate our previous biophysical model. Although the three
heterologues are found as outliers, the biophysical model
is still able to predict the lowest value of lipophilicity for a
maximum absorption. In the second strategy, we construct
structural models by using the PATQSAR approach and
deduce the influence, starting from a simultaneous analysis
of absorption and lipophilicity. The results confirm that
absorption is increased by higher lipophilicity up to a limit
due to N′-chain lengthening which could hinder membrane
penetration by steric hindrance. Moreover, they suggest
that electronic factors could be introduced into the bio-
physical model in order to reflect the marginal behavior of
the heterologues.

The PATQSAR approach confirms some of the hypoth-
eses of the biophysical absorption model and suggests its
extension, thus demonstrating that they are complemen-
tary. Moreover, its use to identify the properties which
influence antibacterial activity suggests the role of steric

factors. This system is therefore a powerful tool for
interpreting physicochemical and biological data and for
optimizing certain processes, such as in situ absorption and
antibacterial activity.
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Abstract 0 We have used rheological and thermal methods to study
the colloidal characteristics of a widely used technical latex. The
dispersions of poly(methacrylic acid−ethyl acrylate) (Eudragit L100-
55) were found to be stabilized by a combination of electrostatic and
steric mechanisms termed as electrosteric stabilization. The electros-
teric stabilization is considered to arise in part from dissolved polymer
chains with charged carboxylic groups extending out into the
continuous phase. The presence of dissolved polymer chains in the
dispersion implies that coalescence and interpenetration will be
facilitated during film formation, enabling a smooth continuous film to
be formed. The extent of the stabilization layer and an effective hard-
sphere volume was estimated to discuss the steady shear and
viscoelastic properties in this context. The glass transition temperature
(Tg) of the particles making up the dispersion has also been determined
as a function of sorbed moisture and modeled by the Gordon−Taylor
equation modified for specific interaction between water, surfactant,
and polymer. This parameter at high moisture content can be used
as a first approximation to the minimum film-forming temperature
(MFT). Change in Tg (and thus MFT) with moisture content implies
that the coating process must be controlled so as to produce a rate
of drying slow enough to allow coalescence to occur.

Introduction
The release of drug from a solid dosage form is often

tailored by applying a polymeric coating. Water-based rate-
controlling polymer films are generally made by spraying
an aqueous polymeric dispersion (latex) onto the dosage
form (tablet or multiparticulates) and then evaporating the
water, a process not unlike film formation from water-borne
paints. Commonly used aqueous coating polymers within
the pharmaceutical industry are cellulose derivatives and
acrylic polymers. These latices are characterized by low
viscosity, even at relatively high solid content.1

The mechanism of film formation from aqueous latex
dispersions has been discussed for almost half a century.
The evolution of the theories of film formation can be
followed through a number of interesting papers.2-5 Rhe-
ology,4,6 scanning electron microscopy,4,6 and lately atomic
force microscopy4,7 are primary techniques that have been
employed for studying dispersions and film formation.
Latex dispersions are subject to a range of shear rates
during the coating process ranging from 105 s-1 during
atomization to 10-2 s-1 during leveling. The process of

deformation and coalescence is a function of polymer
viscoelasticity.2 In this work, we have applied rheology to
study a commercial latex dispersion based on a methacrylic
acid-ethyl acrylate (MAEA) copolymer and relate its
characteristics to the first stages of film formation in
pharmaceutical processing.

Film formation from polymer dispersions is correlated
to the glass transition temperature (Tg) of the polymer and
the temperature of operation in relation to the minimum
film-forming temperature (MFT) of the latex.8 The MFT is
the minimum temperature above which a continuous and
clear film is formed during drying.2,8 While film formation
does not imply that interdiffusion of polymer chains
between adjacent particles must occur,7,9 coalescence and
interpenetration would be required for the formation of a
strong film.5 This flexibility is influenced by additives
(plasticizers) as well as water (moisture) content of the
polymer and can be detected as a reduction in both the Tg
and the MFT. While both these parameters are apparently
similar, Tg is a fundamental property of the material while
MFT is an ill-defined parameter10 reflecting latex morphol-
ogy11 and even particle size in some cases2. Tg can, however,
be used as a first approximation for the MFT. (Data from
Heuts et al.8 gives the ratio of MFT to Tg as ranging
between 0.8 and 1.1 for single stage acrylic dispersions,
while data from Hoy12 gives a ratio of 0.95). The Tg (and
MFT) of the sprayed latex will change with moisture
content, and a poor film will be formed if the MFT rises
above operating temperature due to too rapid a drying. We
have therefore determined the moisture adsorption iso-
therm for the dry commercial latex dispersion and mea-
sured the Tg of as a function of moisture content.

Materials and Methods

A spray-dried aqueous dispersion of methacrylic acid-ethyl
acrylate (MAEA) copolymer (MW 250 000) with the commercial
name Eudragit L100-55 was used (Röhm GmbH, Darmstadt,
Germany). The as-received Eudragit L100-55 also contains 0.7%
sodium lauryl sulfate (SLS) and 2.3% Polysorbate 80 based on solid
substance, added to function as emulsifiers.

Dispersions were made by adding NaOH to the latex particle
agglomerates in water and dispersing in accordance with Leh-
mann.1 The dispersion is stable when 3-6% of the carboxylic
groups of the copolymer are ionized; at greater than 20% ioniza-
tion, the polymer particles would dissolve.1 A suitable ratio of
alkali and polymer was found to be 90 g of polymer/g of NaOH.
This ratio was determined by measuring the viscosity and stability
of the dispersions with constant polymer content but varying alkali
concentration. Low pH gave an unstable dispersion while high pH’s
resulted in a rapid increase in viscosity due to dissolution of
polymer. Dispersions were considered to be stable if no sedimenta-
tion could be detected in 24 h by visual inspection. The pH of the
dispersions ranged between 5.1 and 5.3 (see Table 1). By keeping
the NaOH-MAEA ratio constant, stable dispersions over a wide
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range of solids content could be made. A suggested procedure for
preparation of the dispersion requires a ratio of 71 g of polymer/g
of NaOH along with 10% triethyl citrate at a final pH of ∼5.1 The
ready-to-use commercial 30% dispersion Eudragit L30 D from
Röhm has a pH of 2.5. At this pH, however, a 30% dispersion of
the spray dried L100-55 is not stable and sediments immediately.

True polymer concentration of the latices was determined by
“Loss on drying”, method d (383 K, 3 h), in accordance with Ph.
Eur. 1979. Taking into account the mass of compounds that did
not evaporate and knowing the density of Eudragit L100-55, 1.18
g/cm3 (data from manufacturer), the volume fraction of polymer,
φ, was calculated.

The ú potential of the particles was measured using a Malvern
Zetasizer 4 (Malvern Instruments Ltd, Malvern, UK). Measure-
ments were performed 24 h after preparation, on three samples
from each dispersion. The latex dispersions were diluted 160-fold
in an acetate buffer with similar pH and ionic strength (∼10-2

M) prior to measurement due to their high turbidity. The used
ionic strength is an estimate, since the exact degree of ionization
of the carboxylic groups on the polymer is unknown.

Steady-state rheological measurements were carried out using
a Bohlin VOR Rheometer (Bohlin Reologi, Lund, Sweden), a
controlled strain instrument, with a double gap measuring system
(DG 24/27) for dispersions of low viscosity or a concentric cylinder
(C25) for dispersions of intermediate viscosity. A controlled stress
instrument (Stresstech Rheometer, Reologica Instruments, Lund,
Sweden) with a concentric cylinder (CC15) measuring system was
used for all the dynamic viscoelastic measurements. The frequency
range of 0.0001-90 Hz with a constant stress of 0.5 Pa was used.
This stress is such that resulting deformation lies within the linear
viscoelastic region of all dispersions measured. All measurements
were performed at 298 K. Unwanted drying out and film formation
at the surface of the sample were prevented by covering the
measuring cups with a vapor trap. The intrinsic viscosity was
determined using an Ostwald capillary viscometer at 298 K.

The glass transition temperature of the spray-dried Eudragit
L100-55 was determined using modulated temperature differential
scanning calorimetry (MTDSC) on a Seiko DSC220C instrument
upgraded with a SSC5300 analysis system. Other operational
conditions are described by Singh et al.;13 the instrument opera-
tional parameters used were a heating rate of 3 K/min, an
amplitude of 1 K, and a frequency of 0.02 Hz. The Tg of the MAEA
copolymer in question here could not be detected using a conven-
tional DSC.

To examine the effect of moisture on the glass transition
temperature, samples were stored for 3-4 weeks in desiccators
with constant humidity atmosphere at room temperature. The
constant relative humidity atmospheres, in the range 31-95% RH,
were created using saturated salt solutions.14 Dried polymer
samples were weighed (5-10 mg) into aluminum DSC pans and
placed in these desiccators for equilibration. Prior to measurement,
the pans were quickly sealed with crimping covers.

The water content of the MAEA powder equilibrated at the
specified relative humidity was measured by Karl Fischer (cou-
lometry) analysis (Metrohm 737 KF Coulometer, Metrohm AG,
Herisau, Switzerland).

The glass transition temperature (at various moisture contents)
can also be determined by an isothermal dynamic vapor sorption
(DVS) method.15 The sample is loaded onto a quartz pan of a
microbalance located in a controlled gas flow environment, where
the relative humidities (0-95%) can be accurately specified while
the weight gain is continuously registered (DVS-1, Surface Mea-
surement Systems, Marlow, UK). DVS was performed on the

MAEA sample at one temperature (313 K) only to confirm the
results of the MTDSC measurements.

Results and Discussion

The surface charge of particles in dispersions has a
strong influence on both the stability and the flow behavior
of the dispersion. Since the MAEA particles carry carboxy-
lic groups, the particles will be negatively charged at the
pH of the experiments (Table 1). This is confirmed by
measuring the ú potential of the particles. At φ ) 0.25 the
ú potential was -42 ( 1.9 mV, and at φ ) 0.34 the value
was -43 ( 1 mV. There was a small tendency of the ú
potential to increase with increasing the polymer content.
This was, however, within the uncertainty of the method.
All the dispersions were therefore considered to have the
same ú potential. The ú potential of the ready-to-use
Eudragit L30D was -14 ( 3 mV in a dilution buffer of pH
2.5 and ionic strength 10-2 M.

In addition to the charges on the particles and the
probable presence of dissolved polymer chains, the dried
latex contains surface active substances that could in
principle contribute to the steric stabilization of the disper-
sion.16,17 Some simple experiments were performed in order
to gain some insight into the interparticle repulsion/
stabilization mechanism. Addition of small amounts of salt
(e.g. KCl) instantaneously affected the stability causing the
dispersion to flocculate irreversibly. The same effect was
seen when the pH was lowered slightly. This is a typical
feature of electrostatically stabilized dispersions. The
freeze-thaw stability of the dispersion was good, however,
which usually indicates steric stabilization.18 Thus, a
combination of electrostatic and steric stabilization is
indicated for the dispersion.

From the above experiments it is also clear that the
dispersion tested here cannot be described as hard spheres.
The data also does not fit Einstein’s law for hard spheres
since the measured intrinsic viscosity, [η], is 4.7, compared
to the expected hard-sphere intrinsic viscosity of 2.5. [For
comparison, Raynaud et al.19 report an intrinsic viscosity
of 3.65 for a sterically stabilized dispersion of particle
diameter 250 nm, while Krieger and Dougherty20 report
3.44 for a dispersion with rigid uncharged particles with a
diameter of 110 nm]. It is apparent that the effective
hydrodynamic radius of the particles is increased by the
adsorbed surfactants, dissolved polymer chains, and/or
electroviscous effects from surface charges, forming a
stabilization layer. An estimate of the effective hydrody-
namic radius can be made using the expression

where a is the core or true radius of the particles while aH
is the effective hydrodynamic radius. The (number) average
particle radius of the dispersions, containing 10-40 wt %
polymer is 100 nm although the particle size distribution
is fairly broad ranging from 60 to 200 nm1. The thickness
of the stabilization layer calculated from eq 1 is 23 nm.

Steady-State Shear Flow BehaviorsThe steady-state
shear viscosity of various volume fractions of Eudragit
L100-55 latex dispersions as a function of applied shear
rate is plotted in Figure 1. The dispersion with lowest φ’s
showed Newtonian behavior. All dispersions above a
volume fraction of φ ) 0.4 showed a more or less pro-
nounced shear thinning behavior. The extent of shear
thinning increased with increasing volume fraction. At very
low shear rates a plateau is evident, which is an ap-
proximation of the zero shear viscosity. The experimental

Table 1sEstimation of the Effective Hydrodynamic Volume Fraction.
The Increase of Effective Particle Radius (∆) is Obtained from a
Krieger−Dougherty Data Fit (n ) 3)

φ φeff ηr ∆ (nm) pH

0.255 ± 0.0003 0.456618 54.4 21.43325 5.27 ± 0.05
0.292 ± 0.004 0.493944 124 19.15116 5.20 ± 0.02
0.335 ± 0.005 0.492656 120 13.71898 5.13 ± 0.06
0.353 ± 0.002 0.571702 3810 17.43521 5.19 ± 0.06
0.355 ± 0.01 0.592429 60800 18.61404 5.13 ± 0.06
0.364 ± 0.02 0.599142 533000 18.07085 5.14 ± 0.07
0.392 ± 0.008 0.60186 3140000 15.36387 5.09 ± 0.05

[η] ) 2.5[aH

a ]3

(1)
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set up could not detect the low-shear plateau for the
dispersion with the highest solid content.

On the basis of previously discussed electrostatic and
steric stabilization mechanism, an effective volume frac-
tion, φeff, can be defined6 such that

where a is the particle radius () 100 nm) and ∆ is the
increase of the effective particle radius due to contributions
from the stabilization mechanisms (Debye length and/or
adsorbed layer). With the above correction, the dispersion
can be modeled as a hard-sphere system. The semiempiri-
cal Krieger-Dougherty equation20 can then be used to
correlate the relative viscosity, ηr, at low shear (approxima-
tion of the zero-shear viscosity from Figure 1) to the
effective volume fraction

[η] is the intrinsic viscosity and φeff,m is the maximum
packing fraction. The value of [η] from capillary viscometry
) 4.7. The value used for φeff,m ) 0.605, corresponding to a
hexagonally packed sphere structure (loose packing, coor-
dination number 8). [The dispersion has a honeycomb-like
structure in the last stages before the water layer disap-
pears and the particles begin to deform and possibly
coalesce.21 Roulstone et al. propose a close-packed hexago-
nal structure for this stage with a maximum packing
fraction of 0.74;22 however, their conclusion is based on cast
films where the particles have a longer time to achieve such
a structure. Heterodispersity can also lower the packing
efficiency10]. The value of ∆ used to fit the experimental
data points in Figure 2 to eq 3 are tabulated in Table 1, in
accordance with Prestidge and Tadros.23 At the low volume
fractions, the effective thickness of the stabilization layer,
∆, is estimated to be 21 nm. The thickness of this stabiliza-
tion layer decreases gradually with increasing volume
fraction (Table 1). This is not surprising since the layer is
compressed with increasing volume fractions as the par-
ticles approach each other closely. This compression causes
the dispersion to display an increasingly elastic behavior
as discussed below.

Viscoelastic BehaviorsThe viscoelastic response of the
MAEA dispersion, in terms of the storage (G′) and loss (G′′)

moduli, is shown in Figure 3 for three volume fractions.
For φ ) 0.33 (φeff ) 0.49) which corresponds to a less-than-
close packing fraction, G′′ is considerably larger than G′
at low frequencies. When the frequency is increased, the
difference between the moduli decreases and at a critical
value called the crossover frequency ∼1 Hz, they are equal.

Increase in G′ with frequency is a function of the
relaxation time scale, τr, of the suspension in relation to
the experimental time scale. At low frequencies, the
experimental time of the order of τ ≈ 1/ω is longer than
the relaxation time allowing the perturbed structure to
relax during oscillation. The applied energy is thus dis-
sipated, resulting in a large loss modulus or viscous
behavior. With increasing frequency, τ becomes of the order
of τr, resulting in a combined viscous and elastic response.
Further increases in frequency will thus result in a
predominantly elastic response i.e.,

implying that the viscoelastic properties do not change at
higher frequencies.24

With increasing volume fraction the average distance
between the particles decreases causing increasing overlap
of the stabilization layers surrounding the particles and

Figure 1sSteady-state shear flow curves of MAEA dispersions as a function
of applied shear for increasing polymer volume fractions, φ (n ) 3; see Table
1 for standard deviations). Data from controlled strain instrument.

φeff ) φ(1 + ∆
a)3

(2)

ηr ) (1 -
φeff

φeff,m
)-[η]φeff,m

(3)

Figure 2sThe low shear relative viscosity as a function of effective volume
fraction for MAEA dispersions (b) fitted to the Krieger−Dougherty model, eq
3, with [η] ) 4.7 and φeff,m ) 0.605. Data from controlled strain instrument.

Figure 3sThe storage (open symbols) and loss (closed symbols) moduli of
φ ) 0.33 (O, b), φ ) 0.35 (0, 9), and φ ) 0.39 (4, 2) dispersions. Data
from the controlled stress instrument.

G* ≈ G′ ) G∞
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therefore increasing the elasticity (G′). This is apparent in
Figure 3 for φ ) 0.39 (φeff ) 0.60). G′ and G′′ of this
dispersion is almost frequency independent. A much lower
crossover frequency is obtained, ≈0.002 Hz, since the
dispersion is unable to scatter the applied energy due to
its high solid content and begins to show elastic behavior
at low levels of perturbation.

At low volume fractions (φ ) 0.33) the dispersion follows
the Maxwell model, implying that one relaxation process
dominates the dynamic properties of the latex in solution.
The implication is that transient structures (stabilization
layer) existing in the system at these concentrations are
similar. [The slope of G′(ω) in Figure 3 is 1.8, and the slope
of G′′(ω) is 1.1, compared to 2 and 1, respectively, as
required by the model]. The dispersions with higher volume
fractions, however, do not fit the Maxwell model: for φ )
0.39 (φeff ) 0.60), the slope for G′(ω) is 0.4 and for G′′(ω) is
0.27 in Figure 3. This is not surprising since stabilization
layer overlap and the resulting interactions introduce a
new type of “cross-link” in the dispersion.

The variation of G′ and G′′ with volume fraction at two
different frequencies of oscillation are shown in Figure 4,
where an increase in solid content increases G′′ and
particularly G′. The phase angle shift is almost 90° for the
lowest volume fractions but increases to approximately 45°,
at φ ) 0.36 (φeff ) 0.60). Results from both frequencies
confirm that the close-packing volume fraction for the
present system occurs at φeff ) 0.60, above which the
system behaves as a gel.23

The reciprocal crossover frequency (in rad/s) can be used
to approximate the relaxation time, assuming that the
material follows the Maxwell model of viscoelastic fluids.
The relaxation time increases with the volume fraction and
typical values of the relaxation time are 0.1 s for the low
(φeff ) 0.49) concentration increasing to ∼75 s for the high
solid dispersions (φeff ) 0.60). To put these in perspective,
characteristic process times for spraying are of the order
of 10-5 s, while that for leveling of an applied film is 100 s.
These times thus agree well with the characteristic relax-
ation times of the dispersions at the relevant concentra-
tions. To further relate the viscoelastic properties to the
deformation and possible coalescence processes, we resort
to the modified viscoelastic model9 for film formation by
Eckersley and Rudin.2 According to this model, film forma-
tion requires

where σ is the surface tension of water in the capillaries
between particles, while G′(t) is the time-dependent elastic
shear modulus of the polymer. Using σ ) 30 mN/m and
200 nm as the largest particle size in the dispersion gives
a critical upper limit for elastic modulus of 5.1 × 106 Pa.
Figure 4 shows that this criteria is satisfied by the present
dispersion.

The mean interparticle spacing in a dispersion, H, is a
measure of the closeness of approach of these particles and
can be expressed as

In Figure 5, we have plotted the complex modulus G*
(at 1 Hz) against H calculated from eq 5 using values of φ
from Table 1 and φm ) 0.605 as indicated above. It is clearly
apparent that as the interparticle spacing falls below 40
nm, G* increases markedly due to the stabilization layers
beginning to overlap. An estimate of the thickness of this
layer is therefore ) 1/2H, i.e., approximately 20 nm. This
value compares well to the ∆-value in Table 1 for the low
volume fractions, as well as the estimate from intrinsic
viscosity using eq 1.

The Debye double layer thickness, 1/κ, in the present
system (water at 298 K)

gives a fairly thin double layer of the order of 3 nm, due to
the ionic strength estimated as 10-2 M. The large value of
κa (≈ 30) suggests that primary electroviscous effects would
be small. Secondary electroviscous effects, while not sig-
nificant at low volume fractions, may, however, play a role
in increasing the viscosity at the high volume fractions
considered here. In the literature, such effects have been
attributed to the formation of (temporary) doublets of like-
charged particles which allow energy to be dissipated when
rotating in or when destroyed by shear.25 Examining the
possible steric contributions to the stabilization layer
suggests that the surfactants added to the latex particles
(Polysorbate 80 and SLS) cannot extend out 20 nm from
the surface of the particles. This and the fairly high ú
potential imply that alternative explanations are needed
to rationalize the extent of the stabilization layer (which
is in agreement when calculated from the various methods).
This layer must arise due to dissolved latex polymer chains

Figure 4sThe storage (O, b) and loss (0, 9) moduli at 10-4 Hz (open
symbols) and 1 Hz (closed symbols) as a function of increasing volume fraction.
Data from the controlled stress instrument.

G′(t) e
34σ
a

(4)

Figure 5sComplex modulus (at 10-4 Hz) as a function of the mean
interparticle spacing from eq 5. The arrow shows the estimated point where
the particles start overlapping. Data from the controlled stress instrument.

H ) 2a[(φeff,m

φeff
)] (5)

κ ) 3.288xI (in nm-1) (6)
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which allow the charged carboxyl groups to extend further
out from the surface. The alkyl chain of anionic SLS can
also adsorb to the surface of the latex as well as bind to
the dissolved chains extending the charged headgroup into
the surrounding phase, effectively increasing the (negative)
surface charge. The picture we have of the latex is thus
one with a charged “hairy” surface, electrosterically sta-
bilized.26 The presence of the adsorbed neutral surfactant
(as well as dissolved polymer) can influence the adsorption
characteristics of the ions in the diffuse layer as well as
shifting the shear plane away from the surface. Contribu-
tion to the latter effect due to Polysorbate 80 will not be
very strong since the amount added is small, allowing the
adsorbed layer to be approximated as free draining; any
contribution due to dissolved latex polymer is, however,
difficult to estimate. Change in the ion distribution in the
diffuse layer can be caused by excluded volume effect
leading to an extension of the double layer and thereby an
increase in the surface potential of the particle.25

Moisture Sorption and Thermal AnalysissMAEA is
an amorphous polymer and takes up water in a humid
environment. The moisture sorption isotherm at 298 K is
tabulated in Table 2 and shows good agreement between
the two (KF and DVS) techniques. The particles absorb up
to 13% moisture when exposed to high relative humidity.
The data seems to follow a typical Type II isotherm for
multilayer physical adsorption on nonporous solids.

The corresponding Tg of the MAEA particles (measured
by MTDSC) equilibrated at a range of relative humidities
is also shown in Table 2 and plotted in Figure 6. The glass
transition temperature of the particles is substantially
lowered after exposure to moisture, as is to be expected.

Lehmann1 reports the MFT of redispersed MAEA latex is
291 K, the MFT of the ready-to-use Eudragit L30D disper-
sion is 300 K, and the Tg of the dry polymer is 380 K. We
find that the Tg (at high moisture content; Figure 6) is a
good first approximation of the MFT. The data also
suggests that since the Tg (and thus MFT) rises rapidly
with decreasing water content, the process of film forma-
tion should be complete before the sprayed material is dried
to such an extent that the MFT rises above operating
temperature. A balance is therefore required between spray
rate, temperature, and drying air flow. It also implies that
the MFT of (and Tg for hydrophilic) latex systems must be
related to the moisture content, and determined by the
humidity of the drying air in which it is measured.

The data from the Dynamic Vapor Sorption measure-
ment performed at 313 K agrees well with the MTDSC data
as shown in Figure 6. A glass transition event at this
temperature is detected when the moisture content of the
polymer is approximately 9%. However, no such event is
observed when the experiment is performed at 298 K. The
plasticizing effect of sorbed moisture is not sufficient to
lower the Tg to 298 K.

Monotonic variations of the Tg with composition in
mixtures/blends are often modeled by the modified Gor-
don-Taylor equation which is based on free volume effects
under the assumption that there are no specific interac-
tions between the components. For a three-component
mixture, this can be written as

where w1, w2, and w3 are the weight fractions of the three
components, and Tg1, Tg2, and Tg3 are the corresponding
pure component glass transition temperatures. Constants
K12 and K13 are ratios of free volumes of components and
can be estimated from

where Fi represents density of component i.
We expect that the MAEA copolymer has specific inter-

actions with water including deprotonation of the carboxy-
lic groups. Similarly, hydrophobic portions of Polysorbate
80 will have an increased affinity for the latex surface. To
account for these interactions, quadratic and third-power
interaction terms are added to eq 7, giving

where Q12, Q13, and Q123 are empirical interaction param-
eters reflecting the strength and type of interactions.27,28

We denote MAEA, water and Polysorbate 80 as components
1, 2, 3 with Tg1, Tg2, and Tg3 as the glass transitions
temperatures of pure MAEA, water () 135 K),29 and
Polysorbate 80 () 207 K), respectively. The Tg of Polysor-
bate 80 was measured in this work, but the same could
not be done for pure MAEA since the MAEA available was
preblended with surfactants. While an extensive dialysis
procedure could in principle remove all added surfactant,
we chose to estimate this parameter (Tg1) from the data at
0% RH. We have neglected any plasticizing effect of SLS
because of the small amount added. Using a two-component
version of eq 7 on Tg data at 0% RH gives Tg1 ) 412 K.
(Specific gravity of Polysorbate 80 ) 1.08 and of MAEA )
1.18). Utilizing this parameter in eq 7 to calculate the Tgmix

Figure 6sInfluence of moisture content on Tg for spray-dried MAEA dispersion
from MTDSC (b). The dotted line is calculated from eq 7 while the continuous
line is a data fit using eq 9. Standard deviations are shown for both Tg and
the moisture content. Results of Tg determination by DVS (∆) at 40 °C (313
K) is marked with a line.

Table 2sMoisture Sorption Isotherm at 25 °C, and the Glass
Transition Temperature (Tg) of Eudragit L 100-55 (Methacrylic
Acid−Ethyl Acrylate Copolymer) (n ) 3)

rel
humidity

(%)

equilibrium
moisture content

by KF (wt %)

equilibrium
moisture content
by DVS (wt %)

Tg by
MTDSC

(K)

0 0 0 402 ± 1.6
31 3.24 ± 0.05 3.68 353 ± 5.8
42 4.19 ± 0.17 4.70 338 ± 3.3
58 5.78 ± 0.48 6.70 329 ± 2.5
90 8.76 ± 0.86 10.9 314 ± 2.0
95 13.1 ± 0.29 13.8 303 ± 4.2

Tgmix )
w1Tg1 + K12w2Tg2 + K13w3Tg3

w1 + K12w2 + K13w3
(7)

Kij )
FiTgi

FjTgj
(8)

Tgmix )
w1Tg1 + K12w2Tg2 + K13w3Tg3

w1 + K12w2 + K13w3
+

Q12w1w2 + Q13w1w3 + Q123w1w2w3 (9)
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of the blend at various moisture contents gives a theoretical
glass transition that does not agree with the experimental
data (Figure 6). However, using eq 9 with Q12 and Q123 as
curve-fitting parameters allows the data to be modeled well
as shown in Figure 6. (It was found that the parameter
Q13 could be dropped without any effect on the goodness of
fit). The value obtained for parameter Q12 is positive while
that for Q123 is negative. While Kwei et al. have presented
arguments based on intermolecular force parameters to
explain the negative values of such parameters,30 we will
simply ascribe these to be empirical parameters that enable
the data to be modeled and underline the importance of
specific interaction terms in our system.

Conclusions

In the first part of this study, we have used the
techniques and methods of colloid science and applied them
to a technical latex, widely used in the pharmaceutical
industry. The dispersions are found to be electrostatically
and sterically stabilized. The stabilization is considered to
arise in part from dissolved polymer chains with charged
groups that extend out into the bulk continuous phase. The
extent of the stabilization layer was estimated to be around
20 nm, giving an effective hard-sphere volume that can be
used to relate the steady shear and viscoelastic properties
to the film formation phenomena. The presence of dissolved
polymer chains in the dispersion implies that coalescence
and interpenetration will be facilitated during film forma-
tion.

The results generated here provide a baseline to evaluate
the effect of normal coating additives such as plasticizers,
colorants, flavorants, buffering agents etc., on dispersion
stability and film-forming ability. While such studies
increase our understanding of the systems in question, they
also point to the complexity and limitations in the strict
application of techniques and models based on ideal and
simplified systems. Technical dispersions present a chal-
lenge because of their heterodispersity and the combination
of mechanisms involved.

The glass transition temperature of the particles making
up the dispersion has then been determined as a function
of sorbed moisture and modeled by the Gordon-Taylor
equation modified for specific interaction between water,
surfactant, and polymer. Our data and that in the litera-
ture suggests that the high-moisture content Tg can be used
as a first approximation for the MFT. Change in Tg (and
thus MFT) with moisture content implies that the process
must be controlled so as to produce a rate of drying slow
enough to allow coalescence to occur. A curing stage is
generally added to assist in the coalescence and interpen-
etration of the sprayed polymer chains. Knowledge of the
moisture sorption and Tg data can be used to determine
the conditions of this stage especially for heat labile
substances.
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Abstract 0 Insufficient intratumoral concentration of therapeutic agents
and multidrug resistance are major factors responsible for failure of
treatment of solid tumors. Simultaneous delivery of chemosensitizing
and antineoplastic agents by microspheres could lead to enhanced
chemotherapy of multidrug-resistant (MDR) tumors. Ionic polysaccha-
ride microspheres derived from dextran were used to load chemosen-
sitizers (e.g., verapamil) and anticancer drugs such as vinblastine.
High drug loading was achieved for both a single agent and dual
agents. The equilibrium drug loading was dependent on the ratio of
the microspheres (MS) to the drug, as well as the relative affinity of
the agents to the MS in the case of dual agents. The drug release
from drug−MS involved hydration and swelling of the MS in addition
to ion exchange. The effectiveness of MS-delivered chemosensitizers
in the reversal of drug resistance was evaluated by measuring the
uptake of [3H]vinblastine by MDR cells (CHRC5). The concomitant
delivery of verapamil with vinblastine by the MS led to a 6−7-fold
increase in the uptake of vinblastine, a level similar to the uptake
obtained with free drug solutions. The results suggest that the
antineoplastic and chemosensitizing agents were released effectively
from the MS and the bioactivity of the chemosensitizer was preserved
during the process.

Introduction
The efficacy of cancer chemotherapy may be limited by

the drug toxicity, drug concentration achievable in the
tumor, and the development of multidrug resistance (MDR).
The maximum systemic drug concentration is set by the
drug toxicity to the normal tissues (e.g., leukopenia of
vinblastine, and cardiotoxicity and immunosuppressive
activity of doxorubicin). In addition, it is difficult to obtain
an effective therapeutic drug level in solid tumors because
of higher intratumoral pressure and poor blood supply.1
Therefore, targeted drug delivery has been extensively
investigated to increase the drug exposure of the tumor
relative to that of normal tissues. Of all the targeting
approaches, the most direct one is the intratumoral or
intra-arterial injection of drug solutions to the tumor
site.2-4 This technique, however, is often associated with
significant systemic exposure due to rapid egress of the
drug from the tumor mass. To maintain the intratumoral
drug concentration and reduce the systemic exposure, slow-
release formulations, especially in the form of micro-
spheres (MS), have been utilized in the place of free drug
solutions.5-14

To date, slow-release MS have been tested in regional
cancer chemotherapy in over a thousand patients world-

wide6-9 as a potential, effective treatment of solid tumors
in the liver, kidney, breast, lung, head, and neck. Phar-
macokinetic and pharmacodynamic studies in animals and
humans have shown enhanced drug exposure of tumors
and diminished systemic toxicity as compared with organ
perfusion with free drug solutions.2-14 Moreover, there is
little indication of increased local toxicity in most stud-
ies.5,7,8 Despite these positive results, a considerable per-
centage of chemotherapy failure is still observed in animal
tumor models and in clinical trials, which may be partly
attributed to MDR to chemotherapy.8,15-19

It has been demonstrated that chronic exposure of cancer
cells to sublethal concentrations of chemotherapeutic agents
can lead to the outgrowth of the MDR phenotype.15-19

MDR, characterized by diminished cellular drug accumula-
tion, usually derives from an increased rate of drug efflux
by specific membrane proteins [e.g., P-glycoprotein (P-
gp)16-19]. Integration of MDR-reversing agents, such as
verapamil and cyclosporins, in conventional chemotherapy
has been used for treatment of MDR tumors.18-22 However,
there has been limited success in clinical trials, especially
in the treatment of solid tumors, which is believed to be a
consequence of insufficient drug concentration in the
tumors.23,24 We hypothesized that simultaneously delivery
of both chemosensitizing and antineoplastic agents to the
tumor sites by MS could increase local drug concentration
and thus enhance the therapeutic efficacy while reducing
the systemic side effects.

Among the numerous methods for incorporating drugs
into MS, loading of ionic drugs into ion-exchange MS is of
particular interest because of their high drug-loading
capacity and ease of the loading process.25-28 Furthermore,
biocompatible and biodegradable materials, such as polysac-
charides and albumin, can be used to prepare the MS.5,25,29

The biodegradable MS drug carriers are more suitable for
in vivo application than nonbiodegradable polystyrene MS,
although the latter have also led to positive therapeutic
results.26-28

Our group has initiated the development of microspheri-
cal delivery systems for enhanced therapy of MDR tumors
via regional, simultaneous delivery of chemosensitizing and
antineoplastic agents.30,31 The purpose of this work was to
undertake in vitro characterization and evaluation of MS
for simultaneous delivery of the dual agents to MDR cells.
Ionic polysaccharide MS derived from cross-linked dextran
were chosen as the drug carriers because of their biocom-
patibility and biodegradability.29,32-34 More importantly,
the original material, dextran, has been applied in vivo as
a blood expander for years. Although the cross-linked
dextran MS have not been approved officially, they have
been used clinically in cancer therapy32,33 and wound
treatment34 without observed adverse effects. To achieve
a sustained release of the therapeutic agents and retention
of the MS in the tumor or the arteries leading to the tumor
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while maintaining the ease of injection, MS with diameters
ranging from 40 to 125 µm were selected. As our previous
work suggested,35,36 the therapeutic agents may interfere
with each other or redistribute among the MS after having
been released into a confined compartment in the tumor,
thus altering their bioavailability. To elucidate the possible
mutual effect of the dual agents on the release kinetics,
the competitive loading and release of the dual agents were
investigated. Moreover, because of the concern about loss
of biological activity of the agents during the process of
loading and release, in vitro efficacy of the agents in the
reversal of MDR was evaluated using an MDR model cell
line with high expression of P-gp.

Experimental Section
Characterization of the Microspheres. The morphology of

the MS before and after drug loading was examined by microscopy.
The diameters of the MS with or without a loaded drug were
measured by a Wild M420 stereomicroscope equipped with a Wild
MMS 235 digital optical accessory and an automated camera.35

The swelling kinetics and swelling ratio were determined based
on the diameter change measured by microscopy.

Drug Loading into the Microspheres. Cross-linked dextran
MS containing sulfonic groups (Sephadex SP C-25, Pharmacia)
were washed several times with deionized water prior to use.
Vinblastine sulfate and verapamil hydrochloride (Sigma Chemical
Company) were used in this study because the former is a P-gp
substrate and broadly used anticancer drug and the latter is a
well-known effective chemosensitizer for P-gp-mediated MDR. In
a typical loading process, 0.05 g of the dry, ionic MS were added
to 10 mL of 0.5% verapamil aqueous solution. After incubation at
room temperature for predetermined time intervals, the MS were
separated by centrifugation, and the drug concentration in the
supernatant was analyzed by ultraviolet-visible (UV-VIS) spec-
trophotometry (Hewlett-Packard 8452A) at wavelengths of 270 nm
for vinblastine and 278 nm for verapamil. When the drug absorp-
tion reached equilibrium (after ∼30 h), the MS were harvested by
centrifugation and washed extensively with deionized water. The
amount of drug loaded was calculated from the difference between
the initial drug concentration and the final one after incubation
with the ion-exchange MS. Unbound drug in the washout was also
determined by spectrophotometry for the calibration of the drug
loading. The MS were then lyophilized. In the case of loading of
dual agents (i.e., vinblastine and verapamil), the same procedures
were applied except that the drug assay was carried out by high
performance liquid chromatography (HPLC; see next section).

Analysis of Drug Mixture by HPLC. Because of the interfer-
ence of UV absorbance of the two drugs, for the studies of
competitive drug loading and dual-agent release, the concentration
of vinblastine and verapamil in the solution was analyzed using
a Waters HPLC system including a spectrophotometer (Model
481), an HPLC pump (Waters 501), and a System Interface
Module. The mobile phase consisted of phosphate buffer (ionic
strength, 0.1 M; pH 7.0), tetrahydrofuran, and methanol, with a
volume ratio 0.43:0.41:0.16. Vinblastine and verapamil were
separated in a reverse-phase column (Norva-pak C-18, Waters)
by the mobile phase at a flow rate of 0.6 mL/min. The drug
concentration in the solution was determined based on the
standard curves by a UV detector at a wavelength of 270 nm.

In Vitro Drug Release. Release rate of vinblastine and
verapamil from single-agent-loaded and dual-agent-loaded MS was
determined at 37 °C with the addition of 1.4 mg of dry MS in 10
mL of pH 7.4 phosphate buffer with ionic strength of 0.05 M. At
predetermined time intervals, the suspension was centrifuged and
the supernatant was analyzed by spectrophotometry or by HPLC.
The release kinetics of both agents from dual-agent-loaded MS
was also studied at 37 °C in an Earle’s Balanced Salt Solution
(EBSS), a pH 7.4 buffer solution commonly used in studies of drug
uptake by cultured cells. The solution consists of CaCl2 (1.8 mM),
KCl (5.3 mM), MgS04 (0.8 mM), NaCl (138 mM), Na2HP04 (1.0
mM), D-glucose (5.5 mM), N-hydroxyethylpiperazine-N′-2-ethane-
sulfonic acid (HEPES; 20 mM), and Trizma base to bring the pH
to 7.4. In this case, the concentration of the individual drugs in
the dual-agent solution was monitored by spectrophotometry (for
verapamil) and liquid scintillation counting (for [3H]vinblastine).

Tissue Cell Culture and Drug Accumulation Studies.
Parent (AUXB1) and MDR (CHRC5) Chinese hamster ovary (CHO)
cells were initially grown in Dr. V. Ling’s laboratory.37,38 The
resistant cell line, CHRC5, is chosen because it expresses high
levels of P-gp and has been shown to be resistant to a variety of
structurally unrelated drugs, such as vinblastine and doxorubicin.
The cells were grown in plastic culture flasks containing alpha
minimal essential medium (R-MEM), 10% fetal bovine serum, and
0.5% penicillin-streptomycin at 37 °C, under an atmosphere of 95%
air and 5% CO2. Subculture of the cells was undertaken by
trypsinization with 0.05% trypsin-EDTA when a confluent mono-
layer was formed.

Drug accumulation tests were carried out using monolayer cells
grown on 24-well plates.39 Initially, the accumulation of vinblastine
over time by the parent and resistant cells was determined in the
absence (control) or presence of chemosensitizers. Cyclosporin A
(20 µM, a gift from Sandoz Canada) and verapamil hydrochloride
(50 µM) were used as the chemosensitizers to verify the MDR
characteristic of the resistant cells. Drug uptake was initiated in
the presence or absence of a chemosensitizer by the addition of
0.5 mL of an EBSS containing 21 nM [3H]vinblastine sulfate (11.7
Ci/mmol, Moravek Biochemicals) with 1/3 3H-labeled and 2/3 cold
drug. At various time intervals (e.g., 0.5, 1, and 2 h), drug
accumulation by the monolayer cells was stopped by aspirating
the medium and washing the cells twice with an excess of ice-
cold 0.16 N NaCl. The cells were then lysed with 1 mL of 1 N
NaOH for 30 min and then transferred to scintillation vials
containing 0.5 mL of 2 N HCl. Radioactivity was measured by a
standard liquid scintillation technique using a Beckman Scintil-
lation Counter and the standard Beckman scintillation fluid
cocktail “Ready Safe”. The protein concentration of the cells was
determined by a colorimetric method using bovine serum albumin
as a standard.40

The effect of blank MS and MS-immobilized agent(s) on the
cellular uptake of vinblastine was determined using the same
method as already described. Typically, in the place of a free drug
solution, 0.5 mL of EBSS containing 0.2 wt % MS were introduced
to the monolayer cells followed by the addition of 0.5 mL EBSS
containing 21 nM vinblastine. After the medium was aspirated,
the MS were removed by washing with an excess of ice-cold 0.16
N NaCl.

Cell Viability Tests. Cell viability in the presence of blank
MS was tested by the standard trypan blue method. This proce-
dure monitors the integrity of the plasma membrane. An aliquot
(100 µL) of CHRC5 cells incubated with the blank MS at various
times was rapidly added to an equal volume of 0.8% trypan blue
solution in isotonic saline and examined by optical microscopy.
The percentage of nonviable cells was evaluated from the percent-
age of cells taking up the stain.

Statistical Analysis. For the drug uptake studies, each
experiment was performed using at least two different sets of
cultured cells. Within each experiment, the experimental data
points were determined in quadruplicate. The results are ex-
pressed as means ( SD from data obtained from at least two
separate experiments. Two-way analysis of variance (ANOVA) was
applied to compare the results from different experiments. A value
of p < 0.05 is considered statistically significant.

Results and Discussion

Characterization of the Microspheres. Morphology
of the Microspheres. Figure 1 shows the microscopic pho-
tographs of the unloaded (Figure 1a) and verapamil (VER)-
loaded (Figure 1b) dry MS with the same magnification.
As illustrated, the process of drug loading did not rup-
ture the MS. Instead, the surface of the MS became
smoother and the size of the MS became larger, indicating
an increase in the volume of the MS due to the drug
loading.

Swelling of the MS in Various Media. Equilibrium
swelling and swelling rate are two important parameters
associated with the release mechanism and kinetics of a
solute from hydrogels. The MS used in this study are
essentially polyelectrolyte hydrogels. Therefore, their swell-
ing in various media, such as deionized water, 0.05 M pH
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7.4 phosphate buffer (Fisher Scientific), and 0.9% NaCl,
was investigated microscopically. The MS without loaded
drug swelled instantaneously like “pop corns” in all three
media. Their swelling ratio, H, defined as the volume of
the MS at the swollen state divided by the volume at the
dry state, was 12-13. In contrast, the drug-loaded MS
exhibited slower swelling and a much smaller swelling
ratio, especially in deionized water. The VER-loaded MS
reached the equilibrium swelling (H ≈ 3) in deionized water
in about 30 min, with a clear swelling or solvent penetra-
tion front, like the observation with hydrophobic gels.41 In
the isotonic saline and the buffer solution, the maximal
size (H ≈ 6) was observed within 3-10 min, followed by a
size reduction. The peak size may be an indication of an
initial swelling-dominated stage and thereafter solute
depletion, which is typical in hydrophobic hydrogel loaded
with high drug content.42 The diminished swelling ratio
and rate for drug-loaded MS suggest an increased hydro-
phobicity of the MS due to the bound drug molecules (i.e.,
VER) that are more hydrophobic than Na+ present in the
unloaded MS. In pH 7.4 buffer solution, the swelling or
penetration front disappeared, probably as a result of quick
ion exchange of the drug with the counterions (i.e., K+ or
Na+), which converts the hydrophobic drug-MS complex
into hydrophilic MS.

Microscopic photographs of the VER-loaded MS in the
buffer solution for 5 and 20 min are shown in Figures 2a
and 2b, respectively. It was observed that oily droplets
accumulated on the surface of the MS at a later time. The
droplets disappeared as more buffer solution was added
and more vigorous shaking was applied. This result may
be ascribed to small volume of the solution and insufficient
mixing during the examination of microscopy. It implies
that the rate of removal of the released drug from the MS
surface is lower than the drug release from the MS,
resulting in the drug accumulation on the surface. This

accumulation may be the case in the body cavities, such
as a solid tumor, where circulation of the body fluid is
poor.35,36

Interestingly, the oily droplets were absent when 0.9%
NaCl was used as a releasing medium. Moreover, the
boundary of undissolved drug that was observed in the pH
7.4 buffer solution disappeared in the saline. These results
agree with the observations of the dependence of the drug
moving front on the drug solubility,41 suggesting that the
solubility of verapamil salts may vary with its salt form.
In a NaCl solution, the released verapamil salt is in a
chloride form, whereas in the phosphate buffer, it is in a
phosphate form. The latter may exhibit lower solubility
than the former. Based on this observation, it may be
concluded that in the present system, ion exchange is a
major mechanism of the drug release from the MS, but
drug solubility and drug diffusion away from the surface
of the MS into the bulk fluid may play important roles in
the release kinetics.

Determinants of Drug Loading. To obtain optimal
drug loading, several factors influencing the amount of
drug bound to the MS were investigated, including incuba-
tion time, ratio of MS to drug (M/D), drug affinity to the
MS, and initial drug concentration.

Effect of Incubation Time. Curve A in Figure 3 depicts
the fraction of remaining verapamil in the solution as a
function of time for the MS incubated in a 0.025-mg/mL
verapamil solution. A rapid decrease in the remaining drug
is seen in the initial 10 h, followed by a slower change in
the subsequent 10 h. A plateau in the curve after 20 h
indicates an equilibrium state. A similar trend was also
observed for vinblastine. Therefore, incubation was carried
out for 30 h for all the drug loading to ensure completion
of the process. The fraction of the drug loaded into the MS,
as shown by curve B in Figure 3, follows typical first-order
sorption kinetics, suggesting that the drug loading is
essentially a diffusion-controlled process like drug release.43

Figure 1sMicroscopic photographs of (a) unloaded and (b) verapamil-loaded
MS in dry state.

Figure 2sMicroscopic photographs of verapamil-loaded MS in 0.05 M pH
7.4 buffer solution at room temperature for (a) 5 min and (b) 20 min.
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Although swelling of the dry MS is observed, the swelling
in an aqueous medium is very quick compared with the
drug absorption, as discussed previously.

Effect of Ratio of Microspheres to Drug. The amount of
MS relative to drug is an important factor influencing the
equilibrium drug content and the yield of drug loading.
However, there has been little work in this area, though
various conditions have been used by different re-
searchers.25-28 Using verapamil as a model drug, the effect
of the M/D ratio was investigated. The yield of drug loading
and the equilibrium level of verapamil loaded are plotted
against the M/D ratio in Figure 4. As the M/D ratio in-
creases, the yield of drug loading increases while the equi-
librium level of drug loaded decreases (Curve A). This re-
sult indicates that to raise the equilibrium drug content
in the MS, one has to sacrifice the loading efficiency. There-
fore, a compromise approach is to control the M/D ratio
between 1 and 3 and thus the drug content can reach ∼30%
and the yield of drug loading is in the range 40-60%.

Effect of Drug Concentration. The effect of drug concen-
tration on the equilibrium drug content was investigated
for initial verapamil concentrations ranging from 10 to
85 mg/mL at an M/D ratio of 1. In this wide range of
verapamil concentrations, the equilibrium loading is only
slightly reduced from 24 to 22%. This observation is not
abnormal. At a fixed M/D ratio, the amount of drug bound

to MS is determined by the competition between the drug
and the counterions (e.g., Na+). Addition of water to the
mixture causes an equal dilution of both cations, but the
equilibrium constant remains unchanged. Consequently,
the amount of drug bound to the MS undergoes little
change.

Relative Affinity of Vinblastine and Verapamil. The
relative affinity of vinblastine (VIN) and verapamil (VER)
was determined by the sorption method. The competitive
sorption of VIN and VER was carried out using known
amounts of MS (e.g., M/D ratio ) 1.5) in the solution of
dual agents with various VIN/VER ratios. The separation
and assay of the dual agents were performed with HPLC.
The dual agents were effectively separated with a retention
time of 5.95 min for VIN and 6.82 min for VER.

When the MS are added to a solution containing a
cationic drug, the drug competes with Na+ to bind to the
MS as illustrated by the following formula

The equilibrium of ion exchange determines the maximum
of the drug loaded into the MS, which can be correlated
with selective coefficients that are expressed by the fol-
lowing equations44

where KVIN and KVER are the selectivity coefficients for the
drug and the competing ions, Na+; and the subscripts m
and s denote the concentration in the microspheres and in
the solution, respectively. In the process of absorption of
dual agents, the Na+ concentration in the solution and the
MS should be the same in eqs 1 and 2. Therefore, the
relative selectivity coefficient of VIN and VER, KR, can then
be obtained from eq 3

By plotting the [VIN]/[VER] ratio in the MS against that
in the solution at the equilibrium as illustrated by Figure
5, the value of KR was estimated from the slope of the
straight line to be 1.25. The KR value greater than unity
reflects slightly higher affinity of VIN to the MS than that
of VER.

Kinetics of Drug Release. Figure 6a shows the release
profiles of verapamil and vinblastine from single-agent-
loaded MS in 0.05 M pH 7.4 buffer at 37 °C. It appears
that verapamil is released completely within 2 h and
vinblastine by 3 h. Similarly, Figure 6b illustrates a higher
release rate of verapamil than vinblastine from the dual-
agent-loaded MS. In EBBS, the same trend was also
observed. The lower release rate of vinblastine may be a
reflection of its higher affinity to the MS in addition to its
larger molecular size. When the MS loaded with the drugs
without drying were added to the release medium, the
release rate was increased significantly. This result sug-
gests that hydration of the MS or the polymer relaxation
may play some role in the kinetics of drug release.
Microscopic studies revealed a short period time of swelling
of the MS, as discussed previously. The completion of the
swelling was within 10 min which was relatively short
compared with other hydrogel beads41,42 because of their
much smaller diameter and higher hydrophilicity. Never-

Figure 3sDynamics of verapamil absorption into the MS through ion exchange.
The initial concentration of verapamil is 0.025 mg/mL; curve A, Fraction of
drug remains in the solution; curve B, fraction of drug loaded into the MS
calculated using the amount of drug loaded at time t divided by the equilibrium
amount of drug loaded. Experiments in Figures 3−6 were performed as
described in the Experimental Section (SD < 10%).

Figure 4sEffect of the MS/drug ratio (M/D) on the equilibrium level of
verapamil loaded and the yield of the loading. The initial verapamil
concentration is 0.05 mg/mL.
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theless, this time span is about 10% of the total release
time of the drug (i.e., VER). Therefore, the hydration of
the MS is not negligible in the present system.

In Vitro Evaluation of the MS Delivery System.
Drug Resistance of CHRC5 Monolayer Cells. The effective-
ness of CHRC5 monolayer cells as a MDR cell model was
investigated by measuring drug uptake by the cells in the
absence (control) and presence of a chemosensitizer, either
verapamil (50 µM) or cyclosporin A (20 µM). Figure 7a
shows that in the presence of verapamil or cyclosporin A,
the cellular uptake of vinblastine by CHRC5 cells signifi-
cantly (p < 0.01) increases 7 and 9 times, respectively. In
contrast, only up to 3-fold (p < 0.01) increase in drug
uptake by nonresistant cells, AUXB1, is observed in the

presence of chemosensitizers (Figure 7b). These results
confirm that CHRC5 cell line grown as a monolayer is an
effective model for the in vitro evaluation of chemosensi-
tization.

Effect of Blank Microspheres on Cell Viability and
Cellular Drug Uptake. Cell viability in the presence of
blank MS was comparable to the control (data not shown),
suggesting that the blank MS did not cause cell toxicity.
As shown in Figure 8a, in the presence of the blank MS
and absence of chemosensitizers, the cellular drug uptake
(bar 2) does not statistically differ from the control (bar 1;
p > 0.05). In the presence of chemosensitizers (bar 3: 50
µM verapamil, and bar 4: 20 µM cyclosporin A), the blank
MS do not have any significant effect on the drug up-
take as evidenced by the equivalent efficacy of MDR
reversal in the absence (Figure 7a, bars 2 & 3) and presence
of the MS (Figure 8a, bars 3 & 4). As presented in Sec-
tion 2, the relative equilibrium loading of vinblastine to
verapamil is 1.25; that is, the amount of vinblastine
loaded in the MS can reach 1.25 times of that of verapamil
if both are of the same concentration in the solution.
However, the concentration of vinblastine used in the
uptake studies is 21 nM, which is about or less than the
one-thousandth of the concentration of the chemosensitiz-
ers (20 and 50 µM). Therefore, the competitive binding of
vinblastine with verapamil to the MS is expected to be
negligible.

Effectiveness of the Chemosensitizer Delivered by the
Microspheres. Two different approaches of delivering
chemosensitizers and anticancer drugs to MDR cells were
evaluated: (1) verapamil-loaded MS plus free vinblastine
(bar 2 in Figure 8b), and (2) vinblastine- and-verapamil-

Figure 5sA plot of [VIN]/[VER] ratio in the MS against that in the solution at
the equilibrium (M/D ) 1.5, the total drug loading is ∼20 wt %). The relative
selective coefficient of vinblastine is evaluated from the slope of the straight
line (KR ) 1.25).

Figure 6sFractional release of vinblastine and verapamil in 0.05 M pH 7.4
buffer at 37 °C as a function of time from (a) single-agent-loaded MS (drug
loading for verapamil is 28 wt % and for vinblastine is 26 wt %); and (b)
dual-agent-loaded MS (the total drug loading is ∼20 wt %).

Figure 7sVinblastine uptake by (a) MDR (CHRC5) monolayer cells and (b)
parent cells (AuxB1) after incubation for 1 h and 2 h. The bars represent
control (i.e., without a chemosensitizer), with addition of verapamil (50 µM),
and with addition of cyclosporin A (20 µM). The concentration of vinblastine
used in the uptake is 21 nM with 1/3 radiolabeled and 2/3 cold drug. Re-
sults are expressed as mean ± SD from at least two different experi-
ments. A statistically significant difference between the control and the up-
take in the presence of chemosensitizers was found (p < 0.01) for Figure 7a
and 7b.
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loaded MS (bar 4 in Figure 8b). For comparison, a control
(bar 1) and vinblastine-loaded MS (bar 3) are also pre-
sented in the figure. In the absence of verapamil, the drug
uptake in the presence of vinblastine-loaded MS (bar 3) is
almost the same (p > 0.05) as the control. In contrast, the
verapamil-loaded MS (Figure 8b, bar 2) exhibit a compa-
rable efficacy in the reversal of MDR as free verapamil
(Figure 7a, bar 2), suggesting that the bioactivity of the
chemosensitizer has been preserved. Moreover, the MS
loaded with both verapamil and vinblastine display a
significant (p < 0.01) enhancement of drug uptake up to
7-fold, a level achieved with free drug solutions.

The diameter of the MS ranges from 40 to 125 µm in
dry form (even larger in wet form), much bigger than the
size of CHO cells, so it is unlikely that the increase in drug
uptake is due to the phagocytosis of the particles by the
cells. On the other hand, the blank MS have no effect on
drug uptake. Therefore, the enhancement of the drug
uptake is likely a reflection of the effect of the chemosen-
sitizer released from the MS. These results demonstrate
that the bioactivity of the MS-loaded verapamil in reversing
MDR remains unchanged in both formulations of single-
agent and dual-agent loading. The results also suggest that
both antineoplastic and chemosensitizing agents are re-
leased from the MS effectively.

Conclusion

The ionic polysaccharide MS possess a fairly good loading
capacity for ionic chemosensitizer and anticancer drug. The
loading of a single agent or dual agents could readily reach
28 wt %. The amount of drug loaded was influenced by the
M/D ratio and drug affinity to the MS. Release rate of the
loaded drugs was likely controlled by ion exchange; that
is, the counterions diffuse in and the ionic drugs diffuse
out of the MS. However, hydration of the MS, solubility of
the drug, as well as the rate of drug leaving the surface of
the MS each might play an important role in release
kinetics. The delivery system appeared effective at releas-
ing both antineoplastic and chemosensitizing agents in
vitro. More importantly, similar enhancement of anticancer
drug uptake was achieved with the MS-delivered chemosen-
sitizer as that with the free drug, suggesting that the
biological activity of the chemosensitizer was preserved.
To further evaluate the therapeutic efficacy of the new
formulation, in vivo investigation is presently being un-
dertaken using an animal tumor model.
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Abstract 0 The present study aimed to investigate new pore induction
as a flux-enhancing mechanism in human epidermal membrane (HEM)
with low to moderate voltage electric fields. The extent of pore induction
and the effective pore sizes of these induced pores were to be
assessed using a low frequency (12.5 Hz) low to moderate voltage
(2.0 to 4.0 V) square-wave alternating current (ac) “passive” permeation
method (ac iontophoresis). This ac approach was to allow for inducing
and sustaining a state of pore induction in HEM while permitting no
significant transport enhancement via electroosmosis; thus, transport
enhancement entirely due to new pore induction (enhanced passive
permeation) was to be assessed without any contributions from
electroosmosis. Good proportionality between the increase in HEM
permeability and its electrical conductance was found with the “passive”
transport data obtained during square-wave ac iontophoresis using
urea as the model permeant. Typically, at 3.0 to 4.0 V, HEM
conductance increases (and permeability increases) ranged from
around 3- to 30-fold. These results appear to be the first direct evidence
that new pore induction in HEM is a significant flux enhancing
mechanism under moderate voltage conditions. The extents of pore
induction in HEM under low frequency moderate voltage (2.0 to 3.0
V) ac, pulsed direct current (dc), and continuous dc were also
compared. The extents of pore induction from square-wave ac and
pulsed dc were generally of the same order of magnitude but
somewhat less than that observed during continuous dc iontophoresis
at the same applied voltage and duration, suggesting less extent of
pore induction with reversing polarity or when a brief delay is provided
between pulses to allow for membrane depolarization. The average
effective pore sizes calculated for the induced pores from the
experimental data with urea and mannitol as probe permeants and
the hindered transport theory were 12 ± 2 Å, which are of the same
order of magnitude as those of preexisting pores determined from
conventional passive diffusion experiments.

Introduction
Previous studies have provided insights regarding ion-

tophoretic transdermal transport mechanisms of ionic and
polar compounds with human epidermal membrane (HEM).
It has been shown that the alteration of HEM barrier
properties during low to moderate voltage iontophoresis is
consistent with the induction of new pores (or new path-
ways) with the observed increase in HEM electrical con-
ductance correlating with the increase in HEM permeabil-
ity.1 The occurrence of pore induction during low to
moderate voltage iontophoresis was hypothesized in even
earlier studies,2-5 but other explanations for the decrease
in electrical resistance and the increase in permeability
during iontophoresis could not be justifiably excluded.5-9

Also, some recent reports have continued to take the view

that significant new pore induction in HEM can occur only
at high voltages and that (at conventional voltages em-
ployed in iontophoresis) “iontophoresis primarily involves
electrically driven transport through fixed pathways across
the stratum corneum”.10-12

In a recent study with HEM, the size of the pores induced
during low to moderate voltage iontophoresis was esti-
mated with neutral permeants in electroosmosis experi-
ments.13 However, because electroosmosis depends on the
sign and magnitude of the pore surface charge density, pore
size estimation based on these data are considered to be
compromised by possible variable pore surface charge
density in HEM.

As will be shown, square-wave ac iontophoresis can be
used as a tool in characterizing the barrier properties of
human skin during iontophoresis and pore induction. A
method based on ac iontophoresis may be employed to
study the state of pore induction in the absence of flux
enhancement from electroosmosis and from electrophoresis.
Particularly, the characteristics of the pores induced in
HEM during iontophoresis (pulsed dc, square-wave ac, and/
or continuous dc) may be investigated with this ac ionto-
phoresis strategy regardless of possible pore surface charge
distributions because transport enhancement due to pore
induction can be isolated from the additional enhancement
due to electroosmosis and electrophoresis.

The present study aimed to investigate pore induction
as a flux-enhancing mechanism during low to moderate
applied voltage iontophoresis with HEM. An ac “passive”
permeation method (i.e., square-wave ac iontophoresis) was
to be developed and used to quantify the extent of pore
induction and the effective size of the pores induced. The
effects of square-wave ac and pulsed dc on the barrier
properties of HEM were also to be compared with continu-
ous dc iontophoresis.

Experimental Section
MaterialssRadiolabeled [14C]urea and [3H]mannitol were

purchased from New England Nuclear (Boston, MA) and American
Radiolabeled Chemicals (St. Louis, MO). Human epidermal mem-
brane (HEM) was supplied by TheraTech Inc. (Salt Lake City, UT).
HEM was prepared by heat separation14 with human skin (from
the back, abdomen, or thigh) obtained from Ohio Valley Tissue
and Skin Bank (Cincinnati, OH) and was frozen immediately for
later used. Millipore GVWP filters (0.22 µm pore diameter) were
purchased from Millipore Corporation (Bedford, MA). Phosphate-
buffered saline (PBS) at 0.1 M ionic strength and pH 7.4 containing
0.02% sodium azide was prepared by reagent grade chemicals and
distilled deionized water.

General Experimental SetupsIontophoresis studies were
carried out in a side-by-side two-chamber diffusion cell (diffusional
surface area of around 0.8 cm2 and chamber volume of 2 or 4 mL)
using a four-electrode potentiostat system (JAS Instrumental
Systems, Inc., Salt Lake City, UT) as described previously15 and
a waveform programmer (JJ 1276, JAS Instrument Systems, Inc.,
Belmont, NC) at 37 °C. The counter electrodes were Ag-AgCl.
Unless otherwise specified, dc iontophoresis was conducted with
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the anode in the donor chamber and cathode in the receiver
chamber. The electrical conductance of the membrane was moni-
tored by an oscilloscope (Model 2211, Tektronix Inc., Beaverton,
OR). Initial electrical conductance was determined by applying a
100 mV potential drop across the membrane. In each transport
experiment, the receiver and donor chambers were filled with PBS
and PBS premixed with tracer levels of radiolabeled permeants.
An appropriate amount of receiver solution sample (1 mL sample
for the 2 mL diffusion cells and 1 or 2 mL for the 4 mL diffusion
cells) was withdrawn at predetermined time intervals and replaced
with fresh PBS, and a 10 µL donor sample was also withdrawn at
the same time. These samples were mixed with 10 mL of
scintillation cocktail (Ultima Gold, Packard, Meriden, CT) and
assayed in a liquid scintillation counter. The apparent perme-
ability coefficients (P) in each experiment were calculated by:

where A is the membrane surface area, t is time, Q is the amount
of permeant transported into the receiver chamber, and CD is the
concentration of permeant in the donor chamber. The pH of the
solutions in the donor and receiver chambers was checked after
each iontophoresis run.

Nuclepore Membrane StudiessNuclepore membranes (poly-
carbonate membrane, 7.5 nm pore radius, 0.001 porosity) were
used (the control) to examine the “passive” permeation technique
(i.e., square-wave ac iontophoresis) before applying the method
to HEM. An assembly of 50 Nuclepore membranes (Nuclepore
Corp., Pleasanton, CA) was mounted between the two side-by-side
diffusion half-cells. These studies were divided into two stages with
mannitol as the permeant. Stage I was passive permeation. In
stage II, one of the following protocols was carried out: square-
wave ac iontophoresis (amplitude of 1.0 or 2.0 V and frequency
ranging from 1.25 to 50 Hz), continuous 0.5 V dc iontophoresis, or
a protocol of superposition of 12.5 Hz 2.0 V ac and 0.5 V continuous
dc iontophoresis. The duration of the ac transport experiments

was around 3 to 5 h. Representative waveforms are shown in
Figure 1. Radiolabeled [3H]mannitol was the model permeant in
the experiments.

HEM Electrical Resistance StudiessPrior to carrying out
the HEM permeant transport studies, a set of experiments were
conducted to assess the extent of pore induction in HEM under
the low frequency (12.5 Hz) ac voltage regimens and to compare
the results to continuous dc and pulsed dc regimens. See General
Experimental Setup. HEM supported with a Millipore filter16 was
mounted between the two half-cells of the diffusion cell. HEM was
allowed to equilibrate in PBS at 37 °C for 12 to 40 h until its
conductance became essentially constant with time before the
experiments. The purpose of incubating HEM in PBS was to
establish a steady baseline (an essentially constant HEM conduc-
tance with time, determined with 100 mV) for comparison studies;
changes in HEM electrical conductance are generally observed in
the first 10 h (sometimes up to 20 h) of the incubation even though
HEM conductance usually does not change by more than a factor
of 2 (usually decreases and sometimes increases) during this
period. It has been shown that after this equilibration phase, the
barrier properties of HEM can remain stable for up to 5-7 days.16

After this equilibration phase, the following protocol of consecutive
runs with a given HEM was employed: 2.0 V 12.5 Hz square-
wave ac (which is alternating 40 ms pulses) for 10 s; 2.0 V 40 ms
square-wave dc pulses with 1, 2, or 3 ms delay between pulses for
10 s; continuous 2.0 V dc for 10 s; then returning back to 2.0 V
12.5 Hz ac for 10 s. Other similar protocols were also employed
with the first and last runs always the same to ensure reversibility/
reproducibility in a given set of consecutive runs with a single
HEM. Similar experiments were carried out with 3.0 V instead
of 2.0 V. HEM electrical resistance was monitored by measuring
the current17 with the oscilloscope throughout the sequence of
runs.

HEM Transport StudiessFor the iontophoresis/transport
studies with HEM, the same experimental setup was used (as
above). The receiver and donor chambers were filled with PBS and
PBS premixed with trace amounts of the radiolabeled [3H]mannitol

Figure 1sRepresentative waveform diagrams. (A) 2.0 V 12.5 Hz square-wave ac iontophoresis, (B) 2.0 V continuous dc iontophoresis, (C) superposition of a
1.0 V dc and 12.5 Hz 3.0 V square-wave ac iontophoresis, (D) 2.0 V pulsed dc iontophoresis with 2 ms delay.

P ) 1
CDA

dQ
dt

(1)
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and/or [14C]urea. Mannitol and urea were chosen as the model
permeants in the present study because they have well-character-
ized diffusion properties and are polar nonelectrolytes that es-
sentially transport across the stratum corneum via the pore
pathways.14,18 The apparent permeability coefficients for HEM
were calculated with eq 1. The present HEM investigation was
divided into three levels of analyses (studies A, B, and C). In study
A, the effective radii of the pores induced during square-wave ac
iontophoresis were deduced and compared with those of the
preexisting pores. In study B, a 1 min 4.0 V prepulse was provided
before the square-wave ac run to better match the extent of pore
induction to that with continuous dc iontophoresis because the
extent of pore induction under continuous dc iontophoresis was
generally found to be somewhat higher than that under the same
voltage ac iontophoresis (see HEM Electrical Resistance Studies
in the Results section and Pulsed and Continuous Iontophoresis
in the Discussion section). The objective of study C was to examine
whether the pores induced under square-wave ac iontophoresis
are similar to those induced under continuous dc iontophoresis.

As part of study A, some preliminary experiments were per-
formed with urea as the only probe permeant. These experiments
with urea alone were aimed to establish a HEM permeability vs
resistance correlation for square-wave ac iontophoresis. The main
experiments in study A were done using urea and mannitol as
dual permeants to permit estimating the effective radii of the
induced pores. Study A involved three stages. Stage I was a passive
permeation run. Stage II was 2.0 V 12.5 Hz square-wave ac and
3.0 V 12.5 Hz square-wave ac iontophoresis when urea was
involved alone and when urea and mannitol were the dual
permeants, respectively. The duration of stage II ranged from 2
to 5 h depending on the electrical resistance of HEM (around 2 h
for the lower resistance and around 5 h for the higher resistance
HEM samples). Stage III was a passive permeation run carried
out again after the iontophoresis run when the electrical resistance
of HEM became constant with time.

Study B also involved three stages. Stage I was passive
transport run. Stage II was 4.0 V dc iontophoresis for 1 min
(prepulse) followed by a square-wave ac iontophoresis run (3.0 or
4.0 V at 12.5 Hz) for a duration ranging from 1.5 to 6 h. Again,
stage III was a passive permeation experiment after iontophoresis
when the electrical resistance of HEM became constant with time.

Study C involved five stages. Stage I was a passive permeation
run. Stage II was continuous dc iontophoresis (2.0 or 3.0 V;
duration of around 0.5 to 1.5 h). Immediately after the continuous
dc iontophoresis, stage III was square-wave ac iontophoresis (3.0
or 4.0 V at 12.5 Hz; around 2 to 6 h) following a 4.0 V dc 1 min
prepulse. In stage IV, square-wave ac iontophoresis (3.0 or 4.0 V
at 12.5 Hz) was superimposed over 1.0 V continuous dc for a
duration ranging from around 1.5 to 3 h. The various waveforms
used in stages II, III, and IV are illustrated in Figure 1. Stage V
was a passive permeation run after the electrical resistance of
HEM became constant with time.

Theory and Effective Pore Radius CalculationsMethods
of estimating the effective pore radii for the pore pathway in HEM
have been described previously for passive permeation18 and
iontophoresis13 using the hindered transport theory. Briefly, the
steady-state iontophoretic flux (J∆ψ) for a nonionic permeant
through HEM can be described by a convective transport model
derived from the modified Nernst-Planck theory:13

where ε is the combined porosity and tortuosity factor for the
membrane, v is the average velocity of the convective solvent flow,
H and W are the hindered transport factors for passive diffusion
and for transport due to the convective solvent flow induced by
electroosmosis, ∆x is the effective membrane thickness, CD has
been previously defined in eq 1, and D is the permeant diffusion
coefficient taken from the literature.18 Assuming a single pore size
(radius, Rp) and a cylindrical pore geometry in the membrane, the
hindrance factor for Brownian diffusion (H) and the hindrance
factor for pressure-induced parabolic convective solvent flow (W)
can be expressed by:19

when the ratio of solute radius to pore radius (r/Rp) is small (i.e.
λ ) r/Rp < 0.4). The hydration radii (Stokes-Einstein radii, r) of
the permeants can be obtained from the literature.18

At the convection limit (convective flow transport . passive
diffusion), eq 2 reduces to:

In the case of passive diffusion, the appropriate relation is:

Fluxes for nonionic permeants with square-wave ac iontophore-
sis in the present study are expected to be well approximated by
eq 6, because the electroosmosis contribution to the flux is expected
to be negligible at the ac frequencies used (see Nuclepore Mem-
brane Studies in the Results section and the last paragraph in
HEM Transport Studies in the Discussion section). In this situ-
ation, the effective pore radii for HEM can be estimated from the
ratio of urea and mannitol fluxes with eq 6 as in the passive
diffusion experiments:

where the subscripts m and u represent the probe permeants
mannitol and urea, respectively. The limitations of eqs 5-7 and
the uncertainties of estimating the effective pore radii have been
previously discussed.13,18

The electrical resistance of HEM (R) in PBS is expected to be
proportional to its thickness and inversely proportional to its
effective porosity:

From eqs 6 and 8 and taking logarithms,

where c is a constant. Equation 9 shows that the electrical
resistance of HEM can be expressed as a function of its perme-
ability for the conducting ions. A plot of the logarithm of the
permeant permeability coefficient of a membrane vs the logarithm
of membrane electrical resistance yielding a slope of - 1.0 would
therefore suggest similar transport pathways for the permeant and
the conducting ions across the membrane under the specified
experimental conditions.

Results
Nuclepore Membrane StudiessThe studies with Nu-

clepore membrane (Figure 2) served to validate the instru-
mentation (i.e., the four electrode potentiostat system and
the waveform programmer) and provided a baseline for the
transport studies with HEM. The resistance of an assembly
of 50 Nuclepore membranes was found to be essentially
the same over the range of applied voltage conditions and
the frequency range in the present study (data not shown).
The plateau value of the current observed on the oscil-
loscope display after a brief (within 1 ms) transient period
was used to calculate the electrical resistance (the resis-
tance portion of a parallel capacitance and resistance model
circuit20). Results for mannitol transport with square-wave
ac iontophoresis (ranging from 1.25 to 50 Hz), continuous
dc iontophoresis (0.5 V), and square-wave ac (2.0 V at 12.5
Hz) superimposed with continuous dc iontophoresis (0.5 V)
are summarized in Figure 2. As can be seen, the mannitol

J∆ψ )
CDεWν

1 - exp[-Wν(∆x)/(HD)]
(2)

H(λ) ) (1 - λ)2(1 - 2.104λ + 2.09λ3 - 0.948λ5) (3)

W(λ) ) (1 - λ)2(2 - (1 - λ)2)(1 - 2
3

λ2 - 0.163λ3) (4)

J∆ψ ) εWνCD (5)

Jpassive )
DCDεH

∆x
(6)

Jm

Ju
)

Hm

Hu

Dm

Du
(7)

R ∝ ∆x
εH

(8)

log P ) -log R + c (9)

Journal of Pharmaceutical Sciences / 421
Vol. 88, No. 4, April 1999



fluxes with square-wave ac iontophoresis at the voltage
conditions in the present study and at frequency ranging
from 1.25 to 50 Hz were essentially the same as the fluxes
in passive diffusion, in good agreement with predictions
based on eq 6 as discussed earlier. This demonstrates that,
at sufficiently high frequencies (g1.25 Hz in the case of
the present Nuclepore membrane) under the applied volt-
age conditions and duration studied, ac iontophoresis does
not enhance the transport of permeants across membranes.
The results in Figure 2 represent the concept underpinning
the HEM studies in the next section.

The flux enhancement with 0.5 V continuous dc super-
imposed with square-wave ac (2.0 V at 12.5 Hz) was
essentially the same as that with 0.5 V continuous dc
iontophoresis. The fluxes with 0.5 V continuous dc ionto-
phoresis were more than 7 times higher than those with
square-wave ac iontophoresis and passive diffusion; the
enhancement factor determined in the present 0.5 V
continuous dc iontophoresis experiments is consistent with
previous results.21

HEM Electrical Resistance StudiessFigure 3 sum-
marizes the results of the experiments designed to compare
the extent of pore induction in HEM during 12.5 Hz ac and
pulsed dc iontophoresis with continuous dc iontophoresis.
A total of 19 HEM samples were involved in this study,
with each sample taken successively through several 10 s
runs as described in the Experimental section. Figure 4
shows representative results of consecutive experimental
runs with a HEM sample. As can be seen in Figure 3, the
increases in the electrical conductance with 12.5 Hz ac and
with pulsed dc were generally less than (Student’s t-test
of 95% confidence level), but of the same order of magnitude
of that observed with continuous dc at the same applied
voltages (2.0 or 3.0 V). In general, the increase in the
electrical conductance with 12.5 Hz ac was around 75% of
that with continuous dc. In these experiments, as the delay
time between pulses was increased, the pore induction
approached that found with 12.5 Hz ac.

HEM Transport StudiessTypical examples of trans-
port enhancement results of studies A and C are presented
in Figures 5 and 6, respectively. Figure 5 gives data of urea
flux and electrical conductance for stage II of study A,
where 3.0 V 12.5 Hz square-wave ac was applied for
approximately 250 min. As can be seen here, both the
electrical resistance and the corresponding flux generally
attained near plateau values within 1 h, the plateaus

representing around an 8-fold increase in conductance
relative to the initial value. Results similar to those in
study A were observed in study B. In the example pre-
sented in Figure 6 (an example of study C), stage II was
2.0 V dc iontophoresis for around 50 min; stage III was
4.0 V dc for 1 min followed by 3.0 V square-wave ac
iontophoresis for 2 h; stage IV was superposition of 1.0 V
dc over 3.0 V 12.5 Hz ac iontophoresis. It is seen in this
example that there was significant pore induction during
stage II but little or no further change in the state of pore
induction during stages III and IV. Also can be noted in

Figure 2sMannitol flux ratios (iontophoretic flux divided by passive flux) during
square-wave ac iontophoresis, continuous dc iontophoresis, and superposition
of 12.5 Hz square-wave ac and continuous dc iontophoresis for an assembly
of 50 Nuclepore membranes are plotted against the respective experimental
protocols. Each bar represents the mean and standard deviation of n g 3.

Figure 3sEffects of square-wave ac and pulsed dc iontophoresis on the
barrier properties of HEM relative to those of continuous dc at 2.0 V (open
bar) and 3.0 V (striped bar). The changes in HEM conductance under different
protocols divided by the changes in conductance during continuous dc
iontophoresis (for individual HEM samples) were plotted against different
protocols. Changes in conductance were determined by conductance (i.e.,
1/R (1/kΩ)) at 10 s into the iontophoresis run minus the conductance before
the iontophoresis run. Abbreviations: ac, 12.5 Hz square-wave ac iontophore-
sis; pdc, 40 ms square-wave pulsed dc iontophoresis with a brief delay
(numbers, ms, in brackets) between each pulse. Each data bar represents
the mean ± 95% confidence interval (n g 3).

Figure 4sRepresentative data from a 2.0 V HEM resistance study with a
single HEM. The initial electrical resistance of this HEM sample was 71 kΩ
cm2. The HEM electrical resistance just before an iontophoresis run (original
or after recovery from the preceding run) was 72 ± 3 kΩ cm2 (mean ± SD,
ranging from 68 to 75 kΩ cm2). The changes in HEM electrical conductance
(changes in 1/R from before to the end of the iontophoresis run) are plotted
against the different iontophoresis protocols from left to right in the order in
which they were carried out. Abbreviations: ac, 12.5 Hz square-wave ac
iontophoresis; dc, continuous dc iontophoresis; pdc, 40 ms square-wave pulsed
dc iontophoresis with a brief delay (numbers, ms, in brackets) between each
pulse.
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Figure 6 are the relatively constant electrical resistance
values and the corresponding fluxes in stages III and IV.
In stage II, a lag between the increase in transport rate
and the increase in conductance can be seen; this lag was
noted in four of the six HEM samples of study C.

Table 1 shows the HEM electrical resistance decreases
and HEM permeability increases that occurred with the
modest applied 12.5 Hz square-wave ac voltages (stage II
of studies A and B and stage III of study C). HEM electrical
resistance and HEM permeability generally did not change
by more than 25% during the conventional passive diffusion
runs (stage I of studies A, B, and C). During square-wave
ac iontophoresis of 2.0 to 4.0 V (stage II of studies A and B
and stage III of study C), both the HEM permeability and
the HEM conductance increased by up to around 30-fold
relative to conventional passive diffusion runs (stage I of
studies A, B, and C). Figure 7 is a plot of the Table 1 data,
and it clearly reveals the relationship between the increase
in HEM urea permeability and the increase in HEM
electrical conductance during square-wave ac iontophoresis.

The effective pore radii estimated using the urea and
mannitol flux data and the hindered transport theory in
studies A and B are summarized in Table 2, and those for
study C are in Table 3. The effective pore radii for HEM
deduced in the passive transport experiments are consis-

tent with those determined previously by Peck et al.18 In
Tables 2 and 3, the effective pore radii deduced for the
induced pores under the electric field are seen to be of the
same order of magnitude as those of the preexisting pores
involved in passive diffusion. Results obtained in study B
in which the extent of pore induction was expected to be
increased by a 1 min dc prepulse before the square-wave
ac transport run are similar to those from study A. Also
seen in Table 3 are the generally somewhat smaller
effective pore sizes calculated from the electroosmotic
transport data obtained with continuous dc iontophoresis
(stage II of study C; mean ( SD ) 8.5 ( 1.4 Å, n ) 6) when
compared to those of the preexisting pores deduced from
passive transport runs (stage I of studies A, B, and C; mean

Figure 5sRepresentative HEM conductivity data ((kΩ cm2)-1), closed symbols,
and HEM transport data for urea, open symbols, in study A (stage II: 3.0 V
12.5 Hz square-wave ac iontophoresis). Data are from skin sample 9.

Figure 6sRepresentative HEM conductivity data ((kΩ cm2)-1), closed symbols,
and HEM transport data for urea, open symbols, in study C (stage II: 2.0 V
dc iontophoresis; stage III: 4.0 V 1 min followed by around 2 h 3.0 V square-
wave ac iontophoresis; stage IV: superposition of 1.0 V dc and 3.0 V 12.5
Hz square-wave ac iontophoresis). Symbols: stage II, circles; stage III,
triangles; stage IV, squares. Data are from skin sample 17.

Table 1sHEM Electrical Resistance (R) and Urea Permeability
Coefficient (P) during 12.5 Hz Square-Wave ac Iontophoresis
(stage II of studies A and B, stage III of study C) and during
Passive Permeation Runs (stage I of studies A, B, and C)
in Studies A, B, and C

skin
sample study

R, stage I
(kΩ cm2)

P, stage I
× 108

(cm/s)

R, during ac
iontophoresis

(kΩ cm2)a

R ratio
(R, stage I:
R, during

iontophoresis)

P ratio
(P, during ac
iontophoresis:

P, stage I)

1 A 43 3.4 14 3.2 3.1
2 A 15 12 5.8 2.5 2.5
3 A 53 3.6 20 2.7 2.4
4 A 128 0.73 26 5 6
5 A 200 0.62 19 13 12
6 A 14 10.3 3.3 4.3 4.3
7 A 66 2.1 4.0 16 17
8 A 31 4.8 3.7 8 9
9 A 38 4.8 4.6 8 7

10 B 23 4.9 6.7 3.5 4.4
11 B 15 10.2 2.3 7 6
12 B 22 8.5 5.3 3.6 3.1
13 B 23 6.4 5.4 4.2 4.4
14 B 21 8.5 2.8 7 6
15 B 24 5.7 0.9 28 29
16 C 59 2.4 7.8 8 9
17 C 39 4.0 7.6 5 6
18 C 22 7.7 3.5 6 6
19 C 26 7.4 0.9 28 27
20 C 30 5.1 4.7 7 9
21 C 81 1.8 3.6 24 25

a Data taken from near the plateau region after the initial decrease (see
Figures 5 and 6).

Figure 7sA correlation between the increase in HEM permeability for urea
and the increase in HEM conductance in studies A, B, and C. The ratios of
passive permeability to permeability during the 12.5 Hz square-wave ac
iontophoresis (“passive” permeation) are plotted against the ratios of electrical
conductance in passive diffusion study to the conductance in the square-
wave ac iontophoresis study.
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( SD ) 14 ( 4 Å, n ) 16) and those deduced from the
square-wave ac iontophoresis runs (stage II of studies A
and B, stage III of study C; mean ( SD ) 12 ( 2 Å, n )
16). The effective radii of the pores induced by an ac electric
field during square-wave ac iontophoresis (stage II of
studies A and B and stage III of study C) seem to be
smaller, but only marginally, than those of the preexisting
pores determined in the passive diffusion runs (stage I of
studies A, B, and C). The results (mean ( SD ) 8 ( 1 Å,
n ) 6) from stage IV of study C involving the superposition
of square-wave ac (3.0 or 4.0 V) for pore induction with 1
V continuous dc as the driving force for transport (i.e.,
electroosmosis) were essentially the same as those from
continuous dc iontophoresis alone (stage II of study C). No
significant differences were observed between the effective
pore radii obtained in the passive permeation runs before
(stage I of studies A to C; mean ( SD ) 14 ( 4 Å, n ) 16)
and after the application of the electric fields (stage III of
studies A and B and stage V of study C; mean ( SD ) 13
( 2 Å, n ) 16). It should be noted that the effective pore
radii deduced with continuous dc iontophoresis (stage II
of study C) are consistent with the results obtained in a
previous study.13 Finally, the recovery of HEM barrier
properties after the application of the electric field in the
ac protocol was observed to be generally faster and more
complete than those after continuous dc iontophoresis (see
Table 4).

Discussion
HEM Transport StudiessThe effective pore sizes of

HEM have important implications on the delivery of large
molecules (such as oligonucleotides and polypeptides), and
this has been discussed previously.13,18 Recent findings in
the effective pore sizes during low to moderate voltage
iontophoresis with continuous dc electroosmotic transport
may be complicated by possible variable pore surface
charge density in HEM.13 Because HEM transport en-
hancement with ac iontophoresis in the present experi-
ments is basically due to the induction of new pores and
not due to electroosmosis (see Nuclepore Membrane Studies
in the Results section and the last paragraph in this
section), possible pore charge density distributions in HEM
would not affect the deduced effective pore radii with the
ac protocol. Also, the same equation (eq 3) has been used
in the pore radii determination with the ac iontophoresis
data as in the case of the passive transport data; hence,
any uncertainties arising from the use of eq 3 would likely
be essentially the same for the passive and the ac situa-
tions, especially when the pore sizes are essentially the
same. Thus, it is rather safe to conclude that the effective

pore sizes of the pores induced in the ac experiments are
close to those deduced for the preexisting pores. The
situation is more complicated when the effective pore sizes
deduced from the electroosmotic transport data obtained
during continuous dc iontophoresis (stage II of study C)
are compared to either those deduced from ac iontophoresis
(stage II of studies A and B and stage III of study C) or
those deduced from passive diffusion (stage I of studies A,
B, and C). The smaller effective pore sizes deduced from
the electroosmosis data presented in Table 3 (stages II and
IV of study C) are likely the result of one or both of two
possible explanations: (a) because of the directionality of
the convective solvent flow during HEM electroosmosis,
clearly negatively charged pores must dominate. However,
there can exist a distribution of negative, positive, and
neutral pores,22 and, conceivably, negatively charged in-
duced pores may possess smaller effective pore sizes than
the neutral and/or positively charged pores; (b) the alterna-
tive explanation is that eq 4 likely has different limitations
(than eq 3) in the calculation of effective pore sizes. These
limitations in the region of λ g 0.4 have not been well
investigated from the experimental standpoint19 and raise
the question of the magnitude of the actual uncertainty in
the effective pore sizes presented in Tables 3 and 4 where
λ values range from around 0.1 to 0.6. Only further
independent studies on the quantitative applicability of eqs
3 and 4 can provide a more quantitative assessment of this
issue. In the meantime, eqs 3 and 4 may be employed as a
first approximation in the range of λ g 0.4. It is of interest
to note that calculations carried out based on a mathemati-
cally more rigorous approximation of the centerline theory
for 0 e λ e 1.019 show differences of only 10 to 20% from
those of eqs 3 and 4 at λ ≈ 0.6.

It is noteworthy that the pore size estimates from stage
II of study C are essentially the same as those from stage
IV. This together with the resistance data (initial, stage
II, stage III, and stage IV in Tables 1 and 3) suggest that
pores induced by dc alone (stage II of study C) have
characteristics similar to those induced by 12.5 Hz ac (stage
IV of study C, where the 3.0 or 4.0 V ac component prevails
over the 1.0 V dc component with regard to pore induction).

The correlation in Figure 7 is consistent with the results
obtained in a previous study1 and demonstrates the ap-
propriateness of using the changes in HEM electrical
resistance to represent the increase in accessible porosity/
tortuosity during iontophoresis. The results in Figure 7
accordingly provide the first direct quantitative evidence
of pore induction under the modest voltage conditions. Also,
because the average effective pore sizes of the transport
pathways during ac iontophoresis and the effective sizes
of the preexisting pores are essentially the same (Tables 3
and 4), the increase in HEM permeability and the corre-
sponding increase in HEM conductance (up to around a
30-fold increase) shown in Table 1 and Figure 7 under the
ac conditions can best be interpreted as electric field
induction of new pores in HEM rather than the enlarge-
ment of the preexisting pores.

Another important result of the present study is revealed
in Figure 8. Here, the permeability coefficient (P) for the
12.5 Hz ac iontophoresis runs (square symbols) are plotted
against electrical resistance (R) together with the corre-
sponding conventional passive permeation data obtained
before (circle symbols) and after (triangle symbols) ac
iontophoresis. What is significant is that the passive
permeation data fall upon the same line (slope ) -1.0).
This, together with the results in Figure 7, is further
support that HEM transport enhancement under the
present ac conditions is entirely due to enhanced “passive”
permeation resulting from pore induction with negligible
contribution from electroosmosis. The slope of -1.0 is what

Table 2sEffective Pore Radii Determined for the 12.5 Hz
Square-Wave AC Iontophoresis (stage II) and Passive Permeation
(stages I and III) Runs in Studies A and B

protocola effective pore radius (Å)b

skin
sample study stage II stage I stage II stage III

6 A 3 V ac 13 10 15
7 A 3 V ac 23 8.5 18
8 A 3 V ac 13 9 11
9 A 3 V ac 15 11 12

10 B 4 V dc 1 min then 3 V ac 19 9.5 12
11 B 4 V dc 1 min then 3 V ac 24 13 17
12 B 4 V dc 1 min then 3 V ac 13 13 13
13 B 4 V dc 1 min then 4 V ac 12 10 11
14 B 4 V dc 1 min then 4 V ac 13 12 13
15 B 4 V dc 1 min then 4 V ac 18 9 12.5

a Stages I and III were passive diffusion experiments. b Equation 3 was
used.
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would be expected when the transport pathways for the
conducting ions in PBS during iontophoresis correlate with
both the preexisting and the induced pathways for urea
passive transport in HEM (see eq 9 and ref 13). The results
in Figure 8 are evidence that the electrical current in-
creases that take place during moderate voltage low-
frequency ac iontophoresis is the direct result of pore
induction in the stratum corneum and not due to some
other transient electrical effects5-8 such as a complex
potential-dependent energy barrier for transport at the
membrane-solution interface or effects arising from time
dependent membrane polarization, the latter being likely
important only for much shorter time frames (e.g., in the

order of a millisecond7) than that of the present situation.
These findings support the pore induction hypothesis made
in previous studies with applied voltages g 1 V.1-5

Electroporation of HEM at Low to Moderate Volt-
ages (2 to 4 V), Yes or NosAlthough the issue of the
sites of pore induction in human skin at low to moderate
voltages is beyond the scope of the present investigation,
possible mechanisms and skin morphology proposed in the
literature1,4,23-24 for the increase in skin electrical conduc-
tance observed in the present study may be discussed.
Previously, Inada et al.1 hypothesized that the increase in
HEM electrical conductance at 1 to 4 V is similar to the
reversible electrical breakdown found with lipid bilayer
membranes and that pore formation may occur transepi-
dermally or via the cells lining the appendageal ducts. For
transepidermal electrical breakdown, the electric field
across HEM under an applied potential of 2 V for an
average of 15 to 20 corneocyte layers in the stratum
corneum was estimated to be in the order of 40 kV/cm when
the voltage drop was assumed to be concentrated across
the intercellular lipid bilayers rather than the conductive
corneocytes. Thinner portions of the stratum corneum may
experience a higher field strength and thus may dispro-
portionally contribute to electroporation. This calculated
electric field strength (40 kV/cm) is in the order of the
magnitude of, but probably at the lower end of the range
of, field strengths needed to induce electrical breakdown
of lipid bilayer membranes, estimated to be around 50 to
200 kV/cm based on a bilayer thickness of around 10 nm
and a “threshold voltage” of around 50 to 200 mV over
periods of seconds25,26 to minutes.27 The “threshold” voltage
used in the above estimation for membrane electroporation
is strongly dependent on the duration of the applied electric
field and the particular type of the membrane. The view
of reversible breakdown of the epithelial cell bilayers lining
the appendages was offered earlier by Kasting and Bow-

Table 3sHEM Electrical Resistance (R) and Effective Pore Radii Determined for DC Iontophoresis (stage II), 12.5 Hz Square-Wave AC
Iontophoresis (stage III), Superposition of 12.5 Hz Square-Wave AC and DC Iontophoresis (stage IV), and Passive Permeation (stages I and V)
Runs in Study C

protocola effective pore radius (Å) R (kΩ cm2)d

skin
sample stage II stage III stage IV stage Ib stage IIc stage IIIb stage IVc stage Vb stage II stage III stage IV

16 2 V dc 4 V dc 1 min, then 3 V ac superposition of 3 V ac with 1 V dc 10 8 12 7 12 10 7.8 8.2
17 2 V dc 4 V dc 1 min, then 3 V ac superposition of 3 V ac with 1 V dc 11 9 13 8 14 9.6 7.6 8.3
18 2 V dc 4 V dc 1 min, then 3 V ac superposition of 3 V ac with 1 V dc 12 10 13 8.5 15 4.1 3.5 4.7
19 3 V dc 4 V dc 1 min, then 4 V ac superposition of 4 V ac with 1 V dc 13 7 11.5 7 11 1.0 0.9 0.71
20 3 V dc 4 V dc 1 min, then 4 V ac superposition of 4 V ac with 1 V dc 11 10 18 9 15 6.7 4.7 6.0
21 3 V dc 4 V dc 1 min, then 4 V ac superposition of 4 V ac with 1 V dc 10 7 11 7 9 5.0 3.6 3.2

a Stages I and V were passive diffusion experiments. b Equation 3 was used. c Equation 4 was used. d Average resistance values.

Table 4sComparison of the Effects of Square-Wave AC and Continuous DC Iontophoresis upon the Barrier Properties of HEM in Iontophoresis
Transport Studies

12.5 Hz square-wave ac protocola continuous dcb

initial resistance of
HEM sample (kΩ cm2) voltage

drop in
resistancec recoveryd

initial resistance
of HEM sample (kΩ cm2) voltage

drop in
resistancec recoveryd

43 2 V 69 93 16 2 V 89 70
15 2 V 60 69 27 2 V 98 31
53 2 V 63 79 18 2 V 73 78
23 4 V/3 Ve 71 92 73 2 V 92 53
15 4 V/3 Ve 85 70 57 4 V/2 Ve 98 40

18 4 V/2 Ve 95 38
24 4 V/4 Ve 96 61 123 4 V/2 Ve 98 12
23 4 V/4 Ve 76 81

a Duration of iontophoresis was around 2−5 h. b Data obtained from Li et al.;13 duration of iontophoresis was 50 min. c As percent of initial electrical resistance
(data from the close to plateau region after the initial decrease). d As percent of initial electrical resistance after the iontophoresis run when resistance became
constant with time (after more than 10 h). e First value is the dc voltage of the 1 min prepulse and the second value is the ac voltage (in 12.5 Hz ac iontophoresis)
in the present study or dc voltage (in continuous dc iontophoresis) from a previous study.13

Figure 8sA correlation between HEM electrical resistance and its permeability
for urea in studies A, B, and C. Symbols: passive permeation before
iontophoresis, circles; 12.5 Hz square-wave ac iontophoresis (“passive”
permeation), squares; passive permeation after iontophoresis, triangles.
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man5 as a possible explanation for the time-dependent,
nonlinear, current-voltage relationship observed in their
skin electrical resistance study. The number of bilayers
involved in this case is much smaller than that of full
thickness stratum corneum, and accordingly the electric
field strengths attainable in the bilayers lining the ap-
pendages could be much greater and much more than
sufficient to induce electroporation. Chizmadzhev et al.23

has come to a similar conclusion in a recent quantitative
examination of this problem. Under applied potentials of
a few volts, Chizmadzhev et al. state that the “time-
dependent, nonlinear current-voltage characteristics of the
skin can be attributed to electroporation” associated with
the epithelial cells lining skin appendages. Their analysis
“confirms skin electroporation at low voltages”, which is
in agreement with the views of Kasting and Bowman5,6 and
Inada et al.1 The results in Figures 7 and 8 of the present
study clearly support electroporation at these low to
moderate voltage conditions.

Pulsed and Continuous IontophoresissAlthough
pulsed dc iontophoresis transport experiments were not
conducted in the present investigation, the results of the
present HEM electrical resistance study impact upon the
understanding of pulsed dc iontophoresis, and some discus-
sion here is instructive. Pulsed dc iontophoresis has been
an aspect of interest in transdermal iontophoresis partly
because of the possible advantage of less skin irritation
than that with continuous dc iontophoresis28,29 and the
belief by some researchers that it may provide greater
transport enhancement than conventional continuous dc
iontophoresis via mechanisms that are unique in pulsed
iontophoresis.30 Some previous studies have reported that
higher or equal fluxes are observed under continuous dc
iontophoresis relative to pulsed dc iontophoresis,7,29,31-32

but other studies have suggested higher transport rates
or greater pharmacological effects under pulsed dc ionto-
phoresis.33,34 These differing results demonstrate the need
for more systematic mechanistic studies to compare the
effects of pulsed dc and continuous dc upon the barrier
properties of skin.

Results from the present electrical resistance study can
provide a better understanding of the mechanism(s) of pore
induction in human skin during pulsed and/or continuous
dc iontophoretic enhanced transdermal delivery. A par-
ticular advantage of the protocols used in the present study
has been that of minimizing the influence of skin-to-skin
variabilities. By utilizing the same HEM sample for suc-
cessive experiments, the influence of the variabilities has
been reduced and more meaningful results were obtainable.
The merit of this approach is illustrated by the relatively
small data scatter in Figure 3 (contrast this with the large
variations seen in Table 4 for the effects of pulsed dc and
continuous dc on the barrier properties of HEM).

Because HEM conductance was shown to be directly
proportional to the “passive” permeability of HEM (Figures
7 and 8), the electrical conductance results presented in
Figure 3 suggest that continuous dc iontophoresis generally
induces a greater extent of pore induction than those
observed during pulsed dc and ac iontophoresis at the same
level of applied voltage (2.0 to 3.0 V) and duration. The
present electrical conductance data are consistent with the
study by Yamamoto and Yamamoto.35 The generally larger
extent of pore induction in HEM observed during continu-
ous dc iontophoresis than in pulsed and ac iontophoresis
under the applied voltage conditions in the present study
is believed to be at least in part due to the depolarization/
recovery of the membrane allowed between each ac square-
wave pulse and is consistent with the hypothesis of pore
induction at the bilayer level in HEM. The dc square-wave
pulsed iontophoresis (with a 1, 2, or 3 ms delay between

each pulse) induced a lesser extent of pore induction than
those by continuous dc (Figure 3) and approached those
by 12.5 Hz square-wave ac; this also supports the hypoth-
esis that depolarization between the pulses (ac or dc) allows
for depolarization/recovery of the membrane during ionto-
phoresis, and hence, lessen the extent of pore induction.
This depolarization/recovery between pulses may also lead
to the observed faster (data not shown) and more complete
(Table 4) recovery of HEM barrier properties after ac and
pulsed dc iontophoresis than those after continuous dc
iontophoresis. It should be noted that the results presented
in Figure 3 are for the particular case of consecutive 10 s
runs, and the differences between continuous dc and pulsed
dc are rather modest. For longer duration and at higher
applied voltages, there may be greater differences between
continuous dc and pulsed dc and/or ac. More work is needed
in this area.
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Abstract 0 DMP 754 is an ester prodrug of a glycoprotein IIb/IIIa
receptor antagonist that undergoes ester and amidine hydrolysis in
the presence of excipients. A means for the stabilization of DMP 754
was needed for the formulation of a stable drug product. Incorporation
of a pH modifier in the formulation was used to control the
microenvironment pH to coincide with that of maximum stability for
DMP 754. Stability of tablets and capsules manufactured by (a)
trituration process, (b) dry granulation process, and (c) wet granulation
process was evaluated in HDPE bottles. Formulations manufactured
by the dry and wet granulation processes contained disodium citrate
as the pH modifier. Although aqueous wet granulation of a hydrolyzable
drug is usually avoided, tablets and capsules manufactured by wet
granulation were more stable in this case than those manufactured
by the dry granulation process. This was attributed to the more uniform
distribution of the pH modifier. Although the compression process
resulted in enhanced degradation of the binary blend of DMP 754
and anhydrous lactose, tablets manufactured by the wet granulation
process were more stable than capsules manufactured by the same
process. Decreasing excipient-to-drug ratio enhanced the stability of
tablets manufactured by the wet granulation process.

Introduction

DMP 754, the acetate salt of (R)-methyl 3-[[[3-[4-(ami-
noiminomethyl)phenyl]-4,5-dihydro-5-isoxazolyl]acetyl]ami-
no]-N-(butoxycarbonyl)-L-alanine, is an ester prodrug of
platelet IIb/IIIa glycoprotein receptor antagonist.1,2 DMP
754 drug substance is crystalline and was found to exhibit
good stability in the solid state. DMP 754 degradation in
the solid state was significantly enhanced in the presence
of different excipients, and the rate of degradation was
proportional to the excipient:drug ratio. Among all the
fillers tested, anhydrous lactose showed the lowest rate of
DMP 754 degradation. However, DMP 754 showed signifi-
cant degradation in the presence of anhydrous lactose at
high excipient-to-drug ratios. A means for the stabilization
of DMP 754 in solid dosage forms was needed since it is a
potent drug that is present at low concentration in the drug
product. The two main degradation products isolated in the
solid state (Figure 1) were the ester hydrolysis product
(XV459) and the amidine hydrolysis product (SJ459).
Enhanced hydrolysis of DMP 754 in the presence of lactose
was attributed, at least partly, to lactose catalysis, since
lactose was shown to provide concentration-dependent
catalysis of ester and amidine degradation in solution.3
While catalysis of esters by sugars and polyhydric alcohols
in aqueous solutions was reported,4 this effect was not
previously shown for the amidine group.

Hydrolysis rate of DMP 754 in the presence of lactose
was found to be dependent on the microenvironment pH.
The hydrolysis rates of the ester and amidine groups of
DMP 754 in lactose blends were altered by incorporation
of acidic components in the blend. The use of pH modifiers
to decrease the degradation rate in the solid state was
previously reported.5,6 However, the rationale for the choice
of particular pH modifier was generally lacking. The effect
of an acid on the microenvironment pH of DMP 754 was
predicted by the saturated solution pH of the acid.3 The
ester group attained maximum stability with acids having
saturated solution pH of approximately 4. On the other
hand, the amidine group showed increased stability with
the more acidic modifiers having saturated solution pH
values as low as 0.4. Hydrolysis rate of amidines was
reported to decrease as the acidity of the reaction medium
increased.7 Disodium citrate (saturated solution pH of 4.6)
was the only acid tested that improved the stability of both
groups. Stability of DMP 754 in the solid state can, there-
fore, be improved by the use of an appropriate acid that
adjusts the microenvironmental pH to approximately 4.

The purpose of this study was to develop a stable oral
solid dosage form for DMP 754. The formulation and
manufacturing process were selected to maximize DMP 754
stability. Disodium citrate was included in the formulation
as a pH modifying agent, in an attempt to control the
microenvironment pH to that of maximum stability for
DMP 754 as mentioned earlier. The effect of the manufac-
turing process on DMP 754 stability was also evaluated.
Although aqueous wet granulation is usually avoided for
a hydrolyzable drug,8 both dry and wet processes were
evaluated for the manufacture of DMP 754 drug product.
Method of incorporation of a pH modifier can affect the

* Corresponding author. Phone: 302-695-9116. Fax: 302-695-7592.
E-mail: sherif.i.badawy@dupontpharma.com.

Figure 1sStructure of DMP 754 and degradation products, XV459 and SJ459.
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stability of the drug product.6 Initially, the effect of
compression and encapsulation on DMP 754 stability was
examined for binary blends with anhydrous lactose. The
effect of processing on the stability of drug product contain-
ing disodium citrate was then evaluated. Thus, stability
of DMP 754 tablets and capsules containing disodium
citrate and manufactured by a dry granulation (slugging)
process or a wet granulation process was assessed.

Materials and Methods
MaterialssDMP 754 was obtained from the Chemical Process-

ing Research and Development Department of DuPont Pharma-
ceuticals Company and used as received. Mean particle size of
DMP 754 was 11.5 µm. Anhydrous lactose, NF (Quest Interna-
tional Inc., Norwich, NY), was used as the filler. Disodium citrate
sesquihydrate was supplied by Aldrich Chemical Co. (Milwaukee,
WI). Other excipients used were magnesium stearate, NF (Mallinck-
rodt, St. Louis, MO), and povidone, USP (ISP, Wayne, NJ). HPLC
grade trifluoroacetic acid (TFA) and glacial acetic acid were
obtained from J. T. Baker, Phillipsburgh, NJ. HPLC grade
acetonitrile (ACN) was obtained from EM Science (Gibbstown, NJ).

EquipmentsTurbula T2C mixer (Willy A. Bachofen AG, Basel,
Switzerland); Carver press (Fred S. Carver Inc., Menomonee Falls,
WI); V-blender (Patterson-Kelley, East Stroudsburg, PA); Stokes
single station press (Pennwalt Corporation, Warminster, PA); Key
KG-5 high shear granulator (Key International, Englishtown, NJ);
Zanasi AZ5 capsule filling machine (IMA, Fairfield, CT).

MethodssTable 1 summarizes the different DMP 754 formula-
tions. Figure 2 shows a summary of the different manufacturing
processes. Strength (or concentration) of DMP 754 in the various
formulations represents that of the free base. Potency of DMP 754
was corrected for the assay value of the free base in the drug
substance (use as value).

1. Preparation of BlendssA blend containing DMP 754 (0.33%
w/w), disodium citrate (2.5% w/w), and anhydrous lactose (97.17%
w/w), was prepared by a trituration process. DMP 754 was
triturated with anhydrous lactose/disodium citrate preblend in a
mortar and pestle using a geometric dilution technique. Another
blend of DMP 754 (0.33% w/w) and anhydrous lactose (99.67% w/w)
without disodium citrate was also prepared by a similar trituration
process.

2. Preparation of Capsules and Tablets from the Binary Blend
with Anhydrous LactosesA binary blend of DMP 754 and anhy-
drous lactose, prepared by the above-mentioned method, was hand-
filled into size 1 hard gelatin capsules (Capsugel, Greenwood, SC).
Tablets were also manufactured by direct compression of the
binary blend (no magnesium stearate) using the Carver press.

3. Preparation of Capsules and Tablets by the Dry Granulation
ProcesssCapsules and tablets, 0.2 mg strength, containing 2.5%
disodium citrate were prepared by a dry granulation process.
Disodium citrate, DMP 754, and anhydrous lactose were blended
with three-fourths the quantity of magnesium stearate using a
V-blender with I-bar. The discharged blend from the V-blender
was compressed into tablets (slugs) with a target weight of 200
mg on a Stokes single station press. The slugs were hand-screened
through a 25-mesh screen and blended with the remaining amount
of magnesium stearate in the V-blender. The resulting granulation
was filled into size 3 hard gelatin capsules on the Zanasi capsule
filling machine, or compressed into tablets on the Stokes single
station press.

4. Preparation of Capsules and Tablets by the Wet Granulation
ProcesssA formulation containing 2.5% disodium citrate was also
manufactured by a wet granulation process. DMP 754 was blended
with anhydrous lactose in the bowl of the high shear granulator.
The blend was then granulated with an aqueous solution contain-
ing disodium citrate and povidone (pH of granulating solution was
adjusted to 4 with 1 N hydrochloric acid). The wet granulation
was screened through 8-mesh screen and dried in a vacuum oven
at 40 °C to a moisture NMT 1.0% (determined by loss on drying
at 105 °C). The dried granulation was screened through a 25-mesh
screen and blended with magnesium stearate in a V-blender. The
granulation was filled into hard gelatin capsules, or compressed
into tablets similar to the dry granulation formulation. Various
tablet strengths (0.2, 0.5, and 1.0 mg) were manufactured by the
wet granulation process. Tablet weight was kept constant and the
different strengths were obtained by changing the excipient-to-
drug ratio.

In addition, DMP 754 tablets were manufactured by the above
wet granulation process without disodium citrate. The formulation
contained 0.0083% lactic acid added to the granulating solution.
The pH of granulating solution was adjusted to 4 with 0.1 N
sodium hydroxide. The formulation was similar to that mentioned
above for the 0.2 mg tablets except for the substitution of lactic
acid for disodium citrate.

5. Stability of Blends, Tablets and CapsulessBlends, tablets,
and capsules were packaged into 40-cc high density polyethylene
(HDPE) bottles capped with child-resistant caps. A 180 mg amount
of the blend was accurately weighed into a bottle without desic-
cant, and the bottle was capped, torqued, and induction sealed.
Capsules and tablets were packaged into the HDPE bottle in
counts of ten or six, respectively, with or without desiccant (0.6 g
silica gel). The packaged HDPE bottles were stored in stability
chambers at 30 °C/60% RH and/or 40 °C/75% RH. The bottles were
pulled at different time intervals, and the contents were analyzed
for DMP 754 and degradation products by the HPLC method
described below.

6. Analytical MethodsAn HPLC system equipped with auto-
matic sampler, heated column compartment, gradient elution
pump, and variable wavelength UV detector set at 280 nm (Model
1050/Hewlett Packard) was used for analysis of the blend, capsule,
and tablet samples. The reverse phase HPLC assay method
utilized a Waters Symmetry C-18 column (15 × 0.4 cm, 5 µm
packing) with a mobile phase of 18:82 ACN/0.05% TFA in water

Table 1. Summary of DMP 754 Formulations

concentration (% w/w)

physical blends wet granulation
ingredients dry granulation

DMP 754 0.33 0.33 0.33 0.33 0.8 1.7 0.33
disodium citrate 0 2.5 2.5 2.5 2.5 2.5 0
povidone 0 0 0 2.0 2.0 2.0 2.0
lactic acid 0 0 0 0 0 0 0.0083
magnesium stearate 0 0 1.0 1.0 1.0 1.0 1.0
anhydrous lactose 99.67 97.17 96.17 94.17 93.7 92.8 96.66
tablet or capsule strength (mg) 0.1 0.1 0.2 0.2 0.5 1.0 0.1
weight of tablet or capsule content (mg) 30 30 60 60 60 60 30

Figure 2sSummary of the manufacturing processes for DMP 754.
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delivered at a flow rate of 1.5 mL/min and column temperature of
35 °C. The degradation products method also used a Waters
Symmetry C-18 column with gradient elution of the mobile phase
from 10:90 to 60:40 ACN/0.05% TFA in water over 30 min at a
flow rate of 1.5 mL/min and a column temperature of 35 °C.

The blend samples were prepared by adding 30 mL of 14:86
ACN/0.05% glacial acetic acid in water to the HDPE bottles
containing the blends and shaking for 30 min. The solution was
then filtered as needed through 0.45 µm syringeless filter (What-
man, Clifton, NJ). In the case of tablets and capsules, 10 dosage
units were dissolved in 14:86 ACN/0.05% glacial acetic acid in
water, and the solution was filtered through the 0.45 µm syrin-
geless filter. An external standard method was used for the assay
and degradation products analysis.

The HPLC method was validated for linearity, accuracy, preci-
sion, limit of quantitation, and specificity. Studies with spiked
placebo samples showed recoveries of 99.5% with method repeat-
ability of 0.6% RSD. Specificity was determined by stressing
samples with heat and light and by chromatographing known
impurities; no peaks were found to coelute with the known
degradants. Studies with degraded samples showed mass balance
of drug substance and degradation products. Methods were linear
over the range of study, and limit of quantitation of degradants
was measured to be 4 ng/mL which was equivalent to 0.02% of
drug substance in blends. Samples showed no degradation in the
extraction solvent for up to 4 days.

7. X-ray MicroanalysissCitrate distribution in the tablets
manufactured by the dry and wet granulation processes was
evaluated by determining the sodium distribution on the tablet
surface using X-ray analysis in the electron microscope. Citrate
exists as sodium salt in the formulation, and therefore sodium
distribution is expected to reflect the extent of citrate distribution
in the sample. Intact tablet samples were mounted on aluminum
stubs, carbon-coated, and examined using a Cameca electron
microprobe fitted with a Wavelegth Dispersive Spectrometry
(WDS) detector.

8. Moisture Uptake StudiessMoisture uptake by the granulation
was determined at 25 °C using VTI MB 300G Integrated Mi-
crobalance System (VTI Corporation) from 40% RH to 90% RH
with desorption to 10% RH. All transitions were in incremental
steps of 10% RH.

Results and Discussion
1. Stability of DMP 754 Binary Blends with Anhy-

drous LactosesEncapsulation and compression affected
the stability of DMP 754 in the binary blend with anhy-

drous lactose. The encapsulation of the lactose/DMP 754
blend into hard gelatin capsules decreased drug degrada-
tion. The stabilizing effect of encapsulation was comparable
for the ester and the amidine groups. The encapsulation
of the blend reduces the surface area of the blend exposed
to the environment and can decrease the rate of penetration
of water vapor into the powder bed. The capsule shell can
also act as a barrier that water vapor has to penetrate
before it reaches the blend. This is particularly true if the
gelatin shell is more hygroscopic than the blend and can
consequently act as a “desiccant”. Thus, encapsulation can
prolong the time that it takes the moisture content of
powder bed to equilibrate with water vapor pressure at 75%
RH, which may be the reason for the improved stability of
blends encapsulated into hard gelatin shells. To the
contrary, tableting of the DMP 754/lactose blend enhanced
drug degradation (Figure 3). Tableting increases the
number of contact points between lactose and DMP 754.
This would possibly enhance lactose catalysis and also
increase the rate of moisture transfer between lactose and
the drug, thus resulting in an increased rate of drug
degradation in the tablets as compared to the blends.
Despite the low concentration of moisture associated with
anhydrous lactose (approximately 0.5% at 75% RH), this
moisture corresponds to high water:drug molar ratio due
to the small amount of DMP 754 in the blend and the low

Figure 3sPercent degradation products of DMP 754 in binary blends (without
magnesium stearate) after four weeks at 40 °C/75% RH. SJ459, (0); XV459,
(9).

Figure 4sPercent degradation products of DMP 754: (a) XV459 and (b)
SJ459 in blend with 2.5% disodium citrate, (O); and capsules with 2.5%
disodium citrate manufactured by the dry granulation process, (2); packaged
in HDPE bottles without desiccant and stored at 40 °C/75% RH.
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molecular weight of water. The destabilizing effect of
tableting appeared to be more pronounced for ester hy-
drolysis than amidine hydrolysis. Thus, processing influ-
ences the stability of DMP 754.

2. Stability of DMP 754 Drug Product Manufac-
tured by Dry Granulation ProcesssCapsules contain-
ing disodium citrate manufactured by dry granulation
showed enhanced ester hydrolysis compared to the corre-
sponding blend with disodium citrate in the same packag-
ing configuration at 40 °C/75% RH. On the other hand, the
dry granulation process resulted in diminished amidine
hydrolysis compared to the blend (Figure 4). The dry
granulation process for capsules involves the destabilizing
effect of slugging (compression) and the stabilizing effect
of encapsulation as mentioned above. On the basis of
results from the binary blends, capsules manufactured by
the dry granulation process would be expected to have
higher ester and amidine degradation rates since the
destabilizing effect of tableting was shown to be more
pronounced than the stabilizing effect of encapsulation for
both groups. The same effect of the dry granulation process
on stability was also observed for a similar formulation
without disodium citrate. Thus, the effect of the dry
granulation process on amidine hydrolysis was not pre-
dicted by the blend studies. It is possible that this discrep-
ancy may be due to magnesium stearate, which is not
present in the binary blend. Magnesium stearate is known
to have the ability to coat individual particles in a
pharmaceutical formulation.9 This can act as a barrier that
protects DMP 754 from lactose catalysis, which is an
important factor in the solid-state hydrolysis of the amidine
group.3

Tablets manufactured by the dry granulation process
showed comparable ester stability to the corresponding
capsule formulation manufactured by the same process in
the same packaging configuration at 40 °C/75% RH.
However, the amidine group appeared to be even less stable
in the tablet formulation (Figure 5).

3. Stability of DMP 754 Drug Product Manufac-
tured by the Wet Granulation ProcesssDMP 754
capsules, 0.2 mg, manufactured by wet granulation process
were more stable when stored at 40 °C/75% RH compared
to capsules manufactured by the dry granulation process
in the same packaging configuration (Figure 5). A similar
trend was also observed at 30 °C/60% RH. The rates of

Figure 5sPercent degradation products of DMP 754: (a) XV459 and (b)
SJ459 in capsules and tablets packaged in HDPE bottles with desiccant and
stored at 40 °C/75% RH. Capsules manufactured by wet granulation process,
(2); capsules manufactured by dry granulation process, (4); tablets
manufactured by wet granulation process, (b); tablets manufactured by dry
granulation process, (O).

Figure 6sDistribution of sodium in DMP 754 tablets manufactured by dry granulation (left) and wet granulation (right). The intensity of the white areas is
proportional to sodium concentration.
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degradation of the ester and amidine groups were lower
for the wet granulation capsules than for the dry granula-
tion capsules. The higher stability of capsules manufac-
tured by wet granulation may be explained by the more
uniform distribution of the citrate in this formulation.
Adding the citrate to the granulating solution leads to
intimate contact of this acidic component with the drug and
other formulation components, resulting in a better control
of the microenvironment pH. The granulating solution wets
the particles, and when the water evaporates, the citrate
is in close contact with the formulation constituents.
Sodium distribution was found to be more diffuse in the
wet granulation sample compared to localized distribution
in the dry granulation sample, thus suggesting a more
uniform distribution of the citrate in the former formula-
tion (Figure 6).

Moisture content of capsules manufactured by the wet
granulation process was higher than those manufactured
by the dry granulation process. Capsule moisture content
at time zero, determined by a Karl-Fisher titration, was
found to be 0.6% and 2.0% for the dry and wet formulations,
respectively. The moisture content of capsules manufac-
tured by wet granulation was also higher than those
manufactured by dry granulation after 3 months of storage
at 40 °C/75% RH (Table 2). The higher moisture content
of the wet granulation formulation is attributed to two
reasons. First, partial conversion to lactose monohydrate
during the wet granulation process was observed by X-ray
diffraction of the granulation manufactured by the wet
process. Second, the formulation manufactured by the wet
granulation process was found to be more hygroscopic than
the dry granulation formulation as determined by moisture
sorption-desorption isotherms for the two formulations.
Percent weight gain of the granulation upon the increase
of relative humidity from 40% to 90% was 1.7% and 6.5%
for the dry and wet formulations, respectively. Although
the increased hygroscopicity of a formulation is generally
expected to increase the degradation rate of a moisture
sensitive drug, the effective microenvironment pH control
in the case of the wet granulation formulation was a key
factor for the stability of this formulation. The microenvi-
ronment pH control in the case of the wet granulation
formulation was probably able to compensate for the
increased hygroscopicity, resulting in a more stable dosage
form than the less hygroscopic dry granulation formulation,
which lacked effective pH control.

DMP 754 tablets, 0.2 mg, compressed from the granula-
tion manufactured by the wet process were more stable
than the capsules filled with the same granulation at 40
°C/75% RH (Figure 5). DMP 754 degradation was more
pronounced at 40 °C/75% RH than at 30 °C/60% RH. At
both conditions, ester and amidine hydrolysis rates were
lower in the tablet dosage form. The higher degradation
rate in the case of capsules may be due to the moisture
associated with capsule shell. Due to the hygroscopic
nature of the formulation manufactured by wet granula-

tion, moisture may be transferred from the capsule shell
to the granulation, which is in direct contact with the
gelatin shell. Capsules manufactured by wet granulation
showed higher moisture content than tablets (Table 2). In
the case of the wet granulation formulation, compression
did not demonstrate the destabilizing effect observed for
the dry blends. Increasing the number of contact points in
the case of granulation manufactured by the wet process
did not result in enhanced degradation, probably due to
the control of microenvironment pH. Stability of tablets
manufactured by the wet granulation process increased
with the decrease of the excipient-to-drug ratio. Thus, the

Table 2. Degradation of DMP 754 in Tablets and Capsules after 3 Months at 40 °C/75% RH

degradation product
disodium citrate

concentration (%)
strength

(mg)
moisture

content (%)a XV459 SJ459

capsules/dry granulation 2.5 0.2 0.7 3.41 1.22
tablets/dry granulation 2.5 0.2 0.7 3.44 2.18
capsules/wet granulation 2.5 0.2 2.5 1.72 0.51
tablets/wet granulation 2.5 0.2 1.5 0.59 0.37
tablets/wet granulation 2.5 0.5 1.2 0.46 0.32
tablets/wet granulation 2.5 1.0 1.4 0.28 0.25
tablets/wet granulation 0b 0.1 1.5c 1.36c 2.00c

a Moisture of tablet or capsule content determined by Karl Fischer assay after 3 months at 40 °C/75% RH. b Contains 0.0083% lactic acid. c Two months
timepoint.

Figure 7sPercent degradation products of DMP 754: (a) XV459 and (b)
SJ459 in tablets manufactured by the wet granulation process. Tablets are
packaged in HDPE bottles with desiccant and stored at 40 °C/75% RH. Tablets
containing 2.5% disodium citrate, (b); tablets without disodium citrate, (9).
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1.0 mg tablet showed the least degradation among the
three strengths followed by the 0.5 mg tablet, while the
0.2 mg tablet demonstrated the highest rate of degradation
(Table 2).

The stabilizing effect of disodium citrate was further
demonstrated by the instability of tablets without disodium
citrate. Although this formulation was manufactured using
a granulating solution buffered to pH 4 with lactate, these
tablets showed a higher degradation rate than for the
tablets with disodium citrate (Figure 7). The very low
concentration of lactate (0.0083% of the total weight of the
formulation) was probably insufficient to control the mi-
croenvironment pH in the tablets. This was shown by
measuring the pH of a slurry prepared by mixing 0.5 g of
the granulation with 0.5 g of water. The pH values of the
slurries prepared from the granulations with disodium
citrate and lactate were found to be 4.4 and 7.7, respec-
tively.

Conclusions
A stable solid dosage form containing a pH modifying

agent was developed for DMP 754. The choice of the
manufacturing process was critical to the stability of the
drug product. The stability of DMP 754 in the dosage form
was maximized by the inclusion of the pH modifying agent
and the selection of the appropriate manufacturing process.
Method of incorporation of an acidic ingredient affects its
ability to control the microenvironment pH of a hydrolyz-
able drug such as DMP 754 and, hence, the stability of the
drug product. Depending on the nature of the moisture-
sensitive drug and the formulation, the dry granulation
process may not be the process of choice. The wet granula-
tion process can yield a more stable drug product for a
hydrolyzable drug if the formulation contains a pH modify-
ing agent that controls the pH of the microenvironment.
Excipient-to-drug ratio can also be modified in order to
maximize drug product stability.
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Abstract 0 A procedure based on release rates is proposed for the
establishment of dissolution specifications that ensure the bioequiva-
lence of a test and a reference product. This procedure, which confines
Cmax (the maximum concentration of the drug in vivo) and AUC∞ (the
area under the time−concentration curve, extrapolated to infinity) values
within any desired range (relative to a reference product), can be
used as an alternative to the methods presented in the FDA guidance1

or the USP.2 The method is appropriate for zero-order or first-order
release products with linear Level A in vitro/in vivo correlations (IVIVC).
Based on the result that the relative difference in Cmax must always
be smaller than the relative difference in the absorption rate constants
(for any test and reference products of a given drug), the “minimum
range” specifications are set. These specifications, which are identical
for both zero-order and first-order release products, are of general
validity. They depend only on the relative extents of release, but are
otherwise drug or formulation independent. For certain extended
release products demonstrating a constant release rate that is
unaffected by dissolution conditions (thus allowing the assumption of
Level A IVIVC), the “minimum range” dissolution limits are applicable
even when in vivo data is not available. If the reference product in
vivo data is available, wider limits (which are product specific) may
be set. If the drug disposition is monoexponential, the specifications
generated are the widest possible. They are termed the “ideal”
specifications. In the case of a multiexponential disposition, the limits
set by the procedure will (generally) not be the widest possible.
Although the method is based on one-compartment models, it is
essentially model independent in the sense that microscopic modeling
is redundant for its application.

Introduction
In the presence of in vitro/in vivo correlations (IVIVC),

dissolution specifications are important as a means of
controlling drug bioavailability and thus can be used as a
substitute for human bioequivalence studies. A recently
published FDA guidance deals with the application of
IVIVC for the setting of dissolution specifications for
extended release (ER) products.1 This guidance includes a
section concerning specifications based on the release rate
of the product. The section, however, is very brief and refers
only to products presenting a zero-order release rate. No
method for the establishment of the specifications is
included.

The present work proposes a procedure for the determi-
nation of rate specifications that ensures the bioequivalence
of a tested product and a reference product. This procedure
presents an alternative approach to the methods proposed
by the USP2 and FDA guidance.1 The procedure assumes
zero- or first-order release rates and linear Level A IVIVC.
Generally, IVIVC are established with in vivo data. Under

certain conditions, however, when the rate and extent of
release of an ER product are unaffected by dissolution
conditions (such as, pH, stirring rate, etc.), linear Level A
IVIVC are anticipated (assuming that drug release is the
rate-limiting step in the process of in vivo drug absorp-
tion).3 In these cases the procedure is applicable, even in
the absence of in vivo data. If the reference product in vivo
data are available, the dissolution specifications can be
widened.

Although this method is based on monoexponential
disposition models, it is also applicable when a multi-
exponential disposition is involved. The method is es-
sentially model independent in the sense that microscopic
modeling is not needed.

The bioequivalence metrics required today by most
regulatory agencies are AUC∞ (the area under the time-
concentration curve, extrapolated to infinity) and Cmax (the
maximum concentration of drug in vivo). The specifications
produced by the proposed procedure may bound both
metrics of a tested product, within any desired range,
relative to a reference product, thus ensuring their bioequiv-
alence. In this text, a range of (20% for both metrics is
used.

Setting Dissolution Specifications
Dissolution limits are used as a batch-to-batch quality

control means. If in vitro dissolution data are related to in
vivo data, these in vitro limits can then be used to control
the bioavailability of a tested product, relative to that of a
reference product (with a known bioavailability). In this
way, the bioequivalence of the two products can be guar-
anteed in vitro.

Bioavailability and bioequivalence are usually assessed
in terms of the Cmax and AUC∞ metrics. Most regulatory
agencies consider two drugs as bioequivalent when they
differ by no more than (20% with respect to each of these
metrics. Hence, dissolution limits that control a (20%
difference between the test metrics and the reference
metrics will ensure the bioequivalence of the products.
Under these circumstances, quality control is meaningful
in terms of the in vivo performance of the drug. Dissolution
limits that are set in this way may also be used for a
selection of a generic substitute or for the approval of
manufacturing changes (drug formulation, drug substance,
manufacturing site, etc.).

Dissolution limits that are too wide may allow the
approval of batches that are bioinequivalent to a reference
product. Limits that are too tight, on the other hand, may
lead to the rejection of a large number of production
batches. It is desired, therefore, to use the widest possible
dissolution specifications that are also consistent with the
allowed differences between the test and reference metrics
of bioequivalence.

Two sets of dissolution specifications are presented: the
“minimum range” and the “ideal” specifications. These two
sets are first investigated under the constraint of equal
extents of release (between the test and reference products).
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Then, dissolution specifications for test and reference drugs
with different extents of release are considered.

It is assumed throughout this text that linear level A
IVIVC are present.

The “Minimum Range” SpecificationssThe “mini-
mum range” specifications are the widest (relative) dis-
solution limits that are common to all reference products
with IVIVC. Being common to all reference products, the
“minimum range” limits must be tighter than the widest
feasible dissolution limits for any individual product.
Hence, the origin of the name.

It is useful to introduce, at this point, two dimensionless
variables, x and y.

For a one-compartment model with zero-order absorption
(Appendix A):

where D is the dose absorbed, ko is the zero-order absorp-
tion rate constant, kel is a first-order elimination constant,
and T is the duration of the absorption process. Then

where V is the compartment volume.
For a one-compartment model with a first-order absorp-

tion (Appendix B):

where ka is a first-order absorption constant. Then, by eq
B6:

It is proved in Appendixes A and B that the sensitivity of
Cmax to changes in the rate constant value grows as x or y
increase. This result was previously noticed numerically,
for the first-order case.5 The sensitivity reaches a maximum
value as {x or y} f ∞, where a change in ko or ka leads to
a change in Cmax of exactly the same relative value. This,
in turn, leads to the conclusion that the in vivo limits {∆ko/
ko(r) or ∆ka/ka(r)} ) ( 0.2 ensure the condition |∆Cmax|/Cmax(r)
< 0.2, where ∆ is the test to reference difference and the
subscript “r” stands for a reference product. This conclusion
is based on the assumption that the test and the reference
products are absorbed to the same extent.

If linear level A IVIVC are present, the in vivo absorption
rate constants must be linearly related to the in vitro
dissolution rate constants. Similarly the (in vivo) extent
of absorption must be linearly related to the in vitro extent
of release. Therefore, the in vitro condition:

where kdo or kda are the zero- or first-order dissolution rate
constants, respectively, will generally confine the Cmax
value of the test product within (20% of the reference
product value. As before, the ∆ sign stands for the test-to-
reference difference.

Equation 5 presents the “minimum range” rate specifica-
tions when the test and reference products are released to
the same extent. The “minimum range” specifications are
of general validity because they are not product specific.
They are valid even when the drug disposition is multi-
exponential, as demonstrated in Appendixes C and D. The
“minimum range” specifications may be applied for any

drug product with established IVIVC. They are particularly
useful for certain ER products, where drug release is slow
enough and well controlled (see the Discussion). With these
products, IVIVC are expected. Hence, in these particular
cases (and in these cases only), the “minimum range”
specifications may be used even when in vivo data are not
available.

The “Ideal” SpecificationssThe “ideal” specifications
are the widest possible specific dissolution limits that
ensure the bioequivalence of any test drug relative to a
specific reference product. Similar to the “minimum range”
specifications, the “ideal” specification may be applied for
any drug product with established IVIVC. However, the
“ideal” specifications are dependent on xr or yr, which
renders the “ideal” specifications product specific.

The widest specific limits of the in vivo absorption rate
constants are set in Appendix A (eqs A11 and A12) and
Appendix B (eqs B14 and B15) by a test-fitting procedure,
assuming one-compartment models with zero- or first-order
absorption, respectively. The test and reference products
are assumed to be absorbed to the same extent. If linear
level A IVIVC are present, the in vivo absorption rate
constant (ko or ka) is linearly related to the in vitro
dissolution rate constant (kdo or kda). Similarly, the extent
of in vivo absorption is linearly related to the extent of in
vitro release.

Hence, when absorption is zero-order, the “ideal” dis-
solution limits are as follows:

Upper limit (∆Cmax/Cmax(r) ) + 0.2):

Lower limit (∆Cmax/Cmax(r) ) - 0.2):

These limits are presented by the lines in Figures 1 and 2.
When absorption is first-order, the “ideal” dissolution

limits are as follows:
Upper limit (∆Cmax/Cmax ) + 0.2):

Figure 1sThe relative difference in the (zero-order) absorption rate constant
values correlating to a standard +20% difference in the Cmax values, as a
function of xr. The line presents ∆ko

//ko(r) values estimated by the use of eq
A11. In the presence of linear IVIVC, the same line defines the upper limit of
the “ideal” specifications.

∆kdo
/ /kdo(r) ) 0.0018722xr

-9.097 + 0.52492xr
-2.003 + 0.2

(6)

∆kdo
• /kdo(r) ) -0.35753e-4.4507xr - 0.44063e-1.0255xr - 0.2

(7)

∆kda
/ /kda(r) ) 0.277yr

-0.767 + 0.0271yr
-3.005 + 0.2 (8)

x ) kelD/ko ) kelT (1)

Cmax ) D
Vx

(1 - e-x) (2)

y ) kel/ka (3)

Cmax ) D
V

yy/(1-y) (4)

-0.2 <
∆kdo

kdo(r)
or

∆kda

kda(r)
< +0.2 (5)
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Lower limit (∆Cmax/Cmax(r) ) - 0.2):

These limits are presented by the lines in Figures 3 and 4.
Again, ∆ is the test-to-reference difference. The (*) and (•)
superscripts are reminders that +20% and -20% differ-
ences in Cmax, respectively, are involved.

The use of eqs 6-9 ensures a difference of exactly +20%
or -20% between the Cmax values of the test and reference
products. Thus, the range of the rate specifications is the
widest possible for each reference product, which renders
the “ideal” specifications product specific.

Equations 6 and 8 diverge for xr < 0.38 and yr < 0.07
respectively, indicating that an increase of >20% in Cmax
is impossible for x or y values low enough to satisfy these
conditions. This leads to the conclusion that a rate-related

dose-dumping is impossible when x < 0.38 in the zero-order
case, or y < 0.07 in the first-order case (see Appendixes A
and B).

Like the “minimum range” specifications, the “ideal”
specifications are particularly useful for ER products with
a well-controlled drug release. In these cases, the “ideal”
limits may be applied when the reference product in vivo
data are the only in vivo data available (see the Discussion).

Equations 6-9 are useful, even when the disposition of
the drug is multiexponential. In this case (as described in
Appendixes C and D), ke in xr or yr should be replaced by
R1, the largest macroscopic disposition rate constant. The
specifications defined this way are, in general, tighter than
the “ideal” specifications (which are not feasible when
disposition is multiexponential) and wider than the “mini-
mum range” specifications.

Dissolution Specifications when Products are Ab-
sorbed to a Different Extent. It has been postulated so
far that both the test and the reference products are
released (and hence absorbed) to the same extent. The
equations used for the dissolution specifications may be
generalized to include the effect of a difference in the extent
of release (Appendix E). The “minimum range” specifica-
tions in this case are

where A is the extent of in vitro release and ∆ is the test-
to-reference difference.

The “ideal” specifications are generalized by the use of
eqs E6 and E7. One of the following two equations should
be solved (numerically) to estimate Q, depending on
whether the absorption is zero- or first-order:

When absorption is zero-order

When absorption is first-order

Figure 2sThe relative difference in the (zero-order) absorption rate constant
values correlating to a standard −20% difference in the Cmax values, as a
function of xr. The line presents ∆ko

•/ko(r) values estimated by the use of eq
A12. In the presence of linear IVIVC, the same line defines the lower limit of
the “ideal” specifications.

Figure 3s∆Cmax/Cmax(r) values generated for the zero-order case by using
∆ko

//ko(r) values (defined by eq. A11) in eqs. A5 and A6. The effects of +20%
or −20% errors in the estimation of xr (Dxr/xr ) +0.2 or Dxr/xr ) −0.2) are
also included.

Figure 4s∆Cmax/Cmax(r) values generated for the zero-order case by using
∆ko

•/ko(r) values (defined by eq A12) in eqs. A5 and A6. The effects of +20%
or −20% errors in the estimation of xr (Dxr/xr ) +0.2 or Dxr/xr ) −0.2) are
also included.

-0.2 < ∆A
Ar

< 0.2

-0.2 - ∆A
Ar

<
∆kdo

kdo(r)
or

∆kda

kda(r)
< 0.2 - ∆A

Ar
} (10)

1 - e-Qxr

Q(1 - e-xr)
- 1 + ∆A

Ar
) (0.2 (11)

∆kda
• /kda(r) ) -0.299e-26.4yr - 0.348e-3.128yr -

0.146e-0.165yr - 0.2 (9)
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where the (+) sign is related to the upper dissolution limit
and the (-) sign to the lower dissolution limit.

The “ideal” dissolution limits are then defined by

If multiexponential disposition is involved, kel in xr or yr
(eq 11 or 12) should be replaced by R1, the largest
macroscopic disposition rate constant. In that case, as
before, the generated limits are, in general, tighter than
the “ideal” limits (which are not feasible, when disposition
is multiexponential) and wider than the “minimum range”
limits.

Discussion
The conclusion that a 20% change in the value of the in

vivo rate constant cannot lead to more than a 20% change
in the value of Cmax is a fundamental result of this work.
In the presence of linear IVIVC, this result enables the
setting of in vitro “minimum range” dissolution limits that
are unspecific to the product and hence are of a general
validity. If in vivo data related to the reference product are
available, xr or yr can be estimated, and the dissolution
limits may be widened (by the use of eqs 6-9). The
dissolution limits in this case are product specific. The
generated limits widen as the xr or yr values decrease.

The determination of the in vitro/in vivo correlation
coefficients is not required for any of the proposed sets of
specifications but in vivo data are generally needed to verify
IVIVC. However, when IVIVC are expected, the “minimum
range” specifications may be set even in the absence of in
vivo data. Similarly, when IVIVC are expected, the “ideal”
specifications may be set even when only the reference
product in vivo data are available. IVIVC are highly
probable when the drug release is sufficiently slow and well
controlled (i.e., when it is unaffected by dissolution condi-
tions such as pH, stirring rate, ionic strength, surfactant
concentration, etc.) Roxatidine controlled/modified-release
capsules3 and the nifedipine push-pull osmotic pump6,7 are
examples. Thus, the proposed specifications, which are
valid for any drug product with established IVIVC, are
particularly useful when IVIVC are expected. This is not
true for methods of setting release specifications based on
convolution/deconvolution or modeling techniques where
the particular in vitro/in vivo correlation coefficients are
required.

It should be emphasized that the availability of in vivo
data is always desired, even when linear IVIVC are
expected. If in vivo data are available, the validity of the
linear IVIVC assumption may be assessed. In addition,
wider dissolution limits can be set because xr or yr may be
evaluated.

Once linear IVIVC have been established (or assumed),
dissolution limits are easily set. The “minimum range”
limits may always be set with the help of a simple desk
calculator. This simplicity is true also with the “ideal”
limits when both the test and the reference products are
released to the same extent. However, a best-fit procedure
is needed to set the “ideal” specifications when the products
are released to a different extent.

An interesting and practical result of this work is the
observation that for x < 0.38 in the zero-order case, or y <
0.07 in the first-order case, a rate-dependent dose-dumping
(an increase of >20% in Cmax) is impossible (Appendixes A

and B). In other words, formulations with x < 0.38 or y <
0.07 are dose-dumping proof.

The methods just described do not deal with any micro-
scopic rate constants. The only values derived from the in
vivo data are the largest disposition rate constant and
either the first-order absorption rate constant or the
duration of the zero-order “infusion”. All of these are
macroscopic constants that do not require any microscopic
modeling. In this respect, the procedure is model inde-
pendent.

For products with a first-order release, it is extremely
important to correctly identify the absorption exponential
term. A wrong identification (in a “flip-flop” situation) may
lead to an underestimation of y1()R1/ka). The generated
dissolution limits, in this case, will allow deviations of the
Cmax value from the (20% range.

Only when IVIVC prevail can dissolution data be used
as a surrogate for the in vivo performance of the drug. From
practical experience, the majority of dissolution profiles can
be closely approximated by zero- or first-order rates of
release. To demonstrate linear Level A IVIVC, the patterns
of in vitro release and in vivo absorption profiles must be
similar, which means that mainly zero- or first-order in
vivo absorption profiles can linearly be correlated with the
in vitro data. The more complex absorption curves origi-
nating due to the changing physiological environment along
the gastrointestinal tract, (usually) cannot be linearly
correlated with the (simple) in vitro release curves. Hence,
a procedure for the establishment of dissolution specifica-
tions, that deals with zero-or first-order release rates (like
the one proposed in this work) covers most cases with linear
Level A IVIVC.
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Appendix A: One-Compartment Model with
Zero-Order Absorption

Consider a one-compartment open model with a zero-
order absorption. Define the dimensionless variable x

where T is the duration of the absorption process (the

Qyr
Qyr/(1-Qyr)

yr
yr/(1-yr)

- 1 + ∆A
Ar

) (0.2 (12)

{∆kdo/kdo(r) or ∆kda/kda(r)} ) 1/Q - 1 (13)

x ) kel T (A1)
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“infusion” time) and kel is a first-order elimination constant.
Then

where D is the dose absorbed and V is the compartment
volume.4

The following question is addressed: How is a (macro-
scopic) difference between the (zero-order) absorption rate
constants of two products related to the difference in their
Cmax values? Equation A1 may be rewritten as

where ko is the zero-order absorption rate constant. Con-
sider test and reference products with equal D, V, and kel
values.

The absorption rate constant of the test product, ko(t),
has a different value from that of the reference product,
ko(r).

Define

Then

By eqs A2 and A4

At the limit, as xr f ∞

Hence, as xr f ∞, the relative difference in Cmax is equal to
the relative difference in ko.

Derive x with respect to ko

The infinitesimal relative difference in Cmax is defined by

where eq A8 was used, and C′max is the derivative of Cmax
with respect to x.

Define

It may be proven (Appendix F) that F(x) is a positive and
monotone increasing function of x for x > 0.

As x f ∞, F(x) assumes its maximal value and therefore,
for a constant value of dCmax/Cmax, dko/ko is minimal (by
its absolute value) at that limit.

It is demonstrated in Appendix G that the macroscopic
quantity |∆ko|/ko(r) corresponding to a constant value of
|∆Cmax(r)|/Cmax, assumes a minimum value as xr f ∞.

This value, which is equal (by eq A7) to |∆Cmax|/Cmax(r) is
a lower boundary to |∆ko|/ko(r) (at any xr) that corresponds
to a constant relative difference between the Cmax values.
In other words, a relative difference of (q in ko corresponds
to a relative difference in Cmax, which is less than q by its
absolute value. When xr f ∞, this relative difference in Cmax
approaches q (by its absolute value).

Hence, the in vivo limits ∆ko/ko(r) ) (0.2 ensure the
condition: |∆Cmax|/Cmax(r) < 0.2. These limits will be termed
the “minimum range” limits. The “minimum range” limits
are the widest (relative) rate constant limits common to
all reference products. Being common to all reference
products, the “minimum range” limits must be tighter than
the widest feasible rate constant limits for any individual
product. Hence the origin of the name.

Using eqs A5 and A6 it is possible to estimate (numeri-
cally) the value of ∆ko/ko(r) correlating to a certain relative
difference in Cmax, as a function of xr. Figure 1 depicts the
best fitted ∆ko/ko(r) values related to ∆Cmax/Cmax(r) value of
+0.2. An asterisk was added as a reminder that a standard
+20% difference in Cmax is involved.

For xr < 0.38, ∆ko
//ko(r) values diverge. This result

means that an infinite relative increase in the ko(r) value
is needed when xr < 0.38 to observe a +20% change in Cmax.
Therefore, dose-dumping (due to a difference in the drug
release rate) is not expected when xr < 0.38. This is a
consequence of the fact that for xr < 0.38, Cmax is closer to
its maximal value (at x ∼ 0) by <20%.

The data presented in Figure 1 fit the equation

The ∆ko
//ko(r) values estimated with eq A11 are presented

by the line in Figure 1. The accuracy of eq A11 was tested
by using ∆ko

//ko(r) values estimated by eq A11 in eqs A5
and A6 to evaluate ∆Cmax/Cmax(r). With 20 xr values in the
range {0.38 < xr < 100} the relative difference in Cmax was
close to 0.2 (ranging from 0.189 to 0.209), as presented in
Figure 3. Figure 2 depicts the best fitted ∆ko/ko(r) values
related to a ∆Cmax/Cmax(r) value of -0.2. The (•) superscript
is a reminder that a standard -20% difference in Cmax is
involved. The data presented in Figure 2 fit the equation

The fit is presented by the line in Figure 2. The accuracy
of eq A12 was examined by using the values generated by
this equation in eqs A5 and A6 to evaluate ∆Cmax/Cmax(r).
The relative difference between the Cmax values was close
to -0.2 [from (-0.190) to (-0.202)] for 20 xr values in the
range {0.008 < xr < 100}, as presented in Figure 4.

Equations A11 and A12 define the relative differences
in the absorption rate constant values that are consistent
with exactly +20% or -20% difference between the Cmax
values. Therefore, these equations constitute the widest
possible absorption rate constant limits that ensure the
bioequivalence of test and reference products. Hence, they
will be termed the zero-order absorption “ideal” limits. The
“ideal” limits are specific to each reference product.

An error in the estimation of ∆ko
//ko(r) or ∆ko

• /ko(r) by eqs
A11 or A12 may result from a misevaluation of xr. This
misevaluation will lead to ∆Cmax/Cmax(r) values different
from the expected values of ∼ +0.2 or ∼ -0.2, respectively.
Figure 3 includes the effects of +20% or -20% errors in
the estimation of xr on the value of ∆Cmax/Cmax(r), when its

Cmax ) D
Vx

(1 - e-x) (A2)

x )
kel D

ko
(A3)

Q )
xt

xr
)

ko(r)

ko(t)
(A4)

∆ko

ko(r)
)

ko(t) - ko(r)

ko(r)
) 1

Q
- 1 (A5)

∆Cmax

Cmax(r)
)

Cmax(t) - Cmax(r)

Cmax(r)
) 1 - e-Qxr

Q(1 - e-xr)
- 1 (A6)

lim
xrf∞

∆Cmax

Cmax(r)
) 1

Q
- 1 )

∆ko

ko(r)
(A7)

dx
dko

) -
kelD

ko
2

) - x
ko

(A8)

dCmax

Cmax
)

C′max

Cmax
dx ) -

C′max x
Cmax

dko

ko
) [1 - e-x(x + 1)

1 - e-x ]dko

ko

(A9)

F(x) )
1 - e-x(x + 1)

1 - e-x
(A10)

∆ko
//ko(r) ) 0.0018722xr

-9.097 + 0.52492xr
-2.003 + 0.2

(A11)

∆ko
• /ko(r) ) -0.35753e-4.4507xr - 0.44063e-1.0255xr - 0.2

(A12)
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expected value is ∼ +0.2 (i.e. when eq. A11 is used for an
estimation of ∆ko

//ko(r)). In a similar way, Figure 4 includes
the effect of +20% or -20% errors in the estimation of xr
on the value of ∆Cmax/Cmax(r) when its expected value is
∼ -0.2 (i.e., when eq A12 is used for an estimation of
∆ko

• /ko(r)). An overestimation of xr will lead to |∆Cmax|/
Cmax(r) < 0.2. In this case, the ∆ko

//ko(r) and ∆ko
• /ko(r) values

estimated with eqs A11 and A12 will lead to ∆Cmax/Cmax(r)
values within the assumed boundary. However, when xr is
underestimated, |∆Cmax|/Cmax(r) > 0.2. The effect of an error
in the estimation of xr is especially pronounced for low
values of xr. Therefore, when the precise value of xr is
uncertain, it is good practice to use its highest estimated
value to evaluate ∆ko

//ko(r) or ∆ko
• /ko(r). The resultant ∆Cmax/

Cmax(r) value will then probably be confined within the (0.2
limits.

If the xr value is unknown, using the “minimum range”
rate limits: ∆ko/ko(r) ) ( 0.2 will ensure the condition:
|∆Cmax|/Cmax < 0.2.

Generally, it is desired to set the widest limits (on a
variable) that are consistent with a certain constraint. The
“ideal” limits are always wider than the “minimum range”
limits. On the other hand, the “ideal” limits may be used
only when the reference in vivo rate constants are known.

Appendix B: One-Compartment Model with
First-Order Absorption

Consider a one-compartment open model with first-order
absorption. The parameter Cmax is given by4

where ka is a first-order absorption constant. The param-
eter tmax is given by

Define the dimensionless variable y

Then, by eq B2,

Using eqs B4 and B5 in eq B1 produces

It is of interest to investigate the effect of a (macroscopic)
difference between the (first-order) absorption rate con-
stants of two products on their relative Cmax values.
Consider test and reference products with equal D, V, and
kel values. The first-order rate constant of the test product,
ka(t) has a different value from that of the reference product,
ka(r).

Define

Then

Equation B8 is identical to eq A5 except that here first-
order constants are involved. By the use of eq B6,

At the limit as yr f ∞,

Equation B10 is identical to eq A7. By eq B10, as yr f ∞,
the relative difference in Cmax is equal to the relative
difference in ka.

Derive y with respect to ka

The infinitesimal relative difference in Cmax is defined by

where eq B11 was used and C′max is the derivative of Cmax
with respect to y (derivation of eq B6).

Define

It may be proven (see Appendix H) that G(y) is a positive
and monotone increasing function of y, for y > 0 (y * 1).
Therefore, as y f ∞, G(y) assumes a maximal value. Hence,
by eq B12, for a constant value of dCmax/Cmax, dka/ka is
minimal (by its absolute value) as y f ∞, exactly as in the
zero-order model when x f ∞.

By replacing x with y and ko with ka in Appendix G, it is
demonstrated that the macroscopic quantity |∆ka|/ka(r),
corresponding to a constant value of |∆Cmax|/Cmax(r) assumes
a minimum value as yr f ∞, just as in the zero-order model
when xr f ∞. This value, which is equal (by eq B10) to
|∆Cmax|/Cmax(r), is a lower boundary of the absolute value
of |∆ka|/ka(r) (at any yr) that corresponds to a constant
relative difference in Cmax. In other words, a relative
difference of (q in ka corresponds to a relative difference
in Cmax that is less than q by its absolute value. When yr
f ∞, this relative change in Cmax approaches q (by its
absolute value). Hence the in vivo “minimum range” limits
∆ka/ka(r) ) (0.2, ensure the condition ∆Cmax/Cmax(r) < 0.2,
just as in the zero-order case.

Using eqs B8 and B9, it is possible to estimate (numeri-
cally) the value of ∆ka/ka(r) corresponding to a certain
relative difference in Cmax as a function of yr. Figure 5
depicts the best fitted ∆ka/ka(r) values related to a ∆Cmax/
Cmax(r) value of (0.2. Like before, the asterisk stands for a
standard +20% difference in Cmax. For yr < 0.07, the ∆ka/
ka(r) values diverge, indicating that under this condition, a
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Q
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)
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dy ) -

C′max
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) [(y - 1 - ln y)y
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(B12)
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(y - 1 - ln y)y
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+20% difference in Cmax (a dose-dumping due to a differ-
ence in the release rates) is impossible. This is a conse-
quence of the fact that, for yr < 0.07, Cmax is closer to its
maximal value (at y ∼ 0) by <20%.

The data presented in Figure 5 fit the equation

The ∆ka
//ka(r) values estimated with eq B14 are presented

by the line in Figure 5. The accuracy of eq B14 was tested
by using the estimated ∆ka

//ka(r) values in eqs B8 and B9 to
evaluate ∆Cmax/Cmax(r). Twenty yr values in the range {0.07
< yr < 100} were examined. The relative difference in Cmax
was close to 0.2 (from 0.184 to 0.201), as presented in
Figure 7.

Figure 6 depicts the best fitted ∆ka/ka(r) value related to
a ∆Cmax/Cmax(r) value of -0.2. The (•) superscript, as in the
zero-order model, stands for a standard -20% difference

in Cmax. The data presented in Figure 6 fit the equation

The fit is presented by the line in Figure 6. The accuracy
of eq B15 was examined, like before, by using the values
generated by this equation in eqs B8 and B9 to evaluate
∆Cmax/Cmax(r). With 20 yr values examined in the range
{0.004 < yr < 100}, the ∆Cmax/Cmax(r) values were between
-0.186 and -0.212, as presented in Figure 8.

Like eqs A11 and A12, eqs B14 and B15 define the
relative differences in the absorption rate constant values,
consistent with exactly +20% or -20% differences between
the Cmax values. Therefore, these equations provide the
widest possible rate constant limits that ensure the bioequiv-
alence of the test and reference products. They will be
termed the first-order absorption “ideal” limits. These
limits are specific to each reference product.

An error in the estimation of ∆ka
//ka(r) or ∆ka

• /ka(r) by eqs
B14 or B15 may result from a misevaluation of yr. This
misevaluation will lead to ∆Cmax/Cmax(r) values different
from the expected values of ∼ +0.2 or ∼ -0.2, respectively.
Figure 7 presents the effects of +20% or -20% errors in
the estimation of yr on the value of ∆Cmax/Cmax(r), when its
expected (standard) value is ∼ +0.2 (i.e., when eq B14 is
used for the estimation of ∆ka

//ka(r)). In a similar way,
Figure 8 presents the effect of +20% or -20% errors in yr
on the value of ∆Cmax/Cmax(r) when its expected (standard)
value is ∼ -0.2 (i.e., when eq B15 is used for an estimation
of ∆ka

• /ka(r)). As in the zero-order case, an overestimation
of yr will lead to ∆Cmax/Cmax(r) values within the boundaries
assumed. However, when yr is underestimated, ∆Cmax/
Cmax(r) > 0.2. As before, the effect of an error in yr is
especially pronounced for low yr values.

When the precise value of yr is uncertain, it is a good
practice to use its highest estimated value in eqs B14 and
B15. If the yr value is unknown, the “minimum range”
limits ∆ka/ka(r) ) (0.2 should be used. The “ideal” limits
are always wider. They are, however, feasible only when
the reference in vivo data are available.

Figure 5sThe relative difference in the (first-order) absorption rate constant
values correlating to a standard +20% difference in the Cmax values, as a
function of yr. The line presents ∆ka

//ka(r) values estimated by the use of eq
B14. In the presence of linear IVIVC, the same line defines the upper limit of
the “ideal” specifications.

Figure 6sThe relative difference in the (first-order) absorption rate constant
values correlating to a standard −20% difference in the Cmax values, as a
function of yr. The line presents ∆ka

•/ka(r) values estimated by the use of eq
B15. In the presence of linear IVIVC, the same line defines the lower limit of
the “ideal” specifications.

Figure 7s∆Cmax/Cmax(r) values generated for the first-order case by using
∆ka

//ka(r) values (defined by eq B14) in eqs. B8 and B9. The effects of +20%
or −20% errors in the estimation of yr (Dyr/yr ) +0.2 or Dyr/yr ) −0.2) are
also included.

∆ka
//ka(r) ) 0.277yr

-0.767 + 0.0271yr
-3.005 + 0.2 (B14)

∆ka
• /ka(r) ) -0.299 e-26.4yr - 0.348 e-3.128yr -

0.146 e-0.165yr - 0.2 (B15)
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Appendix C: Multicompartment Model with
Zero-Order Absorption

When the disposition phase of a drug with a zero-order
absorption is appropriately described by n exponential
terms, with n first-order rate constants: R1 > R2 > ... >
Rn, the dependence of Cmax on the zero-order rate constant
is specific to the kinetic model involved. Consider an
n-compartment model with a zero-order absorption and m
(microscopic) first-order disposition rate constants kj (j )
1, ... m). When elimination occurs from the central com-
partment, the concentration in this compartment (while
absorption is continuing) is given by4

where Vc is the volume of the central compartment and Ei
is the sum of the exit rate constants from the ith compart-
ment. The parameter Rl can be expressed in terms of the
kj values (it is not dependent on other physical constants).
Because Rl has the same dimensions as kj (time-1), Rl is a
homogeneous function of the first degree with respect to
the kj values. That is, Rl (k1, ..., km) satisfies the identity

where q is any number.
Equations C1 and C2 imply

When t ) T, we have

Using q ) T in eq (C4) provides

Therefore, Cmax is dependent on the m dimensionless
variables: k1T, ... kmT and on D/Vc. The same conclusion
may be reached when the elimination is not from the
central compartment or when the concentration involved
is that of a peripheral compartment.

The one-compartment model discussed in Appendix A
is a special case with m ) 1 and k1 ) kel. As demonstrated

where x ) kel T.
If a one-compartment model is used (as an approxima-

tion) to describe the kinetics of a drug with n exponential
disposition terms, the best-fitted disposition rate constant
must be smaller than R1 (and larger than Rn).

Define

If x1(r) is used instead of xr in eq A6, it is reasonable to
believe that

because the x1(r) is an upper boundary of xr. For the same
reason, using x1(r) values as defined by eq C7 in eqs A11 or
A12 will generate |∆Cmax|/Cmax(r) < 0.2.

Four different compartment models (with a zero-order
absorption) were used to assess this assumption: a classical
two-compartment model, a classical three-compartment
model, a two-compartment model with a central absorption
and a peripheral elimination, and a three-compartment
model with a central absorption and a peripheral elimina-
tion. Values between 0 and 1 were randomly assigned to
the disposition rate constants of each model. For this
purpose, a computerized random number generator was
used. Ten sets of disposition rate constants were thus
produced for each model. For the two-compartment models,
the values of the three microscopic disposition rate con-
stants were assigned in this same way. For the three-
compartment models, the values of the three macroscopic
rate constants and of two of the microscopic rate constants
were similarly assigned.

Five absorption rate constant values were defined such
that

where eq C7 was used to define x1(r). In this way, a total of
50 different sets of constants were generated for each
model.

Equations A11 and A12 with x1(r) substituted for xr, were
utilized to produce ko(t)

/ (the upper boundary of ko(t)) or ko(t)
•

(the lower boundary of ko(t)). These values were introduced
into the model to estimate Cmax(t).

In each of the four models examined, the inequality

was verified for all 50 data sets. The values for |∆Cmax|/
Cmax(r) were in the range of ∼ 1% to 19%. Hence, eqs A11
and A12 (the zero-order “ideal” limits) may be used to
assess the absorption rate limits for products with a zero-
order absorption and a multiexponential disposition.

Figure 8s∆Cmax/Cmax(r) values generated for the first-order case by using
∆ka

•/ka(r) values (defined by eq. B15) in eqs B8 and B9. The effects of +20%
or −20% errors in the estimation of yr (Dyr/yr ) +0.2 or Dyr/yr ) −0.2) are
also included.

C(t) )
D/T
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∑
l)1

n
(1 - e-Rlt)∏

i)2

n

(Ei - Rl)e
-Rlt

-Rl∏
i)1
i*l

n

(Ri - Rl)

(C1)

Rl (qk1,....qkm) ) qRl (k1,....km) (C2)

C(D/VcT,k1,....,km,t) ) C(qD/VcT,qk1,...,qkm,t/q) (C3)

Cmax ) C(D/VcT,k1,...km,T) ) C(qD/VcT,qk1,...,qkm,T/q)
(C4)

Cmax ) C(D/Vc, k1T,,...kmT) (C5)

Cmax (one compartment) ) C(D/Vc, x) (C6)

x1 )
R1D
ko

()R1T) (C7)

|∆Cmax|
Cmax(r)

< 1-e-Qx1(r)

Q(1-ex1(r))
- 1 (C8)

x1(r) ) 0.1, 0.5, 1.5, 5, 30 (C9)

|∆Cmax|/Cmax(r) < 20% (C10)
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The relative rate limits defined by eqs A11 and A12 are
wider than (20% for any finite value of xr(1). Because eq
C10 holds when the limits are wider than 20%, it will
certainly hold when the relative rate is limited to (20%
(in each of the four models used, for each of the sets of data
examined). Thus, the validity of the “minimum range” rate
limits is verified for products with a zero-order absorption
and a multiexponential disposition.

Appendix D: Multicompartment Model with
First-Order Absorption

For the case of multiexponential disposition, consider an
n-compartment model with a first-order absorption (ka) and
m(microscopic) first-order disposition rate constants kj (j
) 1,...m). When the elimination occurs from the central
compartment, the concentration in the central compart-
ment is given by4

where Rl is a first-order macroscopic disposition constant,
Vc is the volume of the central compartment, and Ei is the
sum of the exit rate constants from the ith compartment.

By eqs C2 and D1, the following identity is satisfied

where q can be any number.
Therefore, under the transformations

The value of the untransformed function (at any time point
t) is equal to the value of the transformed function (at time
point t/q). In particular, the maximum value of the un-
transformed function (at tmax) is equal to the maximum
value of the transformed function (at tmax/q). Hence

where t̂max is the time correlating to maximum value of the
transformed function.

Therefore, Cmax is a function of the following variable

However, its value is independent of the value of q. The

parameter tmax is not included among the variables in eq
D4 because Cmax is defined at t ) tmax (Cmax is not a function
of tmax).

Using q ) 1/ka in eq D4 provides

Cmax is therefore dependent on the m dimensionless
variables (k1/ka,...km/ka) and on D/Vc. The same conclusion
may be reached when the elimination is not limited to the
central compartment, or when the concentration involved
is that of a peripheral compartment.

In the one-compartment case

This is demonstrated by eq B6 (with k1 ) kel).
Define

where R1 is the largest first-order (macroscopic) disposition
rate constant. If y1(r) is used instead of yr in eq B9, it is
reasonable to believe that

because y1 is an upper boundary of y. For the same reason,
using y1(r) values as defined by eq D7 in eqs B14 or B15
will generate |∆Cmax|/Cmax < 0.2.

For assessing this assumption, the four compartment
models used in Appendix C, were utilized with a first-order
absorption. The procedure of assigning values to the
disposition rate constants was identical to that previously
used. The five absorption rate constant values were defined
such that

where eq D7 was used to define y1(r). Equations B14 and
B15 with y1(r) substituted for yr were used to produce ka(t)

/

(the upper boundary of ka(t)) or ∆ka(t)
• (the lower boundary

of ka(t)). These values were introduced into the model to
estimate Cmax(t).

As in the zero-order models, with each of the four models
examined, the inequality

was verified for all 50 data sets. Hence, eqs B14 and B15
(the first-order “ideal” limits) may be used to evaluate the
absorption rate limit for products with a first-order absorp-
tion and a multiexponential disposition.

The relative rate limits defined by eqs B14 and B15 are
wider than (20% for any finite value of y1(r). Hence, it is
clear that limiting the relative rate to (20% will also lead
to eq D10 in each of the four models used and for each of
the data sets examined. Thus, the “minimum range” limits
are applicable for products with a first-order absorption
and a multiexponential disposition.

Appendix E: The Effect of a Difference in the
Extent of Absorption

It has been postulated, so far, that both test and
reference products are absorbed to the same extent. Sup-
pose that each product is absorbed to a different extent.
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∏
i)1

n

(Ri - ka)

e-kat +

kaD

Vc
∑
l)1

n ∏
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C(D/Vc, ka, k1,...km, tmax) ) C(D/Vc, qka, qk1,...qkm, t̂max)
(D3)

Cmax ) C(D/Vc, qka, qk1,...,qkm) (D4)

Cmax ) C(D/Vc, k1/ka,...,km/ka) (D5)

Cmax ) C(D/Vc, k1/ka) (D6)

y1 )
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<
Qy1(r)

Qy1(r)/(1-Qy1(r))

y1(r)
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- 1 (D8)

y1(r) ) 0.1, 0.5, 1.5, 5, 30 (D9)

|∆Cmax|/Cmax < 20% (D10)
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By the zero-order or the first-order models (mono- or
multiexponential disposition), Cmax may be presented as

where D is the dose absorbed and z stands for either x or
y, depending on the model used. The function E depends
on the particular model.

Therefore

Using eq E1 in eq E2, we get

By eq E3, the total relative difference in Cmax is the sum of
the relative difference in D and the “partial” relative
difference in Cmax (when D ) constant).

Hence, when the test and reference products are ab-
sorbed to a different extent, eq A6 for the zero-order case
is generalized as

Similarly, eq B9 for the first-order case is replaced by

For the zero-order model, at the limit as xr f ∞

Similarly, for the first-order model when yr f ∞

Equations E6 and E7 are generalizations of eqs A7 and
B10, respectively.

Appendix F: The Function F(x)
By eq A10

Define

Then

By eq F1

Hence, eq F2 implies

It is also true that

Therefore

Derive F(x) with respect to x

Define

Then

By eq F8, p(0) ) 0. Therefore eq F9 implies

It is also true that

Therefore

Hence F(x) is a positive monotone increasing function of x
for x > 0.

Appendix G: The Asymptotic Behavior of
∆ko/ko(r)

A constant value of the integral on the left-hand side of
eq G1 corresponds to a constant value of ∆Cmax/Cmax(r).

It was proven that the infinitesimal quantity dko/ko,
corresponding to a constant infinitesimal relative difference
in Cmax (dCmax/Cmax), is minimal (by its absolute value) as
x f ∞. Therefore, the integrated form ∫r

t dko/ko corre-
sponding to a constant value of ∫r

t dCmax/Cmax must also
assume a minimum value as xr f ∞.

Because

|ln(ko(t)/ko(r))|, corresponding to a constant value of ∆Cmax/
Cmax(r), has a minimum value as xr f ∞.

When ko(t)/ko(r) > 1, both ko(t)/ko(r) and |ko(t)/ko(r) - 1| attain
a minimum value as xr f ∞. When ko(t)/ko(r) < 1, ko(t)/ko(r) is
maximal as xr f ∞, whereas |ko(t)/ko(r) - 1| is minimal at
this limit.

Cmax ) D‚E(z) (E1)

dCmax )
∂Cmax

∂D
dD +

∂Cmax

∂z
dz (E2)

dCmax

Cmax
) dD

D
+ [dCmax

Cmax
]

D
(E3)

∆Cmax

Cmax(r)
) 1 - e-Qxr

Q(1 - e-xr)
- 1 + ∆D

Dr
(E4)

∆Cmax

Cmax(r)
)

(Qyr)
Qyr/(1-Qyr)

yr
yr/(1-yr)

- 1 + ∆D
Dr

(E5)

lim
xrf∞

∆Cmax

Cmax(r)
) 1

Q
+ 1 + ∆D

Dr
)

∆ko

ko(r)
+ ∆D

Dr
(E6)

lim
yrf∞

∆Cmax

Cmax(r)
) 1

Q
+ 1 + ∆D
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)

∆ka

ka(r)
+ ∆D
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(E7)

F(x) )
1 - e-x(x + 1)

1 - e-x

f(x) ) 1 - e-x(x + 1) (F1)

f ′(x) ) xe-x > 0 for x > 0 (F2)

f(0) ) 0 (F3)

f(x) > 0 for x > 0 (F4)

1 - e-x > 0 when x > 0 (F5)

F(x) )
f(x)

1 - e-x
> 0 when x > 0 (F6)

F′(x) )
e-x(e-x + x - 1)

(1 - e-x)2
(F7)

p(x) ) e-x + x - 1 (F8)

p′(x) ) 1 - e-x > 0 when x > 0 (F9)

p(x) > 0 when x > 0 (F10)

e-x

(1 - e-x)2
> 0 for any x (F11)

F′(x) )
e-xp(x)

(1 - e-x)2
> 0 when x > 0

∫r

tdCmax

Cmax
) ln

Cmax(t)

Cmax(r)
) ln(∆Cmax

Cmax(r)
+ 1) (G1)

∫r

t dko
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) ln

ko(t)
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(G2)
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Hence |ko(t)/ko(r) - 1| ()|∆ko|/ko(r)) corresponding to a
constant value of |∆Cmax|/Cmax(r), is minimal as xr f ∞.

Appendix H: The Function G(y)
By eq B13

Define

Then

By eq H2

By eq H1 g(y ) 1) ) 0; hence, eq H3 implies

For the same reason, eq H4 implies

Therefore

Derive G(y) with respect to y

Define

Then

Suppose h′(y) ) 0, then by eq H10

Equation H11 is satisfied when y ) 1. Therefore, y ) 1 is
a solution for h′(y) ) 0. We shall prove that y ) 1 is the
only solution for h′(y) ) 0 (0 < y < ∞):

When y > 0, both ln y and (y - 1)/y are monotone
increasing functions of y, as demonstrated by eqs H12 and
H13

By eqs H12 and H13

Therefore, for y > 1, ln y increases (with y) faster than (y
- 1)/y, and the functions do not cross each other. For 0 <
y < 1, ln y decreases (when y decreases) slower than (y -
1)/y and again, both functions do not cross. Therefore, y )
1 is the only solution for h′(y) ) 0 (0 < y <∞).

A second differentiation of h(y) with respect to y, provides

At y ) 1

Therefore y ) 1 is an inflection point of h(y). Because y )
1 is the only point where eq H11 holds, h(y) is monotone
for 0 < y < ∞. By substituting any positive value (*1) for
y in eq H10, it is found that

Therefore, h(y) is a monotone decreasing function of y for
0 < y < ∞.

By eq H9

Hence

Therefore

It may be concluded that G(y) is a positive and monotone
increasing function of y for 0 < y < ∞ (y * 1) and it is
undefined at y ) 1.

JS980322P

G(y) )
(y - 1 - ln y)y

(1 - y)2

g(y) ) y - 1 - ln y (H1)

g′(y) ) y - 1
y

(H2)

g′(y) > 0 for y > 1 (H3)

g′(y) < 0 for 0 < y < 1 (H4)

g(y) > 0 for y > 1 (H5)

g(y) > 0 for 0 < y < 1 (H6)

G(y) )
g(y)

(1 - y)2
y > 0 for y > 0 (H7)

G′(y) )
(y - 1 - ln y)(1 + y) - (1 - y)2

(1 - y)3
(H8)

h(y) ) (y - 1 - ln y)(1 + y) - (1 - y)2 (H9)

h′(y) ) 1 - ln y - y-1 (H10)

ln y ) y - 1
y

(H11)

[ln y]′ ) 1
y

(H12)

[y - 1
y ]′ ) 1

y2
(H13)

[ln y]′ > [y - 1
y ] for y > 1 (H14)

[ln y]′ < [y - 1
y ] for 0 < y < 1 (H15)

h′′(y) ) 1
y

+ 1
y2

(H16)

h′′(y ) 1) ) 0 (H17)

h′(y) < 0 (H18)

h(y ) 1) ) 0 (H19)

h(y < 1) > 0 (H20)

h(y > 1) < 0 (H21)

G′(y) )
h(y)

(1 - y)3
> 0 for 0 < y < ∞ (y * 1)
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Abstract 0 We present a model for perfusion of the isolated perfused
neonatal sheep liver which allows examination of drug disposition by
the intact organ. We studied the disposition of sodium taurocholate
(TC) in seven neonatal lambs (ages 2−11 days) and compared the
results with earlier data from the perfused fetal sheep liver (Ring, J.
A. et al. Biochem. Pharmacol. 1994, 48, 667−674). Measurements of
perfusion pressure, oxygen consumption, lactate:pyruvate ratio, bile
flow, and liver histology indicated that the preparation was both viable
and stable over a 2 h period. [14C]-labeled TC was added to the
reservoir by constant infusion (30 µmol/h) and the ductus venosus
shunt quantitated by injection of [153Gd]-labeled microspheres. Shunt-
corrected hepatic extraction ratio of TC was 0.56 ± 0.14 (fetal 0.23
± 0.16, p < 0.005) and clearance of TC was 0.92 ± 0.35 mL/min/g
liver (fetal 0.44 ± 0.23 mL/min/g, p < 0.01). We conclude that the
isolated perfused neonatal sheep liver is a useful experimental model
which will facilitate the study of the developmental physiology and
pharmacology of the liver. There is considerable maturation of the
biliary excretion of TC between the late fetal and early neonatal periods
in the lamb.

Introduction
Sodium taurocholate (TC) is a principal bile salt in many

mammalian species, including humans.1 In the adult, TC
undergoes an efficient enterohepatic circulation from bile
to small intestine, active reabsorption from the terminal
ileum, and then hepatic uptake and re-excretion into bile.
TC is highly cleared from portal plasma by the liver cell
and concentratively excreted into bile.2 In contrast to many
highly cleared drugs, TC is taken up by the liver by an
active or facilitated transport process3 and is then actively
secreted into bile.2

Several studies have examined TC transport in the
developing liver, both in late fetal and neonatal life.4-7 In
general they have shown, in several species, that hepatic
transport processes of TC appear to be immature in the
fetus and neonate. The same can also be said of many drug
metabolic processes.8,9 One of the difficulties encountered
in studying fetal hepatic function in vivo is the inability to
obtain samples consistently from, for example, hepatic
outflow vessels or the bile duct. This leads to difficulties
in defining fetal hepatic clearance and differentiating this
from placental transfer and subsequent clearance by
maternal organs. To overcome these problems we have

recently developed the in-situ isolated, perfused fetal sheep
liver model.4 This has allowed detailed study of TC
transport and the metabolism of a number of drugs by the
fetal liver near term.10,11

The present study details the development of an analo-
gous model in the neonatal sheep. This allows direct
comparison of a variety of hepatic functions at various
times before and after birth, a period of dramatic physi-
ological change. We present here the findings on neonatal
TC transport and compare them with our earlier data from
late fetal life.

Experimental Section
Materials and Reagentss[14C]TC (99% pure by TLC, 1.7 GBq/

mmol) and [153Gd] microspheres (37-185 MBq/g) were purchased
from NEN (Boston, MA). D-Glucose and unlabeled TC (sodium salt)
were obtained from Sigma Chemical Co. (St. Louis, MO), and
bovine serum albumin (fraction V) from the Commonwealth Serum
Laboratories (Melbourne, Victoria, Australia). Hartman’s solution
and sodium heparin were purchased from David Bull laboratories
(Melbourne, Victoria, Australia).

Animals and Surgical ProceduresThe experiments were
approved by the Austin and Repatriation Medical Centre (ARMC)
Animal Welfare Ethics Committee. Experiments were conducted
in seven neonatal sheep between 2 and 11 days of age (2, 2, 3, 6,
8, 10, and 11 days). Pregnant ewes were supplied by a contracted
local farmer and delivered to the animal house at least 2 weeks
before the scheduled parturition date. All lambs were born by
natural delivery at the ARMC and fed naturally by their mothers.

Anaesthesia was induced with intravenous sodium thiopental,
a tracheostomy performed, and the lamb intubated and ventilated.
Anaesthesia was maintained with halothane. A midline abdominal
incision was performed and the remnant of the umbilical vein
ligated. The portal vein, hepatic artery, bile duct, and superior
mesenteric vein were located, and the gall bladder was isolated
by ligating the cystic duct. The bile duct was cannulated (internal
diameter (i.d.) 1.0 mm, external diameter (o.d.) 1.5 mm) and left
to drain externally into a collection tube. Loose ties were applied
around the portal vein, hepatic artery, and superior mesenteric
vein. The inferior vena cava above the renal veins was located
and a loose tie applied. A midline thoracotomy was performed to
expose the suprahepatic inferior vena cava, and a loose tie was
applied. A silastic inflow cannula (o.d. 6 mm, i.d. 4.5 mm, with an
in-line small preliver bubble trap) primed with Hartman’s solution
at 37 °C, containing sodium heparin (5 units/mL), was then
prepared for portal vein cannulation.

The superior mesenteric vein was ligated distally and cannu-
lated with the inflow cannula via a proximal incision. The cannula
was passed down the superior mesenteric vein to the portal vein,
visually confirmed to be in the correct position and then secured.
The supra-hepatic inferior vena cava was cannulated (o.d. 8 mm,
i.d. 6 mm) and left to drain externally. The loose ties around the
hepatic artery and inferior vena cava above the renal veins were
secured, isolating the liver, which was flushed with heparinized
Hartman’s solution until it had uniformly blanched. Perfusion was
commenced by connecting the primed perfusion circuit to the

* Corresponding author. Telephone: 61 3 9496 2252, Fax: 61 3 9497
4554, e-mail: ching@austin.unimelb.edu.au.

† Department of Medicine, Austin and Repatriation Medical Centre.
‡ Department of Surgery, Austin and Repatriation Medical Centre.
§ Monash University.

© 1999, American Chemical Society and 10.1021/js9803151 CCC: $18.00 Journal of Pharmaceutical Sciences / 445
American Pharmaceutical Association Vol. 88, No. 4, April 1999Published on Web 03/04/1999



silastic inflow cannula, and the distal end of the outflow catheter
was connected to the reservoir to complete the recirculating
system. The liver was perfused in situ and covered with saline-
soaked gauze. The lamb was sacrificed by an overdose of sodium
thiopental injected into the left ventricle.

Perfusion CircuitsThe perfusate volume was 1000 mL and
comprised Krebs-Henseleit buffer pH 7.4, bovine serum albumin
1% w/v, D-glucose 0.1% w/v, washed human red blood cells 20%
v/v, and Hepes 5 mM. The perfusion circuit (Figure 1) was based
on our perfused fetal liver preparation.4 Modifications were made
as follows to improve and simplify the method of perfusate
oxygenation and perfusate sampling. The reservoir was a 3 L
spherical glass flask with a ground glass neck. To this was
connected a hollow glass stalk 30 cm long (i.d. 25.4 mm, o.d. 31.75
mm) with a ground glass connector to the reservoir. The reservoir
with stalk was mounted at a 60° angle using a Corning model
349/2 rotary evaporator apparatus which constantly rotated at 40
rpm to mix the perfusate and form a thin perfusate film on the
inside of the reservoir for oxygenation. Entering the stalk were
three stiff, nonrotating Teflon tubes; one tube was immersed into
the perfusate as the liver portal supply, another tube as the venous
return from the liver, and the third tube positioned so as to
constantly oxygenate the reservoir air space.

A peristaltic pump (Masterflex No. 7521-25 Cole-Palmer Instru-
ment Co., Chicago, IL) provided a flow rate of approximately 200
mL/min, and flow was accurately quantitated at the conclusion of
each experiment. The perfusate was kept at a temperature of 37
°C by recirculating water through a glass heat exchanger from a
15 L water bath. Perfusate pH was maintained at 7.40 by mixing
humidified carbogen (95% oxygen, 5% carbon dioxide) in addition
to the delivered oxygen via a T-piece, as required. TC was delivered
into the reservoir at 30 µmol/h (4 mL/h of 7.5 mM TC solution) by
a syringe pump (Sage Instruments No. 355, Cambridge, MA).

Viability and StabilitysAn initial equilibration time of 15
min was followed by a perfusion time of 120 min. The perfusion
pressure of the liver was determined by subtracting the circuit
pressure obtained before connection of the circuit to the liver from
the pressure reading with the liver in place. Oxygen delivery and
consumption were calculated using an AVL 995 blood gas analyzer
(AVL Medical Instruments, Switzerland) every 30 min by sampling
perfusate inflow to and outflow from the liver. At the conclusion
of each experiment, samples of the left and right lobes of the liver
were taken and fixed in 10% formalin solution for later histological
examination. The perfusate lactate:pyruvate ratio was measured
spectrophotometrically in samples collected at 0, 30, 60, 90 and
120 min using a commercially available kit (kit nos. 826-A and
726, Sigma Chemical Co, St Louis, MO).

Experimental DesignsAfter the initial 15 min equilibration,
a bolus loading dose of 30 µmol (4 mL of 7.5 mM solution, specific
activity 111Bq/mmol) [14C]TC was injected into the reservoir,
followed by a constant infusion of 30 µmol/h of [14C]TC (4 mL/h of
7.5 mM solution) for 120 min. Samples (5 mL) from the inflow
and outflow cannulae were then taken every 15 min for the
duration of the experiment. Reservoir volume was maintained by

replacing sampled perfusate with an equal volume of blank
perfusate. All bile was collected via the common bile duct cannula
into preweighed tubes in 30 min aliquots. Volume of bile was
calculated by weight, assuming a specific gravity of 1.0 g/mL.
Perfusate (whole blood perfusate including red blood cells) and
bile radioactivity was determined by liquid scintillation counting
on a Packard 1900CA liquid scintillation analyzer as described
previously.12

Hepatic Distribution of Perfusate FlowsLatex micro-
spheres 15 µm in diameter labeled with [153Gd] were used to
determine the ductus venosus flow shunting through the liver, the
proportion of flow to left and right lobes, and the evenness of liver
perfusion as previously described.13 Briefly, 200 µL [153Gd] of the
microsphere preparation (approximately 2 million microspheres)
were injected into the inflow cannula, and the outflow perfusate
was collected in 10 s aliquots for 60 s, by which time all
microspheres not distributed to the liver had eluted. The liver was
then removed from the carcass and divided into left and right lobes
(via Cantlie’s line, a line joining the middle of the gallbladder fossa
to the left of the inferior vena cava posteriorly), and the lobes were
individually weighed. The lobes were then divided further into 2-4
g sections which were subjected to γ counting using a Packard
Cobra 5005C γ counter at an energy window of 85-115 keV. The
proportion of perfusate shunted through the ductus venosus was
taken as the ratio of total counts in outflow perfusate to the sum
of total counts in outflow perfusate and liver tissue.

Calculations and StatisticssThe hepatic extraction ratio (E)
at steady state (using the 60-90 min interval, Figure 2) was
calculated as:

where Cin is TC concentration in the inflow cannula, and Cout is
TC concentration in the outflow cannula from the liver. Where a
ductus venosus shunt was present, a corrected hepatic extraction
ratio (E*) was calculated to take into account the fraction of
perfusate shunting through the ductus venosus:

where S is the fraction of the perfusate shunted, calculated from
the portal injection of microspheres. Total clearance of TC from
perfusate (CL) was calculated as:

where Q is perfusate flow rate. Biliary clearance of TC at steady
state (using the 60-90 min interval, CLbile) was calculated as:

where v is the mean excretion rate of TC into bile at steady state,

Figure 1sDiagram of the isolated neonatal liver perfusion circuit. Figure 2sMean concentration (and standard deviation) of TC in inflow and
outflow cannulae.

E ) Cin - Cout/Cin

E* ) E/(1 - S)

CL ) EQ

CLbile ) v/Css
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and Css is the mean steady-state perfusate concentration in the
inflow cannula.

Data are expressed as mean ( standard deviation. Correlations
between variables were examined by linear regression analysis,
and differences between groups of data were examined by unpaired
t-test. A p value less than 0.05 was considered statistically
significant.

Results
Liver Viability and StabilitysLiver appearance was

satisfactory in that the liver remained a uniform red color
throughout the perfusion and there were no areas of
hepatic capsular distension or exudation. Light microscopy
of liver tissue showed no evidence of hypoxic damage or
sinusoidal congestion. The whole liver was shown to have
been grossly perfused by the presence of microspheres in
all liver samples. Bile flow throughout the experiment was
stable at 0.32 ( 0.24 µL/min/g of liver (as shown by linear
regression) (Figure 3 A). Mean perfusion pressure was 3
mmHg and did not change significantly (as shown by linear
regression) throughout the experimental period (Figure
3B). Overall mean oxygen consumption was 1.67 ( 0.44
µmol/min/g, falling from an initial rate of 2.41 ( 0.68 µmol/

min/g liver to be stable over the latter 90 min of the
perfusion at a rate of 1.48 ( 0.40 µmol/min/g liver (Figure
3C). The lactate:pyruvate ratio did not rise during the
experiment, indicating that hepatic oxygenation did not
deteriorate (Figure 3D).

Hepatic Distribution of Perfusate FlowsDuctus
venosus flow as a proportion of total perfusate flow is
shown in Table 1. The two neonates aged 2 days had ductus
venosus shunts of 15.2 and 18.2%, and the five older lambs
had shunts of less than 3% of perfusate flow (Table 1).
Perfusate flow was 39.5 ( 8.5% to the left lobe of the liver
and 60.5 ( 8.5% to the right lobe. The right lobe received
a somewhat greater flow per gram of tissue (2.11 ( 0.79
mL/g/min) than the left lobe (1.39 ( 0.33 mL/g/min, p <
0.05).

Taurocholate EliminationsMean Cin and Cout con-
centrations are depicted in Figure 2. Data for steady-state
calculations were taken from the time period 60-90 min.
Mean steady-state hepatic extraction of TC, calculated after
taking into account shunted perfusate flow, was 0.56 (
0.14; TC was concentratively secreted into bile (bile:plasma
concentration ratio up to 5000). The total clearance of TC
at steady state was 0.92 ( 0.35 mL/min/g liver (Table 2),

Figure 3sPhysiological parameters (mean and standard deviation) versus time: (A) bile flow, (B) perfusion pressure, (C) oxygen consumption, (D) perfusate
lactate:pyruvate ratio.

Table 1sDistribution of Perfusate Flow in Neonatal Liver

liver weight (g) perfusate flow (mL/g/min)

neonatalage (days) shunt (%) left lobe right lobe total left lobe right lobe

2 15.2 45.8 52.8 96.6 1.67 2.96
2 18.2 41.3 52.2 91.5 1.83 2.92
3 1.6 72.8 90.3 163.1 1.17 1.37
6 1.4 73.8 62.9 136.7 1.31 1.53
8 2.0 41.3 50.2 91.5 1.83 2.92
10 0 71.2 67.1 138.4 0.84 2.21
11 3.0 56.3 52.6 108.9 1.58 2.72
Mean ± SD 5.9 ± 7.5 62.6 ± 14.7 66.4 ± 17.7 129.0 ± 30.8 1.39 ± 0.33 2.11 ± 0.79
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which was significantly higher than biliary clearance of TC
(0.71 ( 0.37 mL/min/g liver, p < 0.05, Table 2). There was
no significant correlation between hepatic extraction ratio,
total clearance or biliary clearance of TC, and neonatal age
over the age range studied.

Discussion
The isolated perfused liver (IPL) has proved a valuable

experimental model in enhancing our understanding of the
pharmacology and physiology of the liver.14 Studies with
this model complement those using isolated organelles or
hepatocytes, and studies in whole animals. The IPL
preserves the structural and functional integrity of the
liver, while eliminating the confounding elements of me-
tabolism and elimination by other organs.14 Moreover, it
allows ready access to hepatic inflow and outflow vessels
and to the biliary tree.

The IPL model which we recently established to examine
hepatic function in the fetal sheep4 has proved particularly
valuable in facilitating access to fetal hepatic blood vessels
and bile ducts and in eliminating placental transport and
maternal metabolism as confounding factors. The develop-
ment of the neonatal IPL model described in the present
study represents a modification of the approach used to
establish the fetal model. The neonatal IPL is equally
robust and stable over a 2 h experimental period, and the
two preparations allow direct comparison of fetal and
neonatal hepatic function.

The neonatal IPL has a stable bile flow comparable to
other perfused liver models,4,15 and maintains a low per-
fusion pressure,16 a low lactate:pyruvate ratio, and a steady
oxygen consumption after an early fall from a high initial
level (Figure 3). The high initial reading was probably
occasioned by increased tissue oxygen extraction conse-
quent upon a transient acidosis after flushing the system
with Hartman’s solution. The absence of any later increase
in lactate:pyruvate ratio, and normal histology, indicate
that there has been no significant tissue hypoxia.17 More-
over the mean level of oxygen consumption was signifi-
cantly greater than that in the fetus (1.67 ( 0.44 versus
0.86 ( 0.07 µmol/min/g liver p < 0.005)4 and approximates
that previously reported in the neonatal and adult sheep
liver in vivo.18

In the early neonatal period there was still appreciable
shunting of blood through the ductus venosus (Table 1),
although the degree of shunting was considerably less than
in the near-term fetus (35 ( 18%4). By 6 days the ductus
venosus had all but closed. This accords with previous
observations in the sheep in vivo.16,19 Nonetheless, it will
be important in using this neonatal model, as in the fetal
IPL, to measure and correct for the degree of ductus
venosus shunting.

It is of interest that, on a weight basis, the right lobe of
the liver appeared to be more generously perfused than
the left (Table 1) whereas in the fetus, perfusion rates are

similar.4 This may reflect increasing resistance to flow in
the portal sinus, and one consequence may be the dispro-
portionate growth of the right lobe that is seen in the
neonatal period.16

In the adult human and rat, TC extraction approaches
unity,20,21 but no data are available in the adult sheep. In
late fetal life, the hepatic extraction ratio (E*) of 0.23 (
0.164 indicates that at this stage of the liver’s development
TC is a low clearance compound. Within days of birth, TC
extraction ratio had risen 2-fold to 0.56 ( 0.14 (p < 0.005),
which represents an intermediate level of clearance. This
increase in hepatic extraction ratio around the time of birth
was accompanied by an increase in mean total TC clear-
ance from 0.44 to 0.92 mL/min/g liver (p < 0.01, Figure 4).
These results indicate a substantial change in the efficiency
of hepatic TC transport, although there is further develop-
ment in TC uptake and biliary excretion before the func-
tions are fully mature.21

Values for total TC clearance were significantly greater
than biliary clearance of TC in this study. The likely
explanation is that although TC levels had reached steady
state in perfusate (Figure 4), transport of TC into bile may
not have reached steady state.

We conclude that the sheep neonatal IPL is a useful
experimental model which will facilitate the study of the
developmental physiology and pharmacology of the liver.
Our study shows that there is considerable maturation of
the biliary excretion of TC between the late fetal and early
neonatal period in the lamb.
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Abstract 0 Poly(lactic-co-glycolic)-D,L-85/15 (PLAGA) nanocapsules
and poly(epsilon caprolactone) (PCL) nanocapsules were labeled with
a relatively long half-life compound that is usually used in humans;
that is, 111In-labelled oxine (111In oxine). This labeling technique led
to a high 111In oxine entrapment efficiency and good stability during
dialysis against phosphate buffer and phosphate buffered albumin
solution. Because of these characteristics, the nanocapsules biodis-
tribution was followed up after intravenous administration for up to 96
h by determining the gamma activity in the tissues after sampling.
The administration of the PCL-encapsulated 111In oxine led to a
decrease in the blood radioactivity and an increase in the liver
radioactivity compared with the solution. This effect was even more
pronounced with the PLAGA nanocapsules. Finally, the activity level
in other tissues, such as the kidneys, the lungs, and the spleen,
appeared to be rather low and only slightly affected by the
encapsulation into one or the other polymer.

Introduction

Most research in the field of drug targeting is being
carried out with either liposomes or polymeric micro- or
nanoparticles. However, it has been demonstrated that
submicron vesicular structures, the so-called nanocapsules,
are of great interest for the delivery of lipophilic drug
substances. The ability of nanocapsules to improve the
biopharmaceutical properties of lipophilic drug substances
has been studied using different routes of administration;
namely, the intravenous (iv), oral, and ophthalmic routes.1,2

Follow-up studies with nanocapsules made of different
polymers after iv administration are useful to characterize
the influence of physicochemical parameters on the ability
of the carriers to escape the mononuclear phagocyte system
(MPS). Nevertheless, the biodistribution of poly(lactic-co-
glycolic)-D,L-85/15 (PLAGA) and poly(epsilon caprolactone)
(PCL) nanocapsules in mice after iv administration has still
not been described.

Biodistribution studies of colloidal carriers are usually
performed with either liposomal lipids, polymers, or en-
capsulated drug labeled with beta emitters3 or carbon-14.4,5

For example, the biodistribution of radiolabeled cyclospo-
rine incorporated into poly(isobutyl cyanoacrylate) nano-
capsules has been described.6 However, mainly because of

safety reasons, preliminary phases of clinical trials can
hardly be performed with such labeled dosage forms.

Therefore, colloidal carriers incorporating gamma emit-
ters have been prepared and injected in humans by
different routes of administration, such as the iv or the
pulmonary route. Although most of these colloids are found
in the MPS after iv administration,7-9 the potential of
gamma scintigraphy study techniques has been outlined
by Rolland et al.8 and by Gahnem et al. in humans9 using
poly(cyanoacrylate) nanoparticles labeled with Indium-111
and technetium-99m, as well as by Thanoo et al.10 using
111In oxine-labeled microspheres. In these studies, the
particle distribution in the body was followed as a function
of time.

Nevertheless, the labeling technique appears to be
critical. Indeed, binding efficiency and radioactive half-life
have a great impact onto the feasibility of the experiments,
whereas stability of the labeling greatly influences the
reliability of the data. For example, the binding efficiency
of technetium-99m or iodide-125 to cyanoacrylates nano-
particles or to cellulose derivative microparticles, respec-
tively, is poor; moreover, the technetium-99m gamma
emitter has a relatively short half-life (6 h), which implies
the use of highly radioactive preparations for a distribution
follow-up of ≈12 h. Finally, noncovalent gamma emitter-
carrier binding is susceptible to desorption due to dilution
or particle degradation, especially in a blood protein
environnement. Poly(butylcyanoacrylate) nanoparticles have
been successfully labeled with 111In by an adsorption
process by Kreuter et al.,11 but the stability of the binding
has not been demonstrated. Discrimination between par-
ticles and the released free emitter biodistribution then
appears to be difficult.

The objectives of the present work were to directly label
polymeric nanocapsules with a relatively long half-life
compound usually used in humans i.e., 111In oxine (half-
life, 2.8 days). Additionally, the labeling was to be done by
an easy, fast, and reproducible method and the binding was
to be stable in a blood environment. The potential of the
labeling technique to follow up the distribution of the
nanocapsules in the body after iv administration was
evaluated in mice. Finally, the biodistribution of two
different types of nanocapsules (PLAGA and PCL) were
compared.

Experimental Section

ChemicalssCopolymer of lactic and glycolic acid (PLAGA MW
40 000) was kindly furnished by Medisorb (Cincinnati, OH).
Polyepsilon caprolactone (MW 60 000) was purchased from Aldrich
Chemical (Saint Quentin Fallavier, France), olive oil and 111In

* Corresponding author. Telephone: 33-3-83-17-88-48. Fax: 33-3-
83-17-88-79. E-mail: maincent@pharma.u-nancy.fr.

† Novartis Pharma.
‡ Centre Hospitalo-Universitaire.
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oxine (111In oxine, 1 mCi/mL) were purchased from Cooper (Melun,
France) and Oris Industrie (Saclay, France), respectively. Pluronic
F68 was a gift from BASF (Paris, France). All reagents were
analytical grade and used as received.

Preparation of Labeled Nanocapsulessthe commercial
indium oxine is an aqueous solution containing <0.1 µg of
radioactive indium atoms complexed by 50 mg of hydroxy-8-
quinoleine (i.e., oxine). According to the first step of the prepara-
tion process, the lipophilic marker was partioned upon shaking
for 20 min between the aqueous radioactive phase (0.25 mL) and
olive oil (0.7 mL). Up to 80% of the radioactive compound
transferred into the olive oil. After separation by centrifugation,
0.5 mL of olive oil was used for further processing.

PLAGA and PCL nanocapsules were prepared according to the
method of Fessi et al.12 Briefly, 0.125 g of polymer was dissolved
in 20 mL of acetone. After dissolution of the polymer, the
radioactive oily phase was mixed with the acetonic phase. This
radioactive organic solution was mixed with 50 mL of an aqueous
solution containing 0.25 g of Pluronic F68 as a stabilizer. Acetone
was evaporated under reduced pressure, and the final volume of
the suspension was adjusted to 15 mL. The final polymer
concentration in the suspension was 0.83% (w/v).

Indium Oxine Incorporation RatiosGel permeation chro-
matography was performed to assess the incorporation ratio of
the radioactive compound in the nanocapsules. Briefly, an aliquot
(0.1 mL) of the suspension was passed through a Sephadex G75
column (3 × 16 cm). The suspension was eluted with a 0.9% NaCl
solution at a rate of 1 mL/min. Samples were collected at the
bottom of the column, and the radioactive content of each sample
was counted with a gamma counter. An aliquot of 0.1 mL of pure
indium oxine solution was also eluted at the same conditions and
served as a reference. The activity of each sample was expressed
as a percentage of the total activity of the suspension counted
before the sample was passed through the column.

Characterization of the NanocapsulessThe particle diam-
eter was determined by photon correlation spectroscopy (Malvern
4600, Malvern, France) and the zeta-potential by LASER doppler
velocimetry (Zetamaster, Malvern, France). All suspensions were
diluted with a 10-6 M NaCl, pH 6.5 aqueous solution to maintain
a constant ionic strength and an adequate concentration of
particles.

Biodistribution Studies of the Indium Oxine Formula-
tionssStudies were carried out in Swiss male mice weighing ≈20
g. A 0.1 mL volume of 111In-labelled nanocapsules was injected
by iv bolus into the tail vein. After various time intervals up to 96
h after administration, five mice per time point were sacrified by
cervical fracture. The blood, liver, spleen, lungs, and kidneys were
removed, washed with 0.9% NaCl solution, and accurately weighed.
A group of five mice also received a 0.1 mL bolus dose of 111In
oxine aqueous solution by the same administration route. Along
with standards prepared from the injected materials, the total
radioactivity in the blood and the organs was measured on an auto-
gamma well counter (Beckman Gamma 4000, Munich, Germany).
The raw radioactive data were corrected for the half-life of the
marker and presented as the percentage of the administered dose
per gram of tissue. Statistical analysis was performed using the
ANOVA test (Fischer, p < 0.05). The 111In oxine half-life in the
blood was calculated with a noncompartmental model.

Results and Discussion
Preparation and Labeling of the Nanocapsuless

as shown in Table 1, the preparation method led to the
production of PLAGA and PCL nanocapsules of 340 ( 12
and 454 ( 8 nm, respectively, as well as a high gamma
emitter encapsulation efficiency. Both PLAGA and PCL

nanocapsules gel permeation elution profiles show that
>90% of the total 111In oxine radioactivity was associated
with the combined fractions of nanocapsules. Thus, the
manufacturing process of labeled nanocapsules appears to
be fairly independent of the polymer used. Although the
gamma emitter is water soluble at this low concentration,
most of it did not diffuse from the oil into the acetone/water
phase during the manufacturing process, nor during the
elution of the nanocapsules from the gel permeation
column. The release of 111In oxine upon high dilution in
aqueous medium is fairly low. These results are not in favor
of a diffusion process driven by Fick’s Law but rather by
the partition effect. The partitioning effect has also been
considered as one of the driving force of the release process
of drugs from the oily core of nanocapsules into outer
phases, such as blood or intestinal fluids.13 Moreover, it
has been proposed that the intraocular penetration of drugs
encapsulated in PCL nanocapsules after topical application
is partly related to the partition of the drug between the
oily inner phase of the capsules and the lipophilic corneal
epithelium.2

The in vitro stability of the labeling of PCL nanocapsules
in an albumin or buffer environment was investigated,
earlier in our laboratory14 and was shown to be high. The
release kinetics of 111In oxine from PCL nanocapsules
during dialysis against albumin aqueous solution or phos-
phate buffer were compared with the free 111In oxine
solution, and the results showed that 111In oxine diffuses
very slowly out of the capsules into the albumin solution
or the buffered outer phase. After 4 h, <5% of the aqueous
(i.e., nonencapsulated) solution of the gamma emitter is
still present into the dialysis bag compared with 100% of
the encapsulated gamma emitter. This labeling technique,
therefore, leads to high 111In oxine entrapment efficiency
and good stability against dilution and partitionning. The
method is easy, fast, and reproducible. Because of these
characteristics, the nanocapsules biodistribution can be
followed-up after iv administration either by gamma scin-
tigraphy imaging or by determining the gamma activity
in the tissues after sampling. Moreover, the study can be
performed for up to 96 h because of the relative long half-
life of indium oxine. Finally, the gamma dose used under
these conditions is relatively safe because the same low
dose is used for diagnosis purposes in humans.

Biodistribution of Indium Oxine after Intravenous
AdministrationsDepending on the drug dosage form
(solution or nanocapsules), the distribution of the 111In
oxine appears to be very different. A comparison of the
radioactivity detected in the blood and the other tissues
at the earlier sampling time shows that most of the 111In
oxine solution was distributed into the blood and the liver
(Figures 1 and 2). However, the administration of the PCL-
encapsulated 111In oxine led to a decrease in the blood
activity and an increase in the liver activity compared with
the solution (Figures 1 and 2). This effect was even more
pronounced after administration of the PLAGA nanocap-
sules. In that latter case, 60-70% of the administered dose
reached the liver. The activity level in other tissues, such
as kidneys, lungs, and spleen, appeared to be unaffected
by the encapsulation into one or the other polymer (Tables
2, 3, 4). These results are in good agreement with results
obtained with 14C-labeled colloidal carriers. Indeed, it was
previously shown that a high proportion of the nanopar-
ticles were quickly taken up by the liver after iv administra-
tion.1,7-10,15 The plasma half-life of such carriers usually
ranges from 1 to 10 min,15 but could be extended up to
>10 h if nanoparticles are precoated with Pluronic F108.16

In addition, it appears that the 111In oxine radioactivity
kinetics in the blood as well as in the liver are, quite
similarly, independent of the dosage form. Indeed, the blood

Table 1sMean Diameter, Zeta Potential, and 111In Oxine Encapsulation
Ratio of PLAGA and PCL Nanocapsules

nanocapsules

mean diameter
± standard

deviation, nm

zeta potential
± standard

deviation, mV

111In oxine
encapsulation

ratio, %

PLAGA 340 ± 12 −25 ± 1.1 94
PCL 454 ± 8 −29 ± 1.1 95
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radioactivity after administration of the solution, the PCL
nanocapsules, and the PLAGA nanocapsules followed a
monoexponential decline with a half-lives of 23, 25, and
28 h, respectively. In the kidneys, the marker radioactivity
declined slowly after administration of either the solution
or the encapsulated forms. It has been previously demon-
strated that after iv administration of an indium oxine
solution, the indium oxine is quickly bound to the plasma
transferin. After adsorption, the marker is taken up by the
liver cells through the transferin receptor, and a progres-
sive elimination of the marker from the blood occurs.
Indeed, the elimination of the marker from the blood is
driven by the availability of free transferin receptors. The

marker is continuously internalized and released into the
liver cells where the complex is disrupted and the hydro-
philic indium molecule is eliminated. However, the biodis-
tribution process of encapsulated indium oxine appears to
be very different. It seems that it mainly proceeds through
a rapid liver uptake. The uptake of nanocapsules by the
liver is nonspecific, mediated by the opsonization of the
particles after contact with the plasma proteins, and leads
to a higher uptake of the marker compared to the solution.
After internalization of the nanocapsules, the indium oxine
is released and reduced to its hydrophilic form. This form
is then eliminated, as demonstrated by the activity in the
kidneys.

Although a high proportion of both PLAGA and PCL
nanocapsules were quickly taken up by the liver after iv
administration, the biodistribution profiles of the two
carriers were different. These differences are apparent in
the blood and the liver distribution, whereas the distribu-
tion of the carriers in the other tissues does not seem to
depend on the polymer used. Both the proportion of the
carrier that was detected in the tissues as well as the
elimination rate of the carrier from the tissues have to be
considered. Indeed, until 20 h after administration of the
nanocapsules, a higher gamma activity was detected in the
blood after administration of PCL nanocapsules compared
with PLAGA nanocapsules. However, the gamma emittor
encapsulated either in PLAGA or in PCL nanocapsules was
eliminated at a similar rate from the blood (25 and 28 h,
respectively). In the liver, we found a higher proportion of
111In oxine after administration of PLAGA nanocapsules
than after administration of PCL nanocapsules but, again,
both were eliminated at a slow and similar rate. Previously,
it was demonstrated that particle size, zeta potential, and
surface hydrophilicity greatly influence the kinetics of the
elimination of particles from the blood.4,5,13,15-18 Because
following internalization into the liver the release rate from
the two types of nanocapsules are similar, one can assume
that the longer residence time of PCL nanocapsules in
blood compared with that of the PLAGA nanocapsules

Figure 1sChronological blood 111In oxine activity after iv administration of
the 111In oxine solution, the PLAGA nanocapsules, and the PCL nanocapsules.
Key: (b) PLAGA nanocapsules, (9) PCL nanocapsules, (2) 111In oxine
solution; (*) ) statistically different at 95% compared with PLAGA and PCL
nanocapsules; (O) statistically different at 95% compared with PLAGA
nanocapsules (one-factor ANOVA F test).

Figure 2sChronological liver 111In oxine radioactivity after iv administration
of the 111In oxine solution, the PLAGA nanocapsules, and the PCL
nanocapsules. Key: (b) PLAGA labeled nanocapsules; (9) PCL nanocapsules;
(2) 111In oxine solution; (*) statistically different at 95% compared with PLAGA
and PCL nanocapsules; (O) statistically different at 95% compared with PLAGA
; (+) statistically different at 95% compared with PCL nanocapsules (one-
factor ANOVA F test).

Table 2sMean Percentages of 111In Oxine Administered Dose in
Lungs As a Function of Time after Administrationa

lungs

time (h) solution (SD) PCL (SD) PLAGA (SD)

0.00 0 0 0
0.25 7 (1.1) 18.5 (9.2) 6 (2.6)
0.50 5.4 (1.4) 7.5 (6.8) 4.8 (1.4)
4.00 4.7 (2.0) 4.8 (1.7) 4.0 (1.3)

24.00 5.1 (1.7) 2.9 (0.8) 1.5 (1.1)
48.00 2.9 (0.6) 1.1 (0.6) 1.6 (0.2)
72.00 1.2 (0.7) 0.9 (0.2) 1 (0.6)
96.00 0.8 (0.4) 0.8 (0.3) 1 (0.5)

a n ) 5, values have been corrected according to the half-life of 111In.

Table 3sMean Percentages of 111In Oxine Administered Dose in
Spleen As a Function of Time after Administrationa

spleen

time (h) solution (SD) PCL (SD) PLAGA (SD)

0.00 0 0 0
0.25 8 (2.3) 1.6 (1.4) 2.8 (0.2)
0.50 7.9 (3.6) 1.4 (0.6) 2.7 (0.6)
4.00 13.3 (2.9) 1.8 (0.2) 2.9 (0.5)

24.00 4.8 (2.2) 1.7 (0.4) 3.4 (0.8)
48.00 2.5 (0.7) 2.3 (0.4) 3.6 (0.9)
72.00 9.4 (5.5) 2.2 (0.2) 3.6 (0.9)
96.00 7.2 (6.6) 2.0 (0.9) 3.3 (0.4)

a n ) 5; values have been corrected according to the half-life of 111In.

Table 4sMean Percentages of 111In Oxine Administered Dose in
Kidneys As A Function of Time after Administrationa

kidneys

time (h) solution (SD) PCL (SD) PLAGA (SD)

0.00 0 0 0
0.25 11.2 (3.9) 5.5 (2.9) 4.1 (0.9)
0.50 8.1 (1.0) 7.9 (5.3) 3.5 (1.7)
4.00 10.4 (2.7) 8.8 (4.6) 2.8 (1.0)

24.00 11.2 (3.5) 7.5 (1.1) 3.3 (0.7)
48.00 7.5 (2.2) 5.1 (0.6) 2.4 (0.5)
72.00 4.8 (1.1) 5.5 (0.2) 2.0 (0.5)
96.00 4.0 (0.7) 4.5 (1.3) 2.0 (0.5)

a n ) 5, values have been corrected according to the half-life of 111In.
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results from the lower liver uptake mediated by the
adsorption of opsonins onto the carriers. Budhi et al.5 have
shown that larger polystyrene particles were eliminated
from the blood faster than smaller ones. In our study, the
size as well as the zeta potential of the two types of
nanocapsules are similar. In addition, both polymers are
considered to be hydrophobic. However, the glass transition
temperature of the PCL is far lower that of the PLAGA
(-53 and +42 °C, respectively). The PCL nanocapsules
surface is therefore less rigid than the PLAGA nanocap-
sules surface at temperatures <42 °C (e.g., 37 °C, body
temperature). Both types of nanocapsules have been pre-
pared in the presence of Pluronic F68 as stabilizer, but the
interaction of the stabilizer with the polymer during the
formation of the polymeric wall could be influenced by the
physical state of the polymer. The rubbery state of PCL at
room temperature (≈20 °C, manufacturing temperature)
could facilitate the anchor of the stabilizer into the poly-
meric wall. As already demonstrated,19-21 the presence of
block copolymers, such as Pluronic F68, promotes a de-
crease in the interaction with liver-specific opsonins, which
in turn leads to a slower blood clearance and a lower liver
uptake. Because the uptake of the two types of nanocap-
sules is similar in the spleen, it seems that the difference
in the interaction with spleen-specific opsonins is less
pronounced. The preferential adsorption of liver- and
spleen-specific opsonins onto polymeric colloidal carriers
has nevertheless not been demonstrated. Polymers with a
glass transition temperature lower than the manufacturing
temperature and/or 37 °C, like PCL, appear therefore to
be a potential interesting polymer in the development of
colloidal carriers. Because of its rubbery state at 37 °C, this
polymer could be an alternative to PLAGA. In particular,
higher plasma drug level could be achieved for a prolonged
period of time after administration of PCL colloidal carriers
prepared only with hydrophilic surfactant. This procedure
could be an alternative to stealth PLAGA colloidal carriers,
at least for the first 24 h, during which the hydrophilic part
is covalently bound onto the polymer.
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Abstract 0 Intravenous lipid emulsions are used for total parenteral
nutrition and as carriers for lipophilic drugs. Exposure to the high
temperature (121 °C) required for steam sterilization may cause
coalescence and an increase in droplet size. The purpose of this study
was to investigate whether an increase in the electrostatic repulsive
force between oil droplets produced by formulation modification
improves the thermal stability of lipid emulsions during autoclaving.
The addition of a small amount, 0.66 or 1.32 mmol/kg (mm), of purified
anionic phospholipid fractions (phosphatidic acid, phosphatidylglycerol,
or phosphatidylinositol) to the standard formula increased the ú
potential from its normal value of −11 mV to −39 mV. Emulsions with
the larger negative ú potential did not exhibit any change in oil droplet
size or distribution during steam sterilization at 121 °C for 15 min.
The autoclaved emulsions having the larger negative ú potential did
not exhibit any evidence of coalescence when samples were stored
for 1 month at 4 °C, room temperature, or 40 °C. Reduction of the
negative surface charge of the oil droplets by the addition of
stearylamine confirmed that the surface charge was an important factor,
as emulsions having a reduced negative surface charge separated
into two phases during autoclaving.

Introduction
Lipid emulsions have a long history of safe use as a

source of intravenous nutrition. They have been used more
recently for the intravenous administration of lipid-soluble
drugs. Intravenous lipid emulsions must be sterile. The
preferred sterilization process is steam sterilization. Ex-
posure to the high temperature, 121 °C, required for steam
sterilization may cause an increase in the mean droplet
size.1 The droplet size is important for the safe use of
intravenous lipid emulsions, as the smallest capillaries
have a diameter of 5 µm.2-5 The desirable size range of oil
droplets administered intravenously is approximately 0.4
to 1 µm,2-5 which is approximately the same size as
naturally occurring chylomicron in the blood.

Intravenous lipid emulsions are stabilized by a combina-
tion of forces such as electrostatic, hydration, and steric
repulsive forces. Egg phospholipid, the emulsifier in most
intravenous lipid emulsions, is a mixture of nonionic and
anionic phospholipids. The anionic components have ap-
parent pKa values between 3 and 46 and contribute an
electrostatic repulsive force within the pH range of intra-
venous lipid emulsions, i.e., pH 8.0-9.0. It has been

proposed that phospholipids form a liquid crystal interfacial
film structure at the oil-water interface by adsorption of
water.7 The phospholipid molecule can attach to itself up
to 39 water molecules, resulting in a great increase in
molecular volume.

The hydration and steric repulsive forces, which depend
on adsorption, are inversely related to temperature. Thus,
these stabilizing forces are less effective during exposure
to 121 °C during steam sterilization. On the other hand,
the electrostatic repulsive force is inversely related to the
dielectric constant of the medium.8 In the case of lipid
emulsions, the medium is water and its dielectric constant
decreases as temperature increases. Therefore, the elec-
trostatic repulsive force is larger at elevated temperatures
than at room temperature.

The electrostatic repulsive force has been increased in
phospholipid-stabilized o/w emulsions by the addition of
oleic acid, phosphatidylserine, phosphatidylglycerol, or
phosphatidic acid.9-13 Most of the studies focused on
reducing the rate of coalescence when the lipid emulsion
was mixed with electrolytes in an admixture for total
parenteral nutrition. In general, the stability of emulsions
to the addition of electrolytes was directly related to the
magnitude of the negative surface charge. Yamaguchi et
al.13 reported that when the ú potential of a lipid emulsion
was increased from -8 to -18 mV by the addition of 17.5
mM oleic acid, the emulsion exhibited no change in mean
particle size after autoclaving at 121 ° C for 20 min. The
mean particle size of the control emulsion (without the
added oleic acid) increased from 0.20 to 0.32 µm during
autoclaving. No information was presented regarding the
particle size distribution. Thus, although the mean droplet
size (as measured by photon correlation spectroscopy) did
not change during autoclaving, coalescence may have
occurred. A second technique capable of monitoring drop-
lets larger than 1 µm, such as single-particle optical
sensing, was needed to determine if coalescence occurred
during autoclaving.

This study was undertaken to determine if the formula-
tion of o/w emulsions can be modified by the addition of
purified anionic phospholipid fractions to increase the
naturally occurring negative surface charge and if emul-
sions having a larger negative surface charge will undergo
less coalescence during steam sterilization.

Experimental Section

Miglyol 812 is a neutral oil composed of caprylic and capric
triglyceride (Huls, Hillside, NJ). Olive oil was obtained from ICN
Biomedical, Aurora, OH. Egg phospholipid was a gift of Pharmacia
& Upjohn, Clayton, NC. Phosphatidic acid, phosphatidylcholine,
phosphatidylglycerol, and phosphatidylinositol were obtained from
Avanti Polar Lipid, Alabaster, AL. Stearylamine was obtained
from Sigma Chemical Co., St. Louis, MO.
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The following formula was the standard emulsion used in this
study: Miglyol 812 10 g olive oil 10.0 g; butylated hydroxytoluene
0.2 g; egg phospholipid 1.2 g; glycerol 2.4 g; doubly distilled water,
qs 100.0 g.

The emulsion was produced by preparing the aqueous phase
by dispersing the egg phospholipid in a solution of glycerol and
water using a constant speed stirrer at 1500 rpm. Nitrogen was
bubbled into the glycerol and water solution for 15 min before the
egg phospholipid was added. The oil phase was prepared by
combining Miglyol 812 and olive oil and bubbling nitrogen into
the solution for 15 min. Butylated hydroxytoluene was dissolved
in the oil phase. A primary emulsion was prepared by mixing the
oil and aqueous phases for 10 min using a high speed mixer with
a propeller blade (Multimix 4642, Braun). The primary emulsion
was passed through a microfluidizer (Model 110 Y, Microfluidics
Corp., Newton, MA) five times at 20000 psi. The cooling coil and
interaction chamber were packed with ice. The final pH of the
emulsion was adjusted to 8.0 by the addition of 0.5 to 1.0 mL of
0.1 N NaOH per 300 g of emulsion.

The temperature of emulsions produced by the microfluidizer
has been reported to increase by 5 °C for each pass when no cooling
is used.14,15 The use of ice on the cooling coil and interaction
chamber in this study controlled the temperature of the discharged
emulsion in the range of 16 to 22 °C.

The emulsion was packaged in 10 mL vials (Type 1 glass) and
sealed with a pulp and plastic screw cap. The emulsion was purged
with nitrogen before sealing. Samples of the emulsion in the 10
mL vials were autoclaved for 15 min at 121 °C, 15 psi.

The pH of the emulsion and the results of all of the other tests
were reported as the mean of four measurements from two sample
vials. The acid value was determined by a standard procedure and
is expressed as the milligrams of potassium hydroxide required
to neutralize the free acids in 1 g of emulsion.16 The mean droplet
diameter was determined by dynamic light scattering (Nicomp 370,
Particle Sizing Systems, Santa Barbara, CA) and was based upon
volume weighting. The emulsion was diluted 1:100 immediately
before measurement with doubly distilled water that had been
passed through a 0.22 µm membrane filter. This dilution procedure
was selected after a preliminary experiment indicated that the
mean droplet diameter remained the same when measured
immediately after dilution or 10, 15, or 30 min after dilution. The
percentage of oil present as droplets larger than 1 µm was
determined using a single-particle optical sensing system (Accu-
sizer 770, Particle Sizing Systems, Santa Barbara, CA). The
emulsion was diluted immediately before measurement with
doubly distilled water that had been passed through a 0.22 µm
membrane filter. The dilution ratio was adjusted to obtain a
droplet count between 3000 and 8000 droplets/mL. The ú potential
was determined by Doppler electrophoretic light scattering analy-
sis (DELSA 440, Coulter, Hialeh, FL). The emulsion was diluted
with 0.01 M HEPES buffer at pH 7.5 (Fisher, Fairlawn, NJ) which
contained 5 mM NaCl.

Results and Discussion
The effect of autoclaving at 121 °C for 15 min on the

properties of the standard emulsion is presented in Table
1. The acid value increased following autoclaving, indicat-
ing the formation of free fatty acids. It is likely that the
elevated temperature accelerated the hydrolysis of the oil
phase and the egg phospholipid used as the emulsifier. The
rate of hydrolysis of phospholipids has been found to follow

the Arrhenius equation in the temperature range of 5 to
90 °C.17 The fatty acids formed by the hydrolysis of egg
phospholipid are probably also responsible for the decrease
in pH observed after autoclaving. The ú potential became
more negative following autoclaving. This may be the result
of the increased fatty acid concentration and/or the redis-
tribution of the egg phospholipid from the aqueous phase
where it is present as liposomes to the interface during
autoclaving.18

Autoclaving caused an increase in the mean droplet size
from 0.28 to 0.40 µm. It is likely that coalescence occurred
during exposure to 121 °C which resulted in an increased
mean droplet size. Further evidence that coalescence
occurred is the increase in the percentage of oil present as
droplets larger than 1 µm. This parameter is more critical
for safety than the mean droplet size, as the smallest
capillary has a diameter of 5 µm.2-5 Some oil droplets which
formed during autoclaving became large enough to rise to
the surface of the emulsion and were seen without mag-
nification as oil droplets on the surface.

Egg phospholipid is a mixture of many components.19

The major components are phosphatidylcholine (PC) and
phosphatidylethanolamine which exhibit no net charge at
physiological pH. The minor components, which comprise
2-5% of the total lipid, are phosphatidylserine, phospha-
tidic acid (PA), phosphatidylglycerol (PG), phosphatidyli-
nositol (PI), sphingomyelin, cholesterol, and lysophosphat-
idylcholine. Phosphatidylserine, PA, PG, and PI are nega-
tively charged at pH 7.0. Along with free fatty acids, these
anionic fractions are probably responsible for the negative
ú potential of the standard emulsion (Table 1).

The effect of increased negative ú potential on the
physical stability of the standard emulsion during auto-
claving was tested by adding approximately 0.05% w/w
(0.66 millimolal (mm)) of purified egg phospholipid frac-
tions which are anionic (PA, PG, or PI). The nonionic
fraction, PC, was included at the same concentration as a
control. As seen in Table 2, the addition of 0.66 mm of the
anionic fractions caused the ú potential to increase from
-11 mV to approximately -39 mV. The nonionic egg
phospholipid fraction, PC, did not cause a statistically
significant change in the ú potential. The formula modifica-
tion did not affect the production of the emulsion as the
mean droplet diameter of the emulsions containing an
additional 0.66 mm of nonionic or anionic egg phospholipid
fractions was the same as the standard formulation (Figure
1).

The effect of increased electrostatic repulsive force was
seen when the emulsions containing 0.66 mm egg phos-
pholipid fractions were autoclaved. The mean droplet size
of the emulsions having a larger negative ú potential (PA,
PG, PI) were unchanged during autoclaving (Figure 1). In
contrast, the mean droplet size increased during autoclav-
ing in the standard emulsion and the emulsion containing
additional nonionic fraction, PC. The change in mean
droplet diameter during autoclaving for the standard
emulsion and the emulsion containing additional PC was
statistically significant at p-values of 0.001 and 0.003,
respectively.

Table 1sEffect of Autoclaving on the Properties of the Standard
Emulsion

before autoclaving after autoclaving

acid value, mg KOH/g
emulsion

0.247 ± 0.003 0.348 ± 0.009

pH 8.0 ± 0.0 7.2 ± 0.0
ú potential, mV −10.5 ± 2.4 −23.6 ± 0.8
Mean diameter, µm 0.28 ± 0.01 0.40 ± 0.00
Volume of oil present

as droplets larger than
1 µm, % v/v

0.060 ± 0.005 0.473 ± 0.046

Table 2sEffect of Adding Egg Phospholipid Fractions (0.66 or 1.32
mm) on the ú Potential

ú potential ± SD, mV
egg phospholipid

fraction added 0.66 mm 1.32 mm

none −10.5 ± 2.4 −10.5 ± 2.4
phosphatidylcholine −12.2 ± 3.4
phosphatidic acid −35.1 ± 1.7 −38.4 ± 1.4
phosphatidylglycerol −39.4 ± 1.2 −40.0 ± 1.8
phosphatidylinositol −32.7 ± 0.3 −37.3 ± 0.4
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The enhanced physical stability of the emulsions having
an increased negative ú potential was also seen when the
percentage of oil present as droplets larger than 1 µm was
determined (Figure 2). The three emulsions containing 0.66
mm anionic egg phospholipid fractions and having an
increased negative ú potential exhibited no change in the
percentage of oil present as droplets larger than 1 µm as a
result of autoclaving. This behavior is in sharp contrast to
the standard formulation and the formulation containing
an additional 0.66 mm PC. The percentage of oil present
as droplets larger than 1 µm in these emulsions increased
from less than 0.1 to 0.4 during autoclaving. Oil droplets
were also visible on the surface of the standard emulsion

and the emulsion containing additional PC. The three
emulsions having a larger negative ú potential did not have
any visible oil droplets on the surface after autoclaving.
Thus, the hypothesis that additional electrostatic repulsive
force would inhibit coalescence during autoclaving was
supported.

Exposure to the elevated temperature of autoclaving
caused hydrolysis of the egg phospholipid in the standard
emulsion which was seen as an increase in the acid value,
a decrease in the pH, and an increase in the negative ú
potential (Table 1). These parameters changed in a similar
way during autoclaving of the emulsions containing ad-
ditional egg phospholipid fractions (Table 3).

The effect of a higher concentration of added anionic egg
phospholipid fractions was studied by repeating the experi-
ments using 1.32 mm (approximately 0.10%) egg phospho-
lipid fractions. The ú potentials of the emulsions containing
1.32 mm PA, PG, and PI (Table 2) were -38.4, -40.0, and
-37.3 mV, respectively. These values are only slightly
increased in comparison to the values obtained when half
that amount was added (Table 2). The mean droplet size
of emulsions containing 1.32 mm PA, PG, or PI did not
change during autoclaving. The percentage of oil present
as droplets greater than 1 µm also did not change in these
emulsions during autoclaving. Thus, increasing the con-
centration of added anionic egg phospholipid fractions
above 0.66 mm (approximately 0.05%) did not significantly
increase the surface charge or improve the physical or
chemical stability of the emulsion to autoclaving.

The autoclaved standard emulsion and emulsions con-
taining an additional 0.66 mm egg phospholipid fractions
were stored at 4 °C, room temperature, and 40 °C for 1
month. As seen in Table 4, the mean droplet size of all of
the emulsions was stable at all three temperatures. Like-
wise, the percentage of oil present as droplets larger than
1 µm did not significantly change during the storage period
(Table 5). Thus, the addition of small amounts of anionic
egg phospholipid fractions to reduce the rate of coalescence
during autoclaving did not adversely affect the rate of
coalescence during storage.

The preceding experiments demonstrate that the ther-
mal stability of o/w emulsions can be improved by increas-
ing the electrostatic repulsive forces between oil droplets.

Table 3sEffect of Adding 0.66 mm Egg Phospholipid Fractions on the Free Fatty Acid Content, pH, and ú Potential Following Autoclaving at 121
°C for 15 min

acid value, mg KOH/g emulsion pHa ú potential mV

egg phospholipid
fraction added

before
autoclaving

after
autoclaving

before
autoclaving

after
autoclaving

before
autoclaving

after
autoclaving

none 0.247 ± 0.003 0.348 ± 0.009 8.0 7.2 −10.5 ± 2.4 −23.6 ± 0.8
phosphatidylcholine 0.236 ± 0.002 0.359 ± 0.005 8.0 7.2 −12.2 ± 3.4 −22.4 ± 0.5
phosphatidic acid 0.275 ± 0.003 0.319 ± 0.004 8.0 7.4 −35.1 ± 1.7 −37.7 ± 1.5
phosphatidylglycerol 0.270 ± 0.004 0.303 ± 0.002 8.0 7.3 −39.4 ± 1.2 −40.3 ± 0.8
phosphatidylinositol 0.269 ± 0.007 0.303 ± 0.005 8.0 7.1 −32.7 ± 0.3 −35.2 ± 3.0

a The standard deviation was ± 0.0.

Figure 1sEffect of adding 0.66 mm egg phospholipid fractions on the mean
droplet size following autoclaving at 121 °C for 15 min. The standard deviation
is indicated on each bar when its value was greater than 0.00. Key: open
bar, before autoclaving; hatched bar, after autoclaving; PC, phosphatidylcholine;
PA, phosphatidic acid; PG, phosphatidylglycerol; PI, phosphatidylinositol.

Figure 2sEffect of adding 0.66 mm egg phospholipid fractions on the
percentage of oil present as droplets larger than 1 µm following autoclaving
at 121 °C for 15 min. The standard deviation is indicated on each bar. Key:
open bar, before autoclaving; hatched bar, after autoclaving; PC, phosphati-
dylcholine; PA, phosphatidic acid; PG, phosphatidylglycerol; PI, phosphati-
dylinositol.

Table 4sMean Droplet Sizea of Autoclaved Emulsions Containing 0.66
mm Egg Phospholipid Fractions during Storage at 4 °C, Room
Temperature (rt), and 40 °C

mean diameter, µm
egg phospholipid

fraction added initial 1 mo, 4 °C 1 mo, RT 1 mo, 40 °C

none 0.40 0.41 0.40 0.41
phosphatidylcholine 0.34 0.33 0.33 0.34
phosphatidic acid 0.26 0.26 0.26 0.26
phosphatidylglycerol 0.25 0.25 0.25 0.25
phosphatidylinositol 0.28 0.28 0.28 0.28

a All standard deviations were ± 0.01 or less.

456 / Journal of Pharmaceutical Sciences
Vol. 88, No. 4, April 1999



To verify that the surface charge plays an important role
in the stability of o/w emulsions, emulsions were prepared
which had reduced negative ú potentials as well as positive
ú potentials. The ú potential of the standard emulsion
containing 1.2% egg phospholipid was modified by incor-
porating concentrations of stearylamine ranging from 0.371
to 11.1 mm. The emulsions were prepared and autoclaved
as two experiments. The first experiment consisted of the
standard emulsion and emulsions containing 0.371, 0.925,
and 1.85 mm stearylamine. The second experiment con-
sisted of the standard emulsion and emulsions containing
3.71 and 11.1 mm stearylamine.

The ú potential of the standard emulsion in the first
experiment was -20.3 ( 0.8 mV and -19.0 ( 1.4 mV in
the second experiment (Figure 3). Addition of 0.371 mm
(approximately 0.01%) stearylamine reduced the negative
ú potential to -6.6 mV. This result indicates that the
interface contains both anionic egg phospholipid fractions
and stearylamine. The mean droplet diameter of this
emulsion (Table 6) prior to autoclaving was larger (0.75
µm) than the standard emulsion. The mean droplet diam-
eter prior to autoclaving was also larger than the standard
emulsion when 0.925 and 1.85 mm stearylamine was
included in the formulation. However, emulsions contain-

ing 3.71 or 11.1 mm of stearylamine exhibited initial mean
droplet diameters which were virtually identical to the
standard emulsion. This behavior suggests that coalescence
occurred prior to autoclaving in the emulsions containing
0.371, 0.925, and 1.85 mm stearylamine.

The standard emulsions without added stearylamine
(Table 6) exhibited the same increase in mean droplet size
during autoclaving as was reported in Table 1. The emul-
sion with a reduced negative ú potential (0.371 mm
stearylamine) coalesced to such a degree during autoclav-
ing that it completely separated into two phases. The
surface charge of the emulsions became positive (+2.8 mV)
when the concentration of stearylamine was 0.925 mm or
higher (Figure 3). The ú potential was +64.9 mV at the
highest stearylamine concentration (11.1 mm). Only the
two emulsions having the highest positive ú potentials
failed to exhibit an increase in mean droplet size during
autoclaving (Table 6). These two emulsions were also the
only ones which did not exhibit an increase in the percent
oil present as droplets larger than 1 µm (Table 7). Although
there was no significant change following autoclaving in
the mean droplet size or percentage of oil present as
droplets greater than 1 µm in the emulsions containing 3.71
or 11.1 mm stearylamine, examination of the surface of the
emulsions after autoclaving revealed that the emulsion
containing 11.1 mm stearylamine was more stable. No oil
droplets were observed on the surface of the emulsion
containing 11.1 mm stearylamine after autoclaving. In
contrast, oil droplets were visible on the surface of the
emulsion containing 3.71 mm stearylamine after autoclav-
ing.

The thermal instability of the emulsions containing 0.371
or 0.925 mm stearylamine may be attributed to the small
surface charge, -6.6 or + 2.8 mV, respectively. The
electrostatic repulsive forces present in these emulsions
may be insufficient to prevent coalescence during auto-
claving. The emulsion containing 1.85 mm stearylamine
had a ú potential of +21.3 mV. The absolute value of the ú
potential was similar to the standard emulsions (-20.3 and
-19.0 mV). Since the standard emulsion never separated
into two phases during autoclaving (Tables 1 and 6), it was

Table 5sPercentage of Oil Present as Droplets Larger than 1 µm in Autoclaved Emulsions Containing 0.66 mm Egg Phospholipid Fractions
During Storage at 4 °C, Room Temperature (rt), and 40 °C

% oil present as droplets larger than 1 µm, % v/v ± SD
egg phospholipid

fraction added initial 1 mo, 4 °C 1 mo, rt 1 mo, 40 °C

none 0.473 ± 0.046 0.452 ± 0.037 0.235 ± 0.028 0.352 ± 0.027
phosphatidylcholine 0.382 ± 0.092 0.452 ± 0.067 0.395 ± 0.073 0.399 ± 0.062
phosphatidic acid 0.018 ± 0.009 0.015 ± 0.002 0.025 ± 0.002 0.009 ± 0.002
phosphatidylglycerol 0.019 ± 0.007 0.016 ± 0.009 0.010 ± 0.003 0.010 ± 0.001
phosphatidylinositol 0.068 ± 0.029 0.022 ± 0.002 0.032 ± 0.008 0.019 ± 0.001

Figure 3sú potential of emulsions containing various concentrations of
stearylamine. The standard deviation is indicated for every emulsion.

Table 6sEffect of Autoclaving at 121 °C for 15 min on the Mean
Droplet Size of Emulsions Containing Stearylamine

mean droplet diameter ± SD, mm

experiment
concentration

of stearylamine, mm
before

autoclaving
after

autoclaving

1 0 0.27 ± 0.01 0.37 ± 0.00
1 0.371 0.75 ± 0.02 crackeda

1 0.925 0.62 ± 0.00 crackeda

1 1.85 0.40 ± 0.01 crackeda

2 0 0.27 ± 0.00 0.42 ± 0.01
2 3.71 0.29 ± 0.00 0.28 ± 0.00
2 11.1 0.28 ± 0.00 0.27 ± 0.00

a The emulsion had separated into two phases.

Table 7sEffect of Autoclaving at 121 °C for 15 min on the Percent of
Oil Present as Droplets Larger than 1 µm in Emulsions Containing
Stearylamine

% oil present as droplets larger than
1 mm ± SD

experiment
concentration

of stearylamine, mm
before

autoclaving
after

autoclaving

1 0 0.005 ± 0.000 0.115 ± 0.077
1 0.371 0.257 ± 0.119 cracked a

1 0.925 0.237 ± 0.079 crackeda

1 1.85 0.201 ± 0.030 crackeda

2 0 0.051 ± 0.008 0.486 ± 0.067
2 3.71 0.099 ± 0.024 0.103 ± 0.038
2 11.1 0.019 ± 0.001 0.029 ± 0.10

a The emulsion had separated into two phases.
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surprising that the emulsion containing 1.85 mm stearyl-
amine cracked during autoclaving. Previous experiments
showed that autoclaving the standard emulsion caused the
formation of free fatty acids and increased the negative ú
potential (Table 1). Thus, it is likely that the positive ú
potential of the emulsion containing 1.85 mm stearylamine
became less positive during autoclaving. It is believed that
the reduced positive ú potential did not provide enough
electrostatic repulsive force to prevent coalescence. Unfor-
tunately, the ú potential of this emulsion after autoclaving
could not be measured because the emulsion separated into
two phases during autoclaving.

The emulsions containing 3.71 and 11.1 mm stearyl-
amine did not separate during autoclaving. Measurement
of the ú potential after autoclaving yielded reduced positive
ú potentials of +7.5 ( 0.9 and +31.5 ( 1.5 mV, respectively.
The formation of free fatty acids may explain why the
emulsion containing 11.1 mm stearylamine exhibited better
thermal stability than the emulsion containing 3.71 mm
stearylamine. The ú potential of the emulsion containing
11.1 mm stearylamine was always greater than +31.5 mV
during autoclaving while the ú potential of the emulsion
containing 3.71 mm stearylamine decreased to a minimum
ú potential of +7.5 mV during autoclaving.

Conclusions

This study demonstrates the important role of the
electrostatic repulsive force in the thermal stability of o/w
emulsions. We have shown that positively charged egg
phospholipid emulsions are not desirable, as the positive
ú potential is neutralized during autoclaving. In commerce,
o/w emulsions stabilized by egg phospholipid are autoclaved
at an alkaline pH (pH 8-9) in order to maintain an
adequate negative ú potential for thermal stability.

Formulation modification by the addition of small
amounts of anionic phospholipid fractions is a convenient
means of increasing the ú potential. This approach may be
an attractive alternative to alterations of the autoclaving
process when coalescence occurs during steam sterilization.
The results of this study may also be relevant to observed
batch-to-batch differences in the stability of egg phospho-
lipid to autoclaving. As a natural product, the composition
of egg phospholipid may vary in terms of nonionic and
anionic components. All other factors being equal, one lot
of egg phospholipid having a larger fraction of anionic
components may produce a more stable emulsion at
elevated temperatures than another lot having a smaller
fraction.

The mechanical properties of the interfacial film may
also be an important factor in the thermal stability of o/w
emulsions. This factor will be investigated in a subsequent
study.
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Abstract 0 The effect of alcohol coadministration on cocaine
pharmacokinetics and pharmacodynamics was investigated in awake,
freely moving rats. Cocaine plasma and brain extracellular fluid (ECF)
concentration−time profiles were characterized after intraperitoneal
(ip) administration of 30 mg/kg cocaine to rats that were pretreated
with either normal saline or alcohol at 5 g/kg in a balanced crossover
experimental design. The neurochemical response to cocaine admin-
istration, measured as the change in dopamine concentration in the
nucleus accumbens (N ACC) and the change in the mean arterial
blood pressure were monitored simultaneously. Intragastric alcohol
administration significantly increased cocaine systemic bioavailability
after ip administration from 0.550 ± 0.044 to 0.754 ± 0.071. Also, the
absorption rate constant increased from 0.199 ± 0.045 to 0.276 ±
0.059 min-1 due to alcohol coadministration; however, this increase
was not significant. Alcohol inhibition of cocaine metabolism caused
an increase in cocaine elimination half-life from 26.3 ± 3.6 to 40.0 ±
8.1 min. Also, cocaine tissue distribution was enhanced by alcohol,
resulting in a significant increase in cocaine volume of distribution.
Analysis of the brain cocaine concentration−neurochemical effect
relationship by the sigmoid-Emax pharmacodynamic model showed that
Emax increased from 850 ± 200 to 1550 ± 640% of baseline due to
alcohol coadministration, whereas EC50 decreased from 3400 ± 580
to 2000 ± 650 ng/mL, indicating higher cocaine potency in the
presence of alcohol. The estimates of the indirect inhibitory pharma-
codynamic model used to examine the plasma cocaine concentration−
change in blood pressure relationship were not significantly different
after the two treatments. These results indicate that alcohol significantly
alters cocaine absorption, distribution, and elimination, resulting in
higher and prolonged cocaine plasma concentration. Alcohol coad-
ministration also potentiates the neurochemical response to cocaine
administration.

Introduction
The pharmacological activities of cocaine include central

nervous system (CNS), cardiovascular, and local anesthetic
effects.1 Cocaine inhibits catecholamine reuptake in the
brain, leading to higher catecholamine concentration and
producing cocaine stimulant effects.2 Cocaine can also
inhibit peripheral catecholamine reuptake leading to higher
peripheral catecholamine concentrations that are pri-
marily responsible for cocaine sympathomimetic effects.3
It is also believed that cocaine may produce its sympatho-
mimetic effect by a central mechanism.4 The local anes-

thetic effect of cocaine results from blocking the sodium
channel in sensory neurons, a mechanism that can affect
the cardiac action potential leading to slower heart rate
and slower cardiac conduction at high cocaine concentra-
tions.5 The sympathomimetic and the local anesthetic
effects of cocaine can lead to opposite effects on the
cardiovascular functions, which is responsible for the large
variability in the cardiovascular effects of cocaine.6,7

Concurrent cocaine and alcohol use is one of the most
frequently abused drug combinations.8 The popularity of
this drug combination arises primarily from the fact that
abusers of this drug combination experience more intense
and longer lasting euphoric effects, while the unpleasant
disphoria experienced with cessation of cocaine use is
reduced.9 However, concurrent cocaine and alcohol abuse
is associated with serious medical problems. This drug
combination was identified as the most frequent substance
abuse pattern found among individuals presented to emer-
gency rooms with substance abuse-related problems (Drug
Abuse Warning Network, 1991). Also, epidemiological
studies of cocaine fatalities have indicated that combined
cocaine and alcohol abuse results in 18-fold increase in the
risk of sudden death compared with cocaine abuse alone.10

Although the observed effects of this drug combination may
result from the pharmacological effects of cocaine in
addition to those of alcohol, several investigations have
shown that alcohol can significantly alter the pharmaco-
kinetics of cocaine.11-14

Alcohol coadministration with cocaine in experimental
animals and humans has been shown to inhibit the
metabolism of cocaine,15,16 increase the plasma and brain
cocaine concentrations,14 and lead to the formation of the
pharmacologically active metabolite cocaethylene.11-14 In
controlled human studies, concurrent cocaine and alcohol
administration have been shown to increase the plasma
cocaine concentrations in addition to the formation of
cocaethylene.17,18 Cocaine area under the plasma concen-
tration-time curve (AUCp) and the maximum cocaine
plasma concentration (Cp max) after administration of alco-
hol and cocaine were significantly higher than those after
administration of cocaine only.11-13,17 Because good cor-
relation between the pharmacokinetics and pharmacologi-
cal effects of cocaine has been reported,19-21 alteration in
cocaine pharmacokinetics has been implicated, at least in
part, for the increased incidence of cocaine-related toxicities
after combined abuse of cocaine and alcohol.

The primary objective of this study was to investigate
the effect of alcohol coadministration on the pharmacoki-
netics and the pharmacological effects of cocaine in the rat.
This objective was achieved by comparing cocaine absorp-
tion, distribution, and elimination when administered alone
and in combination with alcohol. Both the neurochemical
response measured as the change in dopamine concentra-
tion in the nucleus accumbens (N ACC) and the change in
mean arterial blood pressure after the two treatments were
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monitored simultaneously. This is the first investigation
that examined the effect of alcohol coadministration on
cocaine pharmacokinetics and pharmacological activities
simultaneously in the same group of experimental animals.

Materials and Methods
Chemicals and ReagentssCocaine hydrochloride, bupiv-

acaine, 1-heptanesulfonic acid, and sodium fluoride were pur-
chased from Sigma Chemical (St. Louis, MO). Acetonitrile and
chloroform were supplied by Burdick and Jackson Laboratory
(Muskegon, MI). The dehydrated-200 proof ethyl alcohol (USP) was
purchased from McCormick Distilling (Weston, MO). Methanol,
citric acid, EDTA, monobasic sodium phosphate, sodium hydroxide,
and monobasic ammonium phosphate were obtained from J. T.
Baker (Phillipsburg, NJ). All solvents were of high-performance
liquid chromatographic (HPLC) grade, and all chemicals were of
analytical reagent (AR) grade.

Animal Care and Preparation. Male Wistar rats (250-350
g, Simonsen Laboratories, Gilroy, CA) were maintained on a 12 h
light/dark cycle and were given Purina chow pellets and water ad
libitum for at least 7 days before use in the experiments. All
operating procedures on animals were in accordance with the
Guide for the Care and Use of Laboratory Animals (National
Institutes of Health Publication No. 85-23, revised 1985) and were
approved by the institutional animal care and use committee. The
details of the animal preparation procedures were described
previously.22 Briefly, for the cocaine ip experiment, rats were
prepared under aseptic condition while fully anesthetized by
implanting a microdialysis cranial probe, cannulating the femoral
arteries, and inserting abdominal and gastric catheters. For the
cocaine iv experiment, all the procedures were similar except that
the abdominal catheter was not implanted and only one femoral
artery and one femoral vein were cannulated.

Cocaine and Alcohol AdministrationsA stock solution of
cocaine (10 mg/mL) in normal saline was used for cocaine
administration. For the ip cocaine experiment, the administered
dose was 30 mg/kg, and for the iv cocaine experiment, the dose
was 6.8 mg/kg. These doses were chosen because they are well
below the cocaine dose that is lethal in 50% of the tested rats (LD50
17 mg/kg for iv, and 75 mg/kg for ip, Material Safety Data Sheet,
University of Washington, Seattle, 1995). Also, these doses should
achieve measurable plasma and brain concentrations of cocaine
and its metabolites over the period of the experiment. The alcohol
dose (5 g/kg) was chosen to achieve an alcohol plasma concentra-
tion in the range of concentrations observed in humans after
moderate drinking based on the reported alcohol pharmacokinetic
parameters in rats.23 Cocaine was administered ip via the ab-
dominal catheter and iv via the femoral vein cannula, whereas
alcohol was administered through the gastric catheter. This animal
model allows cocaine and alcohol administration and collection of
samples without the need to hold the rat, thereby avoiding the
effect of animal handling on the monitored pharmacodynamic
parameters.

Cocaine Pharmacokinetic and Pharmacodynamic Stud-
iessCocaine ip TreatmentsEight male Wistar rats were randomly
chosen and were prepared following the surgical procedures just
outlined. After the recovery period, each rat was treated with
cocaine+normal saline and cocaine+alcohol in a balanced cross-
over experimental design with 48-h washout period between
treatments. Four of the rats received cocaine+normal saline first
followed by cocaine+alcohol after the washout period and the other
four received cocaine+alcohol then cocaine+normal saline. In all
the experiments, rats were pretreated with normal saline or
alcohol 20 min before cocaine administration.

On the day of the experiment, one of the femoral artery
cannulae was connected to a pressure transducer linked to a
portable physiological monitor (Model VSM1, Physio-control, Red-
mond, WA) for monitoring the mean arterial blood pressure.
Meanwhile, the effluent of the microdialysis probe (1 µL/min) was
collected every 20 min into an HPLC autosampler vial spiked with
20 µL of dopamine mobile phase, and 5 µL was injected im-
mediately into an HPLC with electrochemical detection (HPLC-
EC) for dopamine analysis. This procedure was repeated until a
stable basal dopamine concentration was detected (<10% differ-
ence in dopamine concentration in three consecutive collections).
Once a stable dopamine baseline was achieved, the rat received

either 10 g/kg of normal saline or 5 g/kg of alcohol (50% v/v in
normal saline) through the gastric catheter. Twenty minutes later,
30 mg/kg of cocaine was administered ip through the abdominal
catheter. This lag time was necessary to allow alcohol absorption
into the systemic circulation before cocaine administration.23 After
cocaine administration, 10 blood samples, each of 0.2 mL, were
collected through the femoral artery cannula at 2, 5, 10, 15, 30,
60, 90, 120, 180, and 240 min into vacutainers pretreated with
heparin and sodium fluoride to avoid cocaine hydrolysis by the
plasma esterases. Plasma samples were obtained by centrifugation
and were stored at -20 °C until analysis for cocaine and its
metabolites by HPLC with ultraviolet detection (HPLC-UV). The
effluent of the microdialysis probe was continuously collected every
20 min throughout the experiment in HPLC autosampler vials
containing 20 µL of the mobile phase for dopamine analysis (pH
4). This mobile phase was added to increase the stability of
dopamine, cocaine, and cocaine metabolites in the collected
samples. After mixing the vial content, 5 µL was injected im-
mediately into the HPLC-EC system for dopamine analysis, and
the remainder was analyzed for cocaine and its metabolites by
HPLC-UV. The concentrations of cocaine and cocaine metabolites
in the brain ECF were determined from the microdialysis probe
effluent concentrations after correcting for the probe recovery,
which was determined from an in vitro experiment.24 The mean
arterial blood pressure was continuously monitored during the
entire experiment.

After the two treatments just described, four of these eight rats
received a third treatment that consisted of alcohol (5 g/kg, 50%
v/v in normal saline) through the gastric catheter. The purpose of
this alcohol treatment was to determine the range of alcohol
plasma concentrations achieved after alcohol administration dur-
ing the pharmacokinetic experiment. Serial blood samples were
obtained after alcohol administrations, and the plasma samples,
each of 100 µL, were analyzed immediately for their alcohol
content utilizing the Abbott ADx Analyzer (Abbott Diagnostic,
Chicago, IL) as described previously.13

Cocaine iv Treatment. This experiment was performed to
estimate the absolute bioavailability of cocaine after ip cocaine
administration with and without alcohol pretreatment. Also, the
results of this experiment were used to validate the pharmacoki-
netic model used in the analysis of the effect of alcohol pretreat-
ment on cocaine pharmacokinetics. In this experiment, 12 male
Wistar rats were randomly chosen and were prepared as already
outlined.22 After the recovery period, each rat received cocaine+
normal saline and cocaine+alcohol in a balanced crossover design
with a 48-h washout period between treatments. The rats received
either normal saline (10 g/kg) or alcohol (5 g/kg, 50% v/v in normal
saline) through the gastric catheter followed 20 min later by iv
cocaine (6.8 mg/kg) via the femoral vein cannula. After cocaine
administration, 10 blood samples, each of 0.2 mL, were collected
through the femoral artery cannula at 2, 5, 10, 15, 30, 60, 90, 120,
180, and 240 min into vacutainers pretreated with heparin and
sodium fluoride. Plasma samples were obtained by centrifugation
and were stored at -20 °C until analysis for cocaine and its
metabolites by HPLC-UV. The effluent of the microdialysis probe
was continuously collected every 20 min and was analyzed for
cocaine and its metabolites by HPLC-UV immediately after each
collection.

Analytical MethodssCocaine and its MetabolitessPlasma and
microdialysis probe effluent were analyzed for cocaine and its
metabolites by the method developed in our laboratory.25 This is
an isocratic HPLC method that involves extraction of cocaine and
its metabolites from plasma samples with chloroform and utilizes
bupivacaine as an internal standard. This method is sensitive
enough to quantitate cocaine and its metabolites in concentrations
as low as 25 ng/mL in 100-µL plasma samples, with a coefficient
of variation of <10%. The brain ECF concentrations of cocaine and
its metabolites were determined by the same method, except that
the probe effluent was injected directly into the HPLC-UV system
without any pretreatment.

DopaminesThe effluent of the microdialysis probe was injected
directly into an HPLC system equipped with an electrochemical
detector for dopamine analysis (Coulochem detector Model 5100A,
guard cell Model 5020, and analytical cell Model 5014A, ESA,
Bedford, MA). The mobile phase consisted of 0.1 M citrate, 0.075
M monobasic sodium phosphate, 36 mg/L of EDTA, 303 mg/L of
1-heptanesulfonic acid, and 5.5% methanol (v/v). The pH of the
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mobile phase was adjusted to pH 4 with sodium hydroxide pellets.
On the coulochem detector, the potential for the guard cell was
set at -0.20 V, whereas those for detectors 1 and 2 were set at
+0.30 and -0.15 V, respectively. Quantitation of dopamine was
achieved on a Supelcosil LC-18-DB column (250 × 2.1 mm i.d., 5
µm), and the flow rate was 0.3 mL/min. The signal from detector
2 was analyzed with an electronic integrator (Hewlett-Packard,
Model 3390, Palo Alto, CA). Because the change in dopamine ECF
concentration after cocaine administration was expressed as
percentage of baseline, dopamine probe recovery, which was
necessary to calculate the actual concentration of dopamine in the
brain ECF, was not determined.

Pharmacokinetic AnalysissA two-compartment pharmaco-
kinetic model with elimination from the central compartment was
used to analyze the effect of alcohol on cocaine absorption,
distribution, and elimination after ip administration. This model
assumes that cocaine absorption, distribution, and elimination
follow first-order kinetics, and that the brain is part of the
peripheral tissue compartment. The following equations were used
to describe cocaine concentrations in the central (eqs 1 and 2) and
the peripheral (eqs 3 and 4) compartments after a single ip (eqs 1
and 3) and iv administration (eqs 2 and 4):26

where Dip and Div are cocaine doses for ip and iv administrations,
F is cocaine bioavailability after ip administration, Cp and Cb are
cocaine concentrations in the central (plasma) and tissue (brain
ECF) compartments, respectively, Vc and Vt are volumes of
distribution of the central and tissue compartments, ka is cocaine
first-order absorption rate constant after ip administration, k12 is
the first-order transfer rate constant from the central to the tissue
compartment, k21 is the first-order transfer rate constant from the
tissue to the central compartment, k10 is the first-order elimination
rate constant from the central compartment, and R and â are the
hybrid first-order rate constants for the distribution and elimina-
tion processes, respectively.26,27

Plasma and brain ECF cocaine concentrations for each rat after
ip cocaine with or without alcohol coadministration were fitted
simultaneously to the two integrated equations that describe the
plasma and brain ECF concentration-time profiles (eq 1 and 3).
The pharmacokinetic model parameters were estimated by non-
linear regression analysis utilizing PCNONLIN (Version 4.0, SCI
Software, Lexington, KY). Other pharmacokinetic parameters such
as the total body clearance (TBC), the volumes of distribution at
steady state and during the elimination phase (Vdss and Vdâ), and
the areas under cocaine plasma (AUCp) and brain ECF (AUCb)
concentration-time curves were calculated from the estimated
parameters.27 The systemic bioavailability of cocaine after ip
administration with and without alcohol pretreatment was cal-
culated by comparing the corresponding AUCp after iv and ip
cocaine administrations.

Pharmacodynamic AnalysissNeurochemical ResponsesThe
sigmoid-Emax pharmacodynamic model was used to describe the
relationship between the brain ECF cocaine concentration and the
percent change in the brain ECF dopamine concentration.22 The
mathematical expression that describes the concentration-effect
relationship for the sigmoid-Emax model is the following:

where E is the effect measured as the percent change in dopamine
basal concentration, E0 is the baseline effect measured as the basal
dopamine concentration, Emax is the maximum effect measured
as the maximum change in dopamine concentration, EC50 is the
brain ECF cocaine concentration when the observed effect is 50%
of Emax, Cb is the brain ECF cocaine concentration, and n is the
sigmoidicity factor. The pharmacodynamic model parameters were
estimated by fitting the percent change in dopamine level and the
cocaine concentration in the brain ECF at different time points to
eq 5. The basal dopamine concentration was kept constant (100%)
during the analysis. Nonlinear regression analysis was performed
utilizing PCNONLIN.

Mean Arterial Blood Pressure ResponsesThe relationship be-
tween the plasma cocaine concentration and the change in mean
arterial blood pressure after ip cocaine administration followed
counterclockwise hysteresis loop. The mean arterial blood pressure
did not return to its baseline value at the end of the 4-h
experiment.21,22 This result indicates that under the condition of
our investigation, there was no direct relationship between cocaine
plasma concentration and the change in mean arterial blood
pressure. Therefore, the indirect pharmacodynamic response
model was utilized to characterize this relationship.28,29 We chose
the model that can describe indirect drug response resulting from
inhibition of a mediator because cocaine effect on blood pressure
results primarily from inhibition of catecholamine reuptake at the
peripheral nerve endings leading to higher peripheral catechol-
amine concentration, which is responsible for the vasopressor effect
of cocaine. The mathematical expression that describes the model
for the change in the pharmacological response and the drug
concentration is:

where R is the observed response (percent change in mean arterial
blood pressure), kin is the apparent zero-order rate constant for
response production, kout is the first-order rate constant for
response dissipation, Imax is the maximum inhibition of the factor
that produces the effect, IC50 is the plasma cocaine concentration
that leads to 50% inhibition of the factor that produces the effect,
Cp is the plasma cocaine concentration at the time of the observed
response, and n is the sigmoidicity factor.28,29 The maximum
response that will be achieved when Dip is very large or IC50
approaches zero is the following:

where Rmax is the maximum response and R0 is the basal response
(100%).

The indirect pharmacodynamic model parameters were esti-
mated by fitting the percent change in mean arterial blood
pressure and the plasma cocaine concentration at different time
points to eq 6. Nonlinear regression analysis was performed
utilizing PCNONLIN.

Statistical AnalysissThe pharmacokinetic and pharmacody-
namic parameters obtained after cocaine+normal saline and
cocaine+alcohol treatments were analyzed using the Statistical
Analysis System (SAS Institute Inc., Cary, NC). The balanced
crossover design of our investigation is equivalent to the two-way
factorial experiment (2 × 2) with repeated measures on the cocaine
treatment factor. The plasma and brain ECF cocaine concentra-
tion-time profiles, the percent change in dopamine brain ECF
concentration-time profiles, and the percent change in mean
arterial blood pressure-time profiles after the two treatments
were analyzed with two-way analysis of variance with repeated
measures on both factors using SAS. Treatments (cocaine+normal
saline or cocaine+alcohol) and time were considered as the
between subject-variability. Multiple comparison with Bonferroni
correction was conducted to examine the difference between
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treatments at each time point. Differences of P < 0.05 were
considered significant.

Results
Alcohol was rapidly absorbed after intragastric admin-

istration and its plasma concentration declined very slowly
because alcohol elimination has been shown to follow zero-
order kinetics in rodents.13 The average plasma alcohol
concentrations in the four rats that received 5 g/kg of
alcohol intragastrically ranged from 140 to 180 mg/dL
(0.14-0.18%) during the 4-h sampling period (Figure 1).
This range of alcohol concentrations is similar to that
observed in humans after moderate alcohol drinking.

The plasma concentration-time profile of cocaine after
a single iv administration declined biexponentially with an
average elimination half-life of 28.6 ( 3.5 min. After ip
administration, cocaine was absorbed rapidly from the
abdominal cavity, reaching the maximum plasma concen-
tration within 10-15 min, and then the concentration
declined, with an average elimination half-life of 26.3 (
3.6 min. Meanwhile, the brain ECF cocaine concentration
increased rapidly, reaching its maximum value within 10-
20 min after iv administration and within 20-40 min after
ip administration, and then declined parallel to the con-
centration in plasma (Figures 2A and 2B). Cocaethylene
was detected in plasma and brain ECF only when cocaine
was given with alcohol. Although other cocaine metabolites,
including benzoylecgonine and norcocaine, were measured
in both plasma and brain ECF in this study, the effect of
alcohol on cocaine metabolic profile will be discussed in
detail in a separate publication.

Pharmacokinetic studies that involved administered
cocaine doses similar to those used in our investigation
have shown that cocaine follows linear pharmacokinetics,
which validates the first assumption of our proposed
model.13,14,30 The assumption that the brain is part of the
peripheral compartment was validated by comparing the
estimates for the pharmacokinetic parameters obtained
from fitting the plasma concentrations to eq 2 with those
obtained from fitting the plasma and brain concentrations
simultaneously to eqs 2 and 4. Agreement between the
estimated parameters using the two fitting procedures
should indicate that the brain is indeed part of the
peripheral compartment. The plasma and brain ECF
concentrations obtained after iv cocaine administration
were used in this validation. The average estimates for k12,
k21, k10, and Vc in 12 rats obtained from fitting eq 2 only

were 0.094 min-1, 0.097 min-1, 0.075 min-1, and 1.63 L/kg,
respectively. The average estimates for k12, k21, k10, and Vc
in the same 12 rats obtained from fitting eq 2 and 4
simultaneously were 0.082 min-1, 0.093 min-1, 0.073 min-1,
and 1.76 L/kg, respectively. Statistical analysis showed that
the estimated pharmacokinetic parameters from the two
fitting procedures were not different. However, the preci-
sion of the parameter estimates was better when the
plasma and brain concentrations were used simulta-
neously. These findings indicate that the brain is a
representative part of the peripheral compartment in the
proposed pharmacokinetic model and that fitting the
plasma and brain data simultaneously improves the preci-
sion of the parameter estimation. The fact that the brain
is part of the peripheral compartment in the pharmacoki-
netic model indicates that cocaine distribution to the brain
is not instantaneous. As a result, the proposed pharmaco-
kinetic model should adequately describe cocaine absorp-
tion, distribution, and elimination after ip administration.
A representative example of the simultaneous fitting of the
measured plasma and brain ECF cocaine concentrations
after ip cocaine administration to eqs 1 and 3 is shown in
Figure 3.

Figure 1sPlasma alcohol concentration−time profile after 5 g/kg of alcohol
po (n ) 4, data are presented as mean ± SE).

Figure 2sPlasma concentration−time profile of cocaine in plasma (A) and
brain (B) after administration of 6.8 mg/kg cocaine iv (1), 6.8 mg/kg of cocaine
iv plus 5 g/kg alcohol po (3), 30 mg/kg of cocaine ip (b), and 30 mg/kg of
cocaine ip plus 5 g/kg alcohol po (O). Each point represents the mean ± SE
from 12 rats (iv) and 8 rats (ip). Key: (*) significantly different from the cocaine+
normal saline treatment (p < 0.05).
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The proposed pharmacokinetic model was used to ex-
amine the effect of alcohol coadministration on cocaine
pharmacokinetics by comparing the pharmacokinetic pa-
rameters estimated after cocaine+normal saline and
cocaine+alcohol. The estimated cocaine pharmacokinetic
parameters after ip administration with and without
alcohol pretreatment are summarized in Table 1. Alcohol
pretreatment significantly affected the extent of cocaine
absorption after ip cocaine administration. The absolute
bioavailability of cocaine significantly increased from 0.550
( 0.044 after cocaine+normal saline to 0.754 ( 0.071 after
cocaine+alcohol. Although cocaine absorption rate, mea-
sured as the first-order absorption rate constant, was not
significantly faster after alcohol pretreatment, the time to
achieve the maximum plasma cocaine concentration was
significantly shorter than that after administration of

cocaine+normal saline. This result is an indication of a
faster rate of cocaine absorption after alcohol pretreatment.

Alcohol pretreatment also resulted in a significant
prolongation of cocaine elimination half-life from 26.3 (
3.6 min after cocaine+normal saline to 40.0 ( 8.1 min after
cocaine+alcohol treatment. Similarly, the estimated co-
caine elimination half-life after iv administration signifi-
cantly increased from 28.6 ( 3.5 min after cocaine+normal
saline to 37.3 ( 4.7 min after cocaine+alcohol. The
estimated apparent TBC of cocaine decreased from 203 (
16 mL/min/kg after cocaine+normal saline to 158 ( 21 mL/
min/kg after cocaine+alcohol; however, this difference was
not significant. Another interesting finding of this study
is that the brain-to-plasma distribution ratio, measured as
the ratio of the cocaine AUC in the brain ECF to the cocaine
AUC in plasma, decreased significantly from 1.35 ( 0.28
after cocaine+normal saline to 0.98 ( 0.17 after cocaine+
alcohol. Also, alcohol pretreatment resulted in a significant
increase in the volume of distribution of cocaine.

After cocaine administration, the brain ECF dopamine
concentration increased and reached its maximum value
within 20-40 min, then it gradually declined to its baseline
value at the end of the 4-h experiment period. Dopamine
concentration-time profile followed closely the cocaine
concentration-time profile in the N ACC. Alcohol coad-
ministration with cocaine caused significantly higher dopa-
mine concentrations in the N ACC, and the rate of decline
of dopamine concentration to its baseline level was slower
compared with that after cocaine+normal saline (Figure
4A). The relationship between the brain ECF cocaine
concentration and the percent change in dopamine con-
centration was described using the sigmoid-Emax pharma-
codynamic model. A representative example of the sigmoid-
Emax model-fitted curve is shown in Figure 4B. The average
estimate for Emax increased by ≈80% when alcohol was
administered with cocaine, however, this difference was not
statistically significant. Also, after cocaine+alcohol, the
estimated EC50 was significantly smaller and the sig-
moidicity factor n was significantly larger than those after
cocaine+normal saline. A summary of the pharmacody-
namic parameters is shown in Table 2.

The mean arterial blood pressure increased rapidly after
cocaine administration and then declined slowly and did
not return to its baseline value at the end of the 4-h
experiment (Figure 5A). Because alcohol alone caused, on
average, a 5-10% decrease in blood pressure, we parti-
tioned this effect from the combined effect of cocaine+alcohol
when these drugs were administered together (Figure 5A).
The corrected percent change in mean arterial blood
pressure-time profile was used for pharmacodynamic

Figure 3sA representative example of the simultaneous fitting of the observed
plasma (b) and brain ECF (O) cocaine concentration−time profiles after
administration of 30 mg/kg of cocaine ip. The symbols represent the actual
experimental data and the line represent the model-fitted curve.

Table 1sPharmacokinetic Parameters for Cocaine after ip
Administration in Wistar Rats (Mean ± SE, n ) 8)

cocaine treatment

pharmacokinetic
parameter

cocaine (ip)a +
normal saline (po)

cocaine (ip)a +
alcohol (po)

AUCp (µg-min/mL) 154 ± 12 219 ± 34c

AUCb (µg-min/mL) 224 ± 70 205 ± 47
AUCb/AUCp 1.35 ± 0.28 0.98 ± 0.17c

TBC (mL/min/kg) 203 ± 16b 158 ± 21b

tmax (min) 10.63 ± 0.63 7.50 ± 0.97c

Cp max (ng/mL) 4100 ± 460 5900 ± 1060c

F 0.550 ± 0.044 0.754 ± 0.071c

ka (min-1) 0.199 ± 0.045 0.276 ± 0.059
Rt1/2 (min) 10.9 ± 2.1 10.2 ± 1.7
ât1/2 (min) 26.3 ± 3.6 40.0 ± 8.1c

k12 (min-1) 0.021 ± 0.014 0.042 ± 0.023
k21 (min-1) 0.043 ± 0.006 0.036 ± 0.007
k10 (min-1) 0.056 ± 0.007 0.055 ± 0.011
Vc (L/kg) 2.12 ± 0.25 2.41 ± 0.37
Vdss (L/kg) 2.82 ± 0.37 4.11 ± 0.66c

Vdâ (L/kg) 4.07 ± 0.56 5.90 ± 0.91c

Vt (L/kg) 2.04 ± 0.48 3.50 ± 0.97c

a Cocaine dose, 30 mg/kg, ip; alcohol dose, 5 g/kg, po. b Presented as
TBC/F. c Significantly different from the cocaine+normal saline treatment (P
< 0.05).

Table 2sPharmacodynamic Parameters of Cocaine in Wistar Rats
(Mean ± SE, n ) 8)

cocaine treatment

pharmacodynamic
parameter

cocaine (ip)a +
normal saline (po)

cocaine (ip)a +
alcohol (po)

A. neurochemical
Emax (% of baseline) 850 ± 200 1550 ± 640
EC50 (ng/mL) 3400 ± 580 2000 ± 650b

n 1.23 ± 0.17 2.31 ± 0.29b

B. Cardiovascular
kin (% of baseline/min) 23.8 ± 5.1 36.0 ± 13.0
kout (min-1) 0.218 ± 0.047 0.31 ± 0.11
Imax 0.304 ± 0.033 0.307 ± 0.035
IC50 (ng/mL) 6700 ± 2100 5600 ± 710
Rmax (% of baseline) 146 ± 6.9 148 ± 8.9
n 3.0 ± 1.5 3.6 ± 1.9

a Cocaine dose, 30 mg/kg; alcohol dose, 5 g/kg. b Significantly different
from the cocaine+normal saline treatment group (p < 0.05).
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modeling. A representative example of the observed values
and the indirect inhibitory pharmacodynamic response
model-fitted curve is shown in Figure 5B. Table 2 shows
that the estimated parameters for the proposed pharma-
codynamic model were not different after cocaine+normal
saline and cocaine+alcohol.

Discussion
The pharmacokinetic model used to describe cocaine

disposition in our investigation is a two-compartment
model with first-order absorption, distribution, and elimi-
nation. The proposed two-compartment pharmacokinetic
model used in our investigation was adequate in describing
cocaine pharmacokinetics as indicated by the good agree-
ment between the experimental data points and the model
predicted curves. Examination of the cocaine plasma
concentration-time profile and the brain ECF concentra-
tion-time profile showed the existence of a short delay in

the appearance of cocaine in the brain. This delay repre-
sents the distribution of cocaine to the brain, which has
been shown to be part of the peripheral compartment in
the proposed model. The experimental design in the current
investigation involved serial sampling of both plasma and
brain ECF that represent the central and the peripheral
compartments, respectively. This design allowed charac-
terization of the absorption, distribution, and elimination
of cocaine after ip administration, and examination of the
effect of alcohol pretreatment on these processes.

Cocaine undergoes significant presystemic elimination,
which is the main cause of its incomplete bioavailability
after ip administration. Alcohol coadministration signifi-
cantly increased the systemic bioavailability of cocaine due
to the inhibition of cocaine presystemic metabolism. This
conclusion is indicated because the maximum concentration
of benzoylecgonine, one of the major cocaine metabolites,
was lower after cocaine+alcohol administration in the

Figure 4s(A) Brain ECF dopamine concentration−time profiles after admin-
istration of 30 mg/kg of cocaine ip (b) and 30 mg/kg of cocaine ip plus 5
g/kg of alcohol po (O). Each point represents the mean ± SE from 8 rats. (B)
A representative example of the relationship between the percent change in
brain dopamine concentration and cocaine brain ECF concentration after ip
administration of 30 mg/kg cocaine to the rat. The symbols represent the
observed values and the line represents the sigmoid-Emax model-fitted curve.
Key: (*) significantly different from the cocaine+normal saline treatment (p <
0.05).

Figure 5s(A) Percent change in mean arterial blood pressure after
administration of 30 mg/kg of cocaine ip (b), 30 mg/kg of cocaine ip plus 5
g/kg of alcohol po (O), and 5 g/kg of alcohol po (1). The mean arterial blood
pressure−time profile with cocaine and alcohol coadministration after partitioning
the effect of alcohol is also presented (3). Each point represents the mean
± SE from 8 rats (only 4 rats for alcohol po). (B) A representative example
of the percent change in mean arterial blood pressure−time profile after ip
administration of 30 mg/kg cocaine to the rat. The solid circles (b) represent
the observed values and the line represents the indirect inhibitory pharma-
codynamic response model-fitted curve. Key: (*) significantly different from
the cocaine+normal saline treatment (p < 0.05).
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current study (data not shown) and in pervious investiga-
tions.13,17 Similar inhibition of the presystemic metabolism
by alcohol has been reported for drugs that undergo
significant first-pass effect.31,32 This increase in cocaine
bioavailability was reflected by the significant increase in
its AUC and Cp max after cocaine+alcohol compared with
those values after cocaine+normal saline. Although the
increase in cocaine first-order absorption rate constant was
not significant after cocaine+alcohol, the time to achieve
maximum cocaine plasma concentration was significantly
shorter. This result indicates that alcohol may enhance the
rate of cocaine absorption, which is consistent with what
we have reported previously.13

Alcohol coadministration significantly increased the
volume of distribution of cocaine. The results of our
investigation showed that Vc did not change due alcohol
administration with cocaine, however both Vdss and Vdâ
increased significantly. Cocaine has been shown to bind
primarily to albumin and alpha-1-acid glycoprotein in
serum.33 Also, cocaine is extensively distributed to tissues
such as kidney, brain, liver, heart, and placenta.34 The
significant increase in cocaine volume of distribution due
to alcohol coadministration is caused by increased cocaine
tissue distribution, which may have resulted from altering
the binding of cocaine in plasma and tissues.35 These
results are not contradictory to the decreased brain-to-
plasma AUC ratio when cocaine was administered with
alcohol. Because the microdialysis technique used for the
determination of cocaine brain ECF concentration mea-
sures only the free (unbound) cocaine concentration in the
brain ECF. This free concentration is dependent on the
total cocaine concentration and the cocaine bound fraction
in the brain, which may be altered due to alcohol coad-
ministration. We have previously reported that alcohol
coadministration with cocaine increased the brain ECF
concentration of cocaine.14 However, alcohol was adminis-
tered by a constant-rate iv infusion in that study, and the
plasma alcohol concentration achieved at the end of the
4-h experiment period was on average 365 mg/dL. This
result may suggest that more severe alcohol intoxication
can lead to higher brain and plasma cocaine concentrations
that may augment cocaine pharmacological effects and
toxicity.

Alcohol coadministration has been shown to inhibit
cocaine metabolism in vivo and in mouse and human liver
preparations in vitro.15-17 The decrease in TBC due to
alcohol coadministration in our investigation was barely
insignificant. However, cocaine elimination half-life was
significantly prolonged due to alcohol coadministration. The
increase in cocaine volume of distribution in addition to
the insignificant reduction of the cocaine TBC contributed
to the significantly prolonged cocaine half-life. These
findings suggest that the enhanced cocaine systemic bio-
availability and the prolonged cocaine elimination half-life
are the major factors responsible for the significantly
higher and prolonged cocaine plasma concentrations after
cocaine+alcohol.

It has been reported previously that drug abusers often
experience more intense and longer lasting euphoric effect
after simultaneous use of cocaine and alcohol.9 Controlled
human studies have shown that, compared with either
cocaine or alcohol administration alone, the combination
of cocaine and alcohol seemed to produce more marked
subjective effects especially in the feelings related to well-
being.17,18 Results from the current investigation also
showed that the increase in dopamine concentration in the
N ACC after cocaine+alcohol was significantly higher and
its rate of decline to the baseline was slower than that after
cocaine+normal saline. Several factors may contribute to
the higher dopamine concentration in the N ACC. Coca-

ethylene, a pharmacologically active metabolite formed
only when both cocaine and alcohol are administered, has
been shown to possess cocaine-like effects and can increase
dopamine concentration after administration in experi-
mental animals.34-38 Another contributing factor may be
related to alcohol administration because alcohol has been
shown to increase dopamine brain concentrations after
acute or chronic administrations in experimental animals.39

It is also possible that the increased tissue distribution of
cocaine due to alcohol pretreatment may result in higher
(bound + free) brain tissue concentration of cocaine, which
can lead to higher dopamine concentrations.

The relationship between cocaine brain ECF concentra-
tion and the change in N ACC dopamine level can be
described by the sigmoid-Emax pharmacodynamic model.22

Our pharmacodynamic analysis showed that the estimated
Emax was higher after cocaine+alcohol compared with after
cocaine+normal saline, however, this difference was not
significant. On the other hand, EC50 was significantly lower
after cocaine+alcohol compared with after cocaine+normal
saline. This result means that the same brain ECF cocaine
concentration will produce higher neurochemical response
after coadministration of alcohol, which is consistent with
the more intense and longer lasting euphoric effects
experienced by subjects after combined abuse of cocaine
and alcohol.9 This higher response may be caused by the
pharmacologically active metabolite cocaethylene, which is
formed only when cocaine is administered with alcohol. The
contribution of cocaine metabolites to the observed phar-
macological activities after administration of cocaine and
alcohol will be discussed in detail in a separate publication.
Other possibilities for the enhanced neurochemical re-
sponses when cocaine is administered with alcohol may
include the effect of alcohol and the increased cocaine brain
tissue distribution as was discussed previously.

The cardiovascular activities of cocaine are mainly due
to its sympathomimetic effects. These include an increase
in blood pressure, QRS duration, and heart rate.1 However,
at higher cocaine concentrations, the sodium channel
blocking effect of cocaine can slow the cardiac conduction
and result in slower heart rate.5 In this study, the immedi-
ate increase in mean arterial blood pressure achieved after
cocaine administration is mainly due to the sympathomi-
metic vasopressor effect of cocaine. Alcohol coadministra-
tion did not have any significant effect on the change in
the mean arterial blood pressure after cocaine administra-
tion. Studies conducted in humans also showed that the
change in arterial systolic and diastolic blood pressures
after administration of cocaine and alcohol was similar to
that of cocaine only.17 The lack of difference in the vaso-
pressor response after the two treatments despite the
higher cocaine plasma concentrations after cocaine+alcohol
may be attributed to the effect of alcohol on the cardiovas-
cular system. Alcohol caused an average 5-10% reduction
in the mean arterial blood pressure in the rats that received
alcohol only. This reduction means that the change in the
mean arterial blood pressure in response to cocaine ad-
ministration was larger after cocaine+alcohol (if the effect
of alcohol is partitioned) compared with that after cocaine+
normal saline. The higher and the prolonged cocaine
plasma concentration in addition to the formation of
cocaethylene after cocaine+alcohol treatment may be
responsible for the higher response to cocaine after
cocaine+alcohol.

Several previous studies reported that the relationship
between plasma cocaine concentration and the change in
the mean arterial blood pressure showed a counterclock-
wise hysteresis.21,22,40 This hysteresis indicates that there
is no direct relationship between cocaine plasma concen-
tration and the change in the mean arterial blood pressure.
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When direct concentration-effect relationship does not
exist, indirect pharmacodynamic response models,28,29 or
the use of an effect compartment may be useful in the
pharmacodynamic analysis.41 The indirect pharmacody-
namic response model used to describe the relationship
between cocaine plasma concentration and the change in
blood pressure adequately characterized this relationship.
This adequacy is evident from the agreement between the
observed results and the model-fitted curve. Table 2 shows
that the maximum inhibitory effect of cocaine on neu-
rotransmitter reuptake was increased by 2.30% when
alcohol was administered with cocaine. Also, alcohol coad-
ministration increases the potency of cocaine as reflected
by the 20% reduction in IC50. This difference in the blood
pressure response to cocaine after the two treatments may
have clinical and biological significance despite the fact that
the difference is statistically insignificant.6 This difference
may also explain the increased incidence of cardiovascular
toxicity after abusing this drug combination.

The cocaine dose used in the ip administration experi-
ment (30 mg/kg) is in the range of doses used frequently
in the pharmacological investigations of cocaine. The
plasma cocaine concentrations achieved after administra-
tion of this dose was higher than the plasma cocaine
concentration observed in human studies. However, this
dose was well tolerated by the rats and there was no visible
evidence of acute adverse effects. The choice of this dose
was necessary to precisely determine the pharmacokinetic
behavior of cocaine in plasma and brain ECF and to
characterize the cocaine concentration-pharmacological
effects relationship over a wide range of cocaine concentra-
tions. It will be important to determine if the outcome of
the interactions between cocaine and alcohol is dependent
on the dose of cocaine and/or alcohol.

In conclusion, alcohol coadministration increases the rate
and extent of cocaine absorption after ip administration
and increases the tissue distribution of cocaine as mani-
fested by the increase in cocaine volume of distribution.
Meanwhile, cocaine elimination is inhibited resulting in
longer cocaine half-life. The combined effect of these
pharmacokinetic changes produces higher and prolonged
cocaine plasma concentrations. The pharmacologically ac-
tive metabolite cocaethylene is detected in both plasma and
brain ECF only when cocaine and alcohol are administered
together. Alcohol coadministration also augments the
pharmacological activities of cocaine, especially its CNS
effects. Because of the existence of good relationships
between cocaine brain and plasma concentrations and the
neurochemical and cardiovascular responses to cocaine
administration, the changes in cocaine pharmacokinetics
are, at least partially, responsible for the changes in cocaine
effects after administration of this drug combination.
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Abstract 0 The pharmacokinetics and pharmacodynamics of cocaine
and its three metabolites, benzoylecgonine, norcocaine, and coca-
ethylene, were investigated in awake, freely moving rats. This work
was performed to examine the effect of alcohol coadministration on
the metabolic profile of cocaine and to determine the contribution of
cocaine metabolites to the pharmacological responses observed after
cocaine administration. The plasma and brain extracellular fluid
concentration−time profiles were characterized after intravenous (iv)
administration of cocaine and the three metabolites in a crossover
experimental design. The neurochemical response, measured as the
change in dopamine concentration in the nucleus accumbens, and
the cardiovascular responses, measured as the change in the mean
arterial blood pressure, heart rate, and QRS interval, were monitored
simultaneously. Cocaethylene had the highest brain-to-plasma distribu-
tion ratio, followed by cocaine, norcocaine, and benzoylecgonine. The
estimated total body clearances for cocaine, benzoylecgonine, nor-
cocaine, and cocaethylene were 140 ± 19, 14.7 ± 1.2, 130 ± 19,
and 111 ± 16 mL/min/kg, respectively. Alcohol coadministration
increased the formation of norcocaine, decreased the formation of
benzoylecgonine, and resulted in the formation of the pharmacologically
active metabolite cocaethylene. When cocaine was administered with
alcohol, 12.9 ± 3.1% to 15.3 ± 2.9% of the cocaine dose was
converted to cocaethylene. Benzoylecgonine did not have any central
nervous system or cardiovascular activities after iv administration.
Compared with cocaine, norcocaine and cocaethylene had more potent
and prolonged effects on the neurochemical, heart rate, and QRS
interval responses, and were equipotent in increasing the mean arterial
blood pressure. These results indicate that changes in the cocaine
metabolic profile and the formation of the pharmacologically active
metabolite cocaethylene are, at least partially, responsible for the more
intense and longer lasting effects reported after using this drug in
combination with alcohol.

Introduction
Cocaine metabolism involves both hydrolysis and oxida-

tion pathways. Benzoylecgonine is formed by spontaneous
hydrolysis or as a result of enzymatic hydrolysis by serum
and liver microsomal carboxylesterases.1,2 When both
cocaine and alcohol are present, the same enzymes are
responsible for the formation of cocaethylene via ethyl
transesterification.2 Ecgonine methyl ester is formed via
hydrolysis of the cocaine phenyl ester group by serum and
liver cholinesterases.1,2 Formation of norcocaine is cata-

lyzed by either cytochrome P-450 enzymes or flavin adenine
dinucleotide (FAD)-containing monooxygenases.3-5 Further
oxidative metabolism of norcocaine by cytochrome P-450
enzymes yields reactive metabolites that are implicated in
the norcocaine-mediated hepatotoxicity of cocaine.5

Cocaine is a short-term sympathomimetic psychostimu-
lant that produces marked physiological and behavioral
effects in both humans and experimental animals. The
pharmacological consequences of cocaine consumption
include central nervous system (CNS) stimulant effects
manifested by euphoria, increase in locomotor activity, and
stereotypy.6 The cardiovascular activities of cocaine are
mainly due to its sympathomimetic effects, which include
an increase in blood pressure, QRS duration, and heart
rate. However, at higher cocaine concentrations, the sodium
channel blocking effect of cocaine can slow the cardiac
conduction and result in slower heart rate. The mechanism
of the effects of cocaine is believed to be the binding of
cocaine to the neurotransmitter reuptake sites, leading to
accumulation of the neurotransmitters in the synaptic
cleft.7 The locomotor activity and the reinforcement effects
of cocaine are believed to be mediated by the increased
brain extracellular (ECF) dopamine concentrations.8 The
major toxicities of cocaine abuse include addiction, cardiac
arrhythmia, myocardial ischemia, myocarditis, aortic dis-
section, cerebral vasoconstriction, seizure, and trauma that
leads to death.9 The proposed mechanism for the cardiac
arrhythmia and conduction disturbances associated with
cocaine overdose is the blockage of cardiac sodium channels
by cocaine.10,11

The two major metabolites of cocaine, benzoylecgonine
and ecgonine methyl ester, do not have any cocaine-like
stimulant activity when administered to experimental
animals. However continuous intravenous (iv) infusion of
benzoylecgonine and ecgonine methyl ester in doses of 0.45
and 1.5 mg/kg/min, respectively, for 30 min to anesthetized
rats have been shown to significantly increase the blood
pressure without affecting either the heart rate or the QRS
duration.11 Norcocaine can cause a CNS stimulant effect
in rats after intracerebroventricular administration and
has higher affinity for inactivated cardiac sodium channels
than cocaine in guinea pig cardiac myocytes.10,12 Norcocaine
is also hepatotoxic in both animals and humans.5,13 Coca-
ethylene is a CNS stimulant and has cardiovascular effects
comparable to those of cocaine in rats and rabbits.11,14

Alcohol coadministration with cocaine has been shown
to alter the metabolic profile of cocaine, leading to the
formation of cocaethylene and increasing the fraction of
cocaine dose converted to norcocaine.15 The changes in
cocaine pharmacokinetics and metabolic profile has been
implicated in the more intense and longer-lasting cocaine
pharmacological effects observed after abusing this drug
combination.16 The primary objective of this study was to
investigate the pharmacokinetics and pharmacodynamics
of cocaine and its three metabolites, benzoylecgonine,
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norcocaine, and cocaethylene, in the rat. This work was
important to determine the effect of alcohol coadministra-
tion on the metabolic profile of cocaine and to evaluate the
contribution of cocaine metabolites to the pharmacological
effects of cocaine. In this study, the pharmacokinetics of
cocaine and its metabolites were characterized after iv
administration of the four compounds to the rat in a
crossover experimental design. Meanwhile, the neuro-
chemical response, measured as the change in dopamine
concentration in the nucleus accumbens (N ACC), and the
cardiovascular responses, measured as changes in mean
arterial blood pressure, heart rate, and QRS interval, were
monitored simultaneously after each drug administration.
This is the first study that examined the pharmacokinetics
and pharmacodynamics of cocaine metabolites and com-
pared the effect of cocaine and its metabolites on the
pharmacological activities in the same group of experimen-
tal animals.

Materials and Methods
Chemicals and ReagentssBenzoylecgonine, norcocaine hy-

drochloride, and cocaethylene hydrochloride were obtained from
Research Biochemicals International (Natick, MA). Cocaine hy-
drochloride was purchased from Sigma Chemical (St. Louis, MO).

Animal Care and PreparationsMale Wistar rats (250-350
g, Simonsen Laboratories, Gilroy, CA) were used in this investiga-
tion. All animal preparation procedures were in accordance with
the Guide for the Care and Use of Laboratory Animals (National
Institutes of Health Publication No. 85-23, revised 1985) and were
approved by the institutional animal care and use committee at
Washington State University. The details of the animal prepara-
tion procedures were described previously.17,18

Administration of Cocaine and its MetabolitessStock
solutions of cocaine (10 mg/mL), benzoylecgonine (5 mg/mL),
norcocaine (1.5 mg/mL), and cocaethylene (3 mg/mL) in normal
saline were prepared and used for the experiment. Drugs were
administered iv through the femoral vein cannula at doses of 0.02
mmol/kg (for cocaine) and 0.01 mmol/kg (for benzoylecgonine,
norcocaine, and cocaethylene) in a crossover experimental design.
The cocaine dose was chosen because it is well below the dose of
cocaine that is lethal in 50% of the tested rats (LD50) after iv
administration (0.05 mmol/kg, Material Safety Data Sheet, Uni-
versity of Washington, Seattle, 1995). The dose of 0.01 mmol/kg
for benzoylecgonine, norcocaine, and cocaethylene was chosen
based on the preliminary studies conducted in our laboratory to
determine the tolerable doses of these metabolites in the rat. The
doses of cocaine and its metabolites used in this experiment should
achieve measurable plasma and brain concentrations of these
compounds for at least 2 h after drug administration.

Pharmacokinetic and Pharmacodynamic StudiessNine
male Wistar rats were randomly chosen and were prepared
following the surgical procedures described previously.17,18 After
the recovery period, the rats were treated with cocaine, ben-
zoylecgonine, norcocaine, and cocaethylene in a crossover experi-
mental design, with a 24-h washout period between treatments.

On the day of the experiment, one of the femoral artery
cannulae was connected to a pressure transducer linked to a blood
pressure analyzer (Digi-Med model 190, Micro-Med, Louisville,
KY) for monitoring the mean arterial blood pressure and heart
rate. The three exposed tips of the insulated wires of the
3-electrode EKG cable were connected to the sinus rhythm
analyzer (Digi-Med model 200, Micro-Med, Louisville, KY) in Lead-
II setting for monitoring the cardiac electrical activity. The signals
from the two analyzers were collected, updated, and averaged
every 1 min by a system integrator (Digi-Med model 200, Micro-
Med, Louisville, KY) and were stored in a computer for subsequent
analysis. Meanwhile, the brain microdialysis effluent was collected
every 20 min (at 1 µL/min) in HPLC autosampler vials containing
20 µL of dopamine mobile phase. After mixing the vial content, 5
µL was injected immediately into an HPLC equipped with an
electrochemical (EC) detector for dopamine analysis. This proce-
dure was repeated until a stable basal dopamine concentration
was detected (<10% difference in dopamine concentration in three
consecutive samples). Once a stable dopamine baseline was

achieved, the rat received iv cocaine (or one of the three metabo-
lites) through the femoral vein cannula. After drug administration,
10 blood samples each of 0.2 mL were collected through the femoral
artery cannula at 2, 5, 10, 15, 30, 60, 90, 120, 180, and 240 min in
heparin- and sodium fluoride-pretreated vacutainers to avoid
cocaine and cocaethylene hydrolysis by plasma carboxylesterases.
Plasma samples were obtained by centrifugation and were stored
at -20 °C until analysis for cocaine and its metabolites by HPLC
with ultraviolet (UV) detection. The effluent of the microdialysis
probe was continuously collected every 20 min throughout the
experiment in HPLC autosampler vials containing 20 µL of
dopamine mobile phase (pH 4). This procedure was to maintain
dopamine, cocaine, and its metabolites under acidic condition so
as to reduce their spontaneous oxidation and hydrolysis. After
mixing the vial content, 5 µL was injected immediately into the
HPLC-EC system for dopamine analysis, and the remainder was
analyzed for cocaine and its metabolites by HPLC-UV. The mean
arterial blood pressure, the heart rate, and the QRS interval were
continuously monitored during the entire experiment. Nine rats
received all three metabolites in a crossover experimental design,
whereas only six of these rats received cocaine in addition to the
three metabolites.

The pharmacokinetic parameters for each of the cocaine me-
tabolites estimated in the current study were utilized to investigate
the effect of alcohol on cocaine metabolic profile. This was achieved
by estimating the fraction of the cocaine dose converted to each of
the metabolites when cocaine was administered alone and in
combination with alcohol. The results obtained from a previous
pharmacokinetic experiment, which involved iv and intraperito-
neal (ip) cocaine administrations, were used in this analysis.18 The
pharmacological effects observed after the administration of
benzoylecgonine, norcocaine, and cocaethylene were used to
determine the contribution of these metabolites to the overall
cocaine pharmacological effects when cocaine was administered
alone and in combination with alcohol.

Analytical MethodssCocaine and Its MetabolitessPlasma
and microdialysis probe effluents were analyzed for cocaine and
its metabolites by the method developed in our laboratory.19 This
method is sensitive enough to quantitate cocaine and its metabo-
lites in concentrations as low as 0.075 nmol/mL in 100-µL plasma
samples, with coefficient of variation of <10%. The brain ECF
concentrations of cocaine and its metabolites were determined by
the same method, except that the probe effluent was injected
directly into the HPLC-UV system without any pretreatment. The
actual concentrations of cocaine and its metabolites in the brain
ECF were determined from the probe effluent concentration after
correcting for the probe recovery, which was determined from an
in vitro calibration experiment.

DopaminesThe microdialysis probe effluent was injected di-
rectly into an HPLC system equipped with an EC detector for
dopamine analysis immediately after collection. The details of the
analytical procedures used for dopamine determination in the
microdialysis probe effluent were described previously.18

Pharmacokinetic AnalysissA two-compartment pharmaco-
kinetic model with elimination from the central compartment was
used to analyze the distribution and elimination of cocaine and
its metabolites after iv administration.18 This model assumes that
the distribution and elimination of these compounds follow first-
order kinetics, and that the brain is part of the peripheral tissue
compartment. The plasma and brain ECF drug concentrations for
each rat after administrations of each compound were fitted
simultaneously to the equations that describe the plasma and
brain ECF concentration-time profiles.18 The pharmacokinetic
model parameters were estimated by nonlinear regression analysis
utilizing PCNONLIN (Version 4.0, SCI Software, Lexington, KY).
Other pharmacokinetic parameters such as the total body clear-
ance (TBC), the volumes of distribution at steady state and during
the elimination phase (Vdss and Vdâ), and the area under the drug
plasma (AUCp) and brain ECF (AUCb) concentration-time curves
were calculated from the estimated parameters.20

The fraction of the cocaine iv dose converted to each metabolite
(fm) was calculated using eq 1:21

where AUCiv cocaine(m) is the area under the plasma metabolite

fm )
AUCiv cocaine(m)TBC(m)

Div
(1)
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concentration-time curve after iv administration of cocaine, Div,
is cocaine dose, and TBC(m) is the total body clearance of the
metabolite after iv administration of cocaine, which is assumed
to be equal to the estimated metabolite TBC after administration
of the preformed metabolite. For ip cocaine administration, the
fraction of the cocaine dose converted to the metabolite (fm) was
also calculated using eq 1 after substituting AUCiv cocaine(m) and
Div by AUCip cocaine(m) and Dip.

Pharmacodynamic AnalysissNeurochemical ResponsesThe
linear pharmacodynamic model was used to describe the relation-
ship between the brain ECF drug concentration and the change
in the brain ECF dopamine concentration. The mathematical
expression that describes the concentration-effect relationship for
the model is the following:

where E is the effect measured as the percent change in dopamine
concentration, E0 is the baseline effect measured as the basal
dopamine concentration, Slope is the percent increase in the
measured dopamine concentration caused by every unit increase
in the brain ECF drug concentration (Cb). In this model, the slope
is a measure of the potency of the drug. The pharmacodynamic
model parameters were estimated by fitting the percent change
in dopamine level and the drug concentration in the brain ECF
at different time points to eq 2. The basal dopamine concentration
was kept constant (100%) during the linear regression analysis.

Cardiovascular ResponsessThe relationship between the plasma
drug concentration and the change in the mean arterial blood
pressure, heart rate, and QRS interval after iv administration of
the four compounds was characterized by the mechanism-based
pharmacodynamic response model as described previously.22,23 The
mathematical expression that describes the model for the change
in the pharmacological response and the drug concentration is the
following:

where R is the observed response (for example the percent change
in mean arterial blood pressure), kin is the apparent zero-order
rate constant for response production, kout is the first-order rate
constant for response dissipation, Imax is the maximum inhibition
of the factor that produces the effect, IC50 is the plasma drug
concentration that leads to 50% inhibition of the factor that
produces the effect, Cp is the plasma drug concentration at the
time of the observed response, and n is the sigmoidicity factor. At
very high drug concentration or at the maximum inhibition, the
maximum response can be estimated as follows22,23

where Rmax is the maximum response and R0 is the basal response
(100%).

The pharmacodynamic model parameters were estimated by
fitting the percent change in each of the monitored cardiovascular
functions and the plasma concentrations of cocaine and its
metabolites at different time points to eq 3. Nonlinear regression
analysis was performed utilizing PCNONLIN.

Statistical AnalysissCocaine and its metabolites were ad-
ministered to the rats in a crossover experimental design. The
estimated pharmacodynamic parameters for the neurochemical
and the cardiovascular effects of each compound were compared
by the paired t test. Also, the effect of alcohol coadministration
with cocaine on the pharmacokinetic parameters of each metabo-
lite were compared by the paired t test. Differences of p < 0.05
were considered significant.

Results
The plasma and the brain concentration-time profiles

of cocaine, benzoylecgonine, norcocaine, and cocaethylene
after a single iv bolus administration are illustrated in
Figure 1. For these four compounds, the plasma concentra-
tion declined biexponentially and the brain ECF concentra-

tion increased rapidly and then declined parallel to the
concentration in plasma during the elimination phase. The
distribution half-lives of cocaine and its metabolites were
not significantly different from each other and they ranged
from 4.48 ( 0.51 to 6.4 ( 1.1 min. On the other hand,
benzoylecgonine had the longest elimination half-life, fol-
lowed by norcocaine, cocaethylene, and cocaine. Ben-
zoylecgonine had the smallest TBC, followed by cocaeth-
ylene, norcocaine, and then cocaine. The brain-to-plasma
distribution ratio, measured as AUCb/AUCp, was the high-
est for cocaethylene, followed by cocaine, norcocaine, and
benzoylecgonine. A summary of the model-estimated phar-
macokinetic parameters of cocaine, benzoylecgonine, nor-
cocaine, and cocaethylene is listed in Table 1.

After iv administration of cocaine, norcocaine, and co-
caethylene, the brain ECF dopamine concentration in-
creased and reached its maximum value within 20-40 min,
then it gradually declined to its baseline value after 2 h
when the brain ECF drug concentration approached zero.
The dopamine concentration-time profile followed the drug
concentration-time profile in the N ACC. Benzoylecgonine,
however, did not cause any significant change in N ACC
dopamine concentration (Figure 2A). The relationship
between the brain ECF drug concentration and the percent
change in dopamine concentration was determined with
the linear pharmacodynamic model. Representative ex-
amples of the linear model-fitted lines in one rat after iv
administration of cocaine, norcocaine, and cocaethylene are
shown in Figure 2B. Norcocaine and cocaethylene were
more potent than cocaine with respect to the neurochemical
effect, and the average model-estimated slopes for these
two compounds were 3.7 and 2.5 times larger than that of
cocaine (Table 2).

The mean arterial blood pressure increased rapidly after
cocaine administration and then declined slowly and did
not return to its baseline value when plasma drug concen-
tration approached zero (Figure 3A). The effect of cocaine
on the mean arterial blood pressure was higher than that
of norcocaine and cocaethylene, however, this difference
was due to the higher cocaine dose. The pharmacodynamic
analysis showed that there was no difference in the
estimated IC50 and Rmax for the effect of cocaine, norcocaine,
and cocaethylene on the mean arterial blood pressure,
which indicates that there is no differences in the potency
and the maximum intrinsic activity of these three com-
pounds (Table 2). Norcocaine and cocaethylene caused
larger reductions in heart rate even though their doses
were 50% lower than that of cocaine (Figure 3B). The
higher potency of these two cocaine metabolites was
reflected in their significantly lower IC50 compared with
that of cocaine (Table 2). For the QRS response, norcocaine
and cocaethylene were more potent than cocaine, as
indicated by their lower IC50 (Table 2). Benzoylecgonine
did not have any significant effect on the mean arterial
blood pressure, heart rate, or QRS interval (Figures 3A-
C). Representative examples of the observed cardiovascular
response values and the indirect pharmacodynamic re-
sponse model-fitted curves for one rat after administration
of cocaine and its metabolites in a crossover experimental
design are shown in Figures 4A-C. All estimated param-
eters of cocaine and its metabolites for the pharmacody-
namic model are summarized in Table 2.

In one of our previous cocaine pharmacokinetic studies,
we administered cocaine iv and ip to rats with and without
alcohol.18 The plasma and brain ECF concentration-time
profiles of cocaine and its metabolites after ip cocaine with
and without the coadministration of alcohol are shown in
Figure 5. After ip cocaine alone, both benzoylecgonine and
norcocaine were detected in the plasma and the brain
(Figures 5A & B). In the presence of alcohol, the pharma-

E ) Eo + slope Cb (2)

dR
dt

) kin - kout(1 -
ImaxCp

n

IC50
n + Cp

n)R (3)

Rmax )
R0

1 - Imax
(4)
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cologically active metabolite cocaethylene was formed and
it was detected in both plasma and the brain (Figures 5C
& D). The effect of alcohol coadministration on the meta-
bolic profile of cocaine was determined utilizing the phar-
macokinetic parameters of cocaine metabolites determined
in the current study, and the results are summarized in
Table 3.

Compared with iv cocaine alone, alcohol coadministra-
tion caused significant inhibition of cocaine metabolism to

benzoylecgonine. This effect is shown in the significant
reduction in benzoylecgonine AUCp and Cp max. Also, the
fraction of the administered cocaine dose converted to
benzoylecgonine was significantly reduced from 0.432 (
0.047 to 0.237 ( 0.038, and the formation clearance of this
cocaine metabolite was decreased from 47.2 ( 4.0 to 27.2
( 4.0 mL/min/kg. Alcohol coadministration also led to a
slight increase in the formation of norcocaine, and coca-
ethylene was formed only when alcohol was administered

Figure 1sPlasma (b) and brain ECF (O) concentration−time profiles of cocaine and its metabolites after administration of 0.02 mmol/kg cocaine iv (A), 0.01
mmol/kg benzoylecgonine iv (B), 0.01 mmol/kg norcocaine iv (C), and 0.01 mmol/kg cocaethylene iv (D) to the rat. (Data presented as mean ± SE; n ) 6 for
cocaine and n ) 9 for the metabolites.)

Table 1sPharmacokinetic Parameters of Cocaine, Benzoylecgonine, Norcocaine, and Cocaethylene after iv Administration of 0.02 mmol/kg of
cocaine and 0.01 mmol/kg of Each of the Cocaine Metabolites to the Rata

administered compound

pharmacokinetic parameter cocaine benzoylecgonine norcocaine cocaethylene

AUCp (nmol‚min/mL) 157 ± 19 720 ± 55 93 ± 15 108 ± 16
AUCb (nmol‚min/mL) 170 ± 23 94 ± 13 78.5 ± 9.6 149 ± 26
AUCb/AUCp 1.18 ± 0.26 0.147 ± 0.032 0.97 ± 0.14 1.44 ± 0.17
TBC (mL/min/kg) 140 ± 19 14.7 ± 1.2 130 ± 19 111 ± 16
Rt1/2 (min) 6.2 ± 1.3 4.48 ± 0.51 6.4 ± 1.1 5.35 ± 0.97
ât1/2 (min) 15.8 ± 1.5 46.7 ± 2.9 38.3 ± 5.1 25.0 ± 3.1
k12 (min-1) 0.025 ± 0.014 0.081 ± 0.013 0.072 ± 0.033 0.097 ± 0.052
k21 (min-1) 0.085 ± 0.018 0.070 ± 0.010 0.087 ± 0.047 0.093 ± 0.033
k10 (min-1) 0.076 ± 0.007 0.041 ± 0.002 0.059 ± 0.004 0.080 ± 0.006
Vc (L/kg) 1.96 ± 0.34 0.364 ± 0.033 2.22 ± 0.30 1.43 ± 0.20
Vdss (L/kg) 2.48 ± 0.60 0.808 ± 0.065 4.06 ± 0.52 2.34 ± 0.31
Vdâ (L/kg) 3.28 ± 0.64 1.00 ± 0.12 6.54 ± 0.84 4.14 ± 0.88

a Values are presented as mean ± SE; n ) 6 for cocaine; n ) 9 for metabolites.
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with cocaine. The fraction of cocaine iv dose converted to
cocaethylene was 0.129 ( 0.031. When cocaine was given
ip, alcohol coadministration caused significant reduction
in benzoylecgonine Cp max. However, no changes were found
in the fraction of the cocaine dose converted to benzoylecgo-
nine. There was about a 40% increase in the formation of
norcocaine, and 15.3 ( 2.9% of the cocaine dose was
metabolized to cocaethylene.

Discussion
In the present study, we investigated the pharmacoki-

netics and pharmacodynamics of cocaine and its three
metabolites simultaneously after iv bolus administration
of these compounds to awake, freely moving rats. Our

results showed that the highly hydrophilic cocaine metabo-
lite benzoylecgonine had the highest AUCp, whereas its
AUCb was the lowest. The brain-to-plasma distribution
ratio of benzoylecgonine was the lowest among the four

Figure 2s(A) The brain ECF dopamine concentration−time profiles after
administration of 0.02 mmol/kg cocaine iv (b), 0.01 mmol/kg benzoylecgonine
iv (O), 0.01 mmol/kg norcocaine iv (1), and 0.01 mmol/kg cocaethylene iv
(3) to the rat. Each point represents the mean from six rats. (B) Representative
examples of the relationship between the percent change in the brain ECF
dopamine concentrations and cocaine (b), norcocaine (1), and cocaethylene
(3) brain ECF concentrations after iv administration of these compounds in
one rat in a crossover experimental design. The symbols represent the
observed values and the lines represent the linear model-fitted curves.

Figure 3sPercent change in the mean arterial blood pressure (A), heart rate
(B), and QRS interval (C) after administration of 0.02 mmol/kg cocaine iv
(b), 0.01 mmol/kg benzoylecgonine iv (O), 0.01 mmol/kg norcocaine iv (1),
and 0.01 mmol/kg cocaethylene iv (3) to the rat. Each point represents the
mean from six rats.
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compounds under investigation. Benzoylecgonine iv ad-
ministration did not have any effect on dopamine levels in
the N ACC or on the monitored cardiovascular functions.
The absence of the CNS effect after an iv bolus dose of

benzoylecgonine may be explained by the low brain distri-
bution of this hydrophilic metabolite because intracere-
broventricular administration of benzoylecgonine has been
shown to produce stimulant effect in awake Sprague-
Dawley rats.12 A previous investigation has shown that
benzoylecgonine can increase the blood pressure after iv
infusion of 0.45 mg/kg/min for 30 min to anesthetized rats;
however, the dose of benzoylecgonine used in that inves-
tigation was much higher than the dose used in our
experiment.11

Cocaethylene has the highest brain-to-plasma distribu-
tion ratio, followed by cocaine, norcocaine, and then ben-
zoylecgonine, which is the same rank order of the lipophi-
licity of these four compounds. This result indicates that
the brain distribution of these compounds is probably via
passive diffusion across the blood-brain barrier. Norco-
caine and cocaethylene administration resulted in higher
dopamine concentration in the N ACC compared with after
cocaine administration. The brain ECF concentration-
neurochemical effect relationships for cocaine, norcocaine,
and cocaethylene after iv administration were best de-
scribed by the linear pharmacodynamic model, even though
we used the sigmoid-Emax pharmacodynamic model to
describe the brain ECF concentration-neurochemical effect
relationship after ip cocaine administration.17 The reason
for this discrepancy is that the iv dose used in the current
investigation was much lower than the ip dose that
resulted in lower brain ECF concentration of cocaine and
its metabolites. It was not possible to characterize the
sigmoid-Emax relationship because all the observed brain
ECF concentrations were in the lower linear portion of this
relationship. The linear pharmacodynamic model showed
that norcocaine and cocaethylene were more potent than
cocaine in dopamine reuptake inhibition. This result was
consistent with the higher dopamine concentrations ob-
served after norcocaine and cocaethylene administration
despite the fact that cocaine dose was twice that of
norcocaine and cocaethylene. This finding indicates that
after cocaine administration with alcohol, despite the lower
concentrations of norcocaine and cocaethylene, these me-
tabolites may be significantly contributing to the observed
neurochemical response to cocaine administration due to

Figure 4sRepresentative examples of the percent change in the time profiles
of the mean arterial blood pressure (A), heart rate (B), and QRS interval (C)
after administration of 0.02 mmol/kg cocaine iv (b), 0.01 mmol/kg norcocaine
iv (1), and 0.01 mmol/kg cocaethylene iv (3) to one rat in a crossover
experimental design. The symbols represent the observed values and the
lines represent the pharmacodynamic model-fitted curves.

Table 2sPharmacodynamic Parameters after iv Administration of
Cocaine (0.02 mmol/kg) and Its Metabolites (0.01 mmol/kg) to the Rat
(Mean ± SE)

compound
pharmacodynamic

parameter cocaine norcocaine cocaethylene

A. neurochemical
Slope (%/nmol/mL) 85 ± 18 314 ± 97b 211 ± 73

B. cardiovascular
mean blood pressure

kout (min-1) 1.38 ± 0.86 1.95 ± 0.93 1.72 ± 0.80
Imax 0.277 ± 0.087 0.231 ± 0.051 0.239 ± 0.094
IC50 (nmol/mL) 8.4 ± 3.1 7.2 ± 3.4 4.7 ± 2.4
Rmax (% of baseline) 152 ± 22 133 ± 8.6 146 ± 24

heart rate
kout (min-1) 3.02 ± 0.77 1.92 ± 0.75 3.44 ± 0.36
Imax

a 0.359 ± 0.072 0.273 ± 0.075 0.45 ± 0.11c

IC50 (nmol/mL) 12.5 ± 4.7 1.83 ± 0.47b 6.6 ± 1.4c

Rmax (% of baseline)a 165 ± 16 147 ± 18 248 ± 69c

QRS interval
kout (min-1) 5.31 ± 0.45 0.94 ± 0.20b 2.91 ± 0.98c

Imax 0.63 ± 0.18 0.26 ± 0.14 0.47 ± 0.13
IC50 (nmol/mL) 14.4 ± 5.0 3.4 ± 1.5 5.8 ± 1.7
Rmax (% of baseline) 490 ± 260 149 ± 35 227 ± 74

a Presented as absolute values. b Significantly different from the cocaine
treatment (p < 0.05, paired t test). c Significantly different from the norcocaine
treatment (p < 0.05, paired t test).
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their higher potency. Also, factors that can alter the
formation of these two metabolites, such as genetic poly-

morphism and drug-drug interactions, may change the
overall neurochemical response to cocaine administration.

Figure 5sPlasma (A, C) and the brain (B, D) ECF concentration−time profiles of cocaine (b), benzoylecgonine (O), norcocaine (1), and cocaethylene (3) after
administration of 0.088 mmol/kg cocaine ip (A, B) and 0.088 mmol/kg cocaine ip plus 5 g/kg alcohol po (C, D) to the rat in a balanced crossover experimental
design. (Data presented as mean ± SE, n ) 8.)

Table 3sCocaine Metabolite Pharmacokinetics after Cocaine iv and ip Administrations Alone or In Combination with Alcohol (Mean ± SE)

pharmacokinetic
parameter

cocaine (iv)
+ NS (po)a

cocaine (iv)
+ alcohol (po)a

cocaine (ip)
+ NS (po)b

cocaine (ip)
+ alcohol (po)b

cocaine
AUCp (nmol‚min/mL) 187 ± 17 174 ± 114 453 ± 35 644 ± 100c

Cp max (nmol/mL) 10.9 ± 1.1 11.0 ± 0.7 12.1 ± 1.4 17.4 ± 3.1c

TBC (mL/min/kg) 118 ± 12 125 ± 12 112 ± 4 106 ± 5
benzoylecgonine

AUCp (nmol‚min/mL) 587 ± 64 420 ± 130c 2000 ± 210 2020 ± 430
Cp max (nmol/mL) 4.33 ± 0.50 1.59 ± 0.27c 15.0 ± 1.8 10.8 ± 2.3c

fm 0.432 ± 0.047 0.237 ± 0.038c 0.326 ± 0.036 0.336 ± 0.071
fm TBC (mL/min/kg) 47.2 ± 4.0 27.2 ± 4.0c 34.9 ± 3.8 33.3 ± 4.3

norcocaine
AUCp (nmol‚min/mL) 2.3 ± 1.2 3.0 ± 1.1 79 ± 19 110 ± 23
Cp max (nmol/mL) 0.155 ± 0.029 0.198 ± 0.044 1.64 ± 0.43 2.41 ± 0.51c

fm 0.015 ± 0.008 0.017 ± 0.007 0.116 ± 0.028 0.162 ± 0.033
fm TBC (mL/min/kg) 1.46 ± 0.74 2.01 ± 0.86 12.4 ± 3.0 16.3 ± 2.7

cocaethylene
AUCp (nmol‚min/mL) 23.2 ± 5.6 122 ± 23
Cp max (nmol/mL) 0.259 ± 0.043 1.78 ± 0.48
fm 0.129 ± 0.031 0.153 ± 0.029
fm TBC (mL/min/kg) 16.2 ± 4.4 15.3 ± 1.9

a Balanced crossover experiment, n ) 12; cocaine dose, 0.02 mmol/kg; alcohol dose, 5 g/kg. b Balanced crossover experiment, n ) 8; cocaine dose, 0.088
mmol/kg; alcohol dose, 5 g/kg. c Significantly different from cocaine + normal saline (p < 0.05, paired t test).

474 / Journal of Pharmaceutical Sciences
Vol. 88, No. 4, April 1999



Analysis of the cardiovascular effects observed after
administration of cocaine and its metabolites showed that
cocaine, norcocaine, and cocaethylene have similar potency
and maximum intrinsic activity on the mean arterial blood
pressure. Both norcocaine and cocaethylene were more
potent than cocaine in reducing the heart rate and prolong-
ing the QRS interval. This result is consistent with the
previous experimental results obtained in vitro using
cardiac myocytes.10,24 Meanwhile, kout was the smallest for
norcocaine, so that the dissipation of the heart rate
response was the slowest when rats were treated with
norcocaine. Norcocaine and cocaethylene also had smaller
kout values compared with cocaine, which means slower
dissipation of the QRS response after administration of
these two compounds. These pharmacodynamic results
were consistent with the pharmacokinetic findings because
norcocaine and cocaethylene have longer elimination half-
lives and lower TBCs when compared with cocaine. The
pharmacodynamic model-predicted higher potency of co-
caethylene and norcocaine with respect to their effect on
heart rate is consistent with the higher responses observed
after administration of these two metabolites. These find-
ings indicate that norcocaine and cocaethylene should be
contributing to the cardiovascular responses to cocaine
administration because of their higher potency.

The fraction of the cocaine iv dose converted to ben-
zoylecgonine was reduced by >50% when iv cocaine was
administered with alcohol. However, the formation of
benzoylecgonine was not reduced after ip administration
of cocaine with alcohol. The difference in the fraction of
the iv and the ip doses of cocaine metabolized to ben-
zoylecgonine (0.43 for iv versus 0.33 for ip) indicates that
less benzoylecgonine is formed during the presystemic
metabolism of cocaine compared with the systemic me-
tabolism of cocaine. Coadministration of alcohol results in
increased cocaine bioavailability after ip administration,
which will lead to the formation of more benzoylecgonine
and may mask the effect of alcohol coadministration on
benzoylecgonine formation. This result may explain the
small difference in the fraction of cocaine dose metabolized
to benzoylecgonine after cocaine ip alone and after cocaine
ip and alcohol.

Norcocaine formation after ip cocaine administration was
≈8 times more than that after iv cocaine administration.
This difference may be caused by more norcocaine forma-
tion during the presystemic metabolism when cocaine was
given ip. The reason for this result is that the formation of
norcocaine is catalyzed by either cytochrome P-450 en-
zymes (CYP2B and CYP3A subfamilies) or FAD-containing
monooxygenase.3 These enzymes, especially the CYP3A
subfamily, have different expressions and activities in the
gut and liver isoforms.25 Norcocaine formation increased
by 10 and 40% due to alcohol coadministration with iv and
ip cocaine administration, respectively. Our pharmacody-
namic analysis showed that norcocaine is more potent than
cocaine in its neurochemical, heart rate, and QRS interval
effects. Norcocaine AUC in plasma was ≈1-2% as large
as cocaine AUC after iv cocaine administration and was
≈17% as large as cocaine AUC after ip cocaine administra-
tion. Because of the higher potency of norcocaine this
metabolite significantly contributes to the observed neu-
rochamical and cardiovascular effects after ip cocaine
administration because 11-16% of cocaine dose is con-
verted to norcocaine. However, after iv cocaine administra-
tion, which is the route of administration relevent to
human cocaine abuse, the contribution of norcocaine to the
neurochamical and cardiovascular effects may not be
significant because only 1-2% of the administered iv
cocaine dose is converted to norcocaine.

The hepatotoxicity of norcocaine is believed to be the
result of its further oxidative metabolism by CYP2Bs,
either through redox cycling between N-hydroxynorcocaine
and norcocaine nitroxide or the production of an unidenti-
fied reactive metabolite.5,26 The hepatic toxicity of norco-
caine may be synergized by alcohol because both of these
drugs act on the central lobular area of the liver.27 In
addition to potentiation of cocaine-induced hepatocellular
toxicity through CYP2E1-dependent oxidative stress, al-
cohol could also enhance cocaine bioactivation through
induction of other P-450 enzymes, such as the CYP2B and
3A subfamilies.26,28 In our investigation, the increase in
norcocaine formation due to a single dose of alcohol was
≈10% after iv cocaine administration and 40% after ip
cocaine administration. This difference may indicate that
the increase in cocaine hepatotoxicity when given in
combination with alcohol is not exclusively dependent on
the increased norcocaine formation especially after iv
cocaine administration.

Approximately 13 to 15% of the cocaine doses were
converted to cocaethylene when cocaine was administered
iv or ip in combination with alcohol. Presystemic and
systemic metabolism led to similar fractional conversion
of cocaine to cocaethylene. Our pharmacodynamic analysis
showed that cocaethylene is ≈2-3 times more potent than
cocaine in its neurochemical, heart rate, and QRS interval
effects. The pharmacokinetic analysis showed that coca-
ethylene AUC in plasma and brain were ≈15-20% as large
as those of cocaine after administration of cocaine and
alcohol. Because of its higher potency, cocaethylene should
be significantly contributing to the pharmacological effects
observed in response to combined cocaine and alcohol
administration even if cocaethylene concentration in brain
and plasma is much lower than that of cocaine.

In conclusion, benzoylecgonine does not possess any
significant CNS or cardiovascular activities after iv ad-
ministration with the dose used in our investigation.
Norcocaine and cocaethylene are more potent than cocaine
with respect to their neurochemical, heart rate, and QRS
interval effects. However, cocaine, norcocaine, and coca-
ethylene are equipotent with respect to their effect on the
mean arterial blood pressure. Alcohol coadministration
causes the formation of the pharmacologically active
metabolite cocaethylene, reduces the formation of the
inactive metabolite benzoylecgonine, and increases the
formation of norcocaine. Because of its higher potency,
cocaethylene should have significant contribution to the
observed pharmacological effects after administration of
cocaine and alcohol. Also, modification of the cocaine
metabolic profile, such as that due to drug-drug inter-
actions, can lead to significant modification of the observed
cocaine pharmacological effects. Because our investigation
has been performed in rodents and differences in cocaine
pharmacokinetics and pharmacodynamics in different spe-
cies have been reported, the clinical significance of these
finding warrants further investigation.
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Abstract 0 The effect of calcium ions on the structure and stability
of recombinant human DNase I (rhDNase) in the aqueous and solid
(lyophilized) states was investigated. Fourier transform infrared (FTIR)
spectroscopy was used to examine the overall secondary structure,
while chemical stability was monitored in terms of deamidation and
soluble aggregate formation at 40 °C. The exogenous calcium was
removed by EGTA. This process can remove all but approximately
one calcium ion per protein molecule. Analysis of the FTIR spectra in
the amide III region in either the aqueous or lyophilized state
demonstrated that removal of exogenous Ca2+ by EGTA-treatment
had little effect on the secondary structure (and lyophilization-induced
rearrangement thereof). For the aqueous solution, circular dichroism
was used as an independent technique and confirmed that there was
no large overall change in the secondary or tertiary structure upon
the removal of calcium. The primary degradation route for the aqueous
protein was deamidation. For the EGTA-treated protein, there was
also severe covalent aggregation, e.g., formation of intermolecular
disulfides facilitated by the cleavage of Cys173-Cys209. The ag-
gregates exhibited a markedly different secondary structure compared
to the native protein. For instance, the â-sheet band observed at ca.
1620 cm-1 wavenumber in the amide I second derivative spectra
was increased. Enzymatic activity was completely lost upon aggrega-
tion, consistent with the cleavage of the aforementioned native disulfide.
For the protein lyophilized in the presence of Ca2+, there was no
increase in deamidated species during solid-state storage; however,
some aggregation was observed. For the lyophilized EGTA-treated
protein, aggregation was even more pronounced, and there was some
loss in enzymatic activity upon reconstitution. Thus, the removal of
calcium ions by EGTA-treatment decreased the stability of rhDNase
in both the aqueous and solid states even though no large overall
calcium-induced structural changes could be observed by the
techniques used in this study.

Introduction

It has been established that divalent metal cations,
particularly Ca2+, play an important role in the structure
and function of deoxyribonuclease I (DNase).1 For the
bovine-derived molecule (bDNase), it was shown that the
removal of Ca2+ from aqueous solution induced changes in
the secondary structure, as evidenced in the far-UV circular
dichroism spectrum, although no change was seen by
sedimentation velocity analysis.2 In addition, the presence
of Ca2+ has been shown to increase bDNase’s resistance to
proteolysis (e.g., by trypsin),2,3 play a role in refolding the
reduced protein,4 and impart stability toward pH-induced

structural alterations.5 The biological activity of bDNase
is lost upon the removal of calcium ions.1,6 According to
Price,7 bDNase has two strongly binding Ca2+ sites and
several weakly binding ones. Similar results have demon-
strated the importance of Ca2+ for the structure and
function of the homologous recombinant human form of
DNase (rhDNase).8

Suck and co-workers9-11 have examined the structure
of bDNase by X-ray crystallography. The protein has a
mixed R/â composition, with a hydrophobic core of two, six-
stranded â-pleated sheets flanked by R-helices and exten-
sive loop regions. The electron density map also revealed
two Ca2+ bound to the native protein, one located in a
flexible loop formed by residues Gly100 to Gly105, and
another in the loop formed by residues Asp201 to Cys209.
Both sites are located in proximity to cystine bridges, one
between Cys101 and Cys104 and the other between Cys173
and Cys209. The latter disulfide bridge, which is essential
for enzymatic activity, is protected against reduction in the
presence of Ca2+.4 It was hypothesized that the stabilizing
effects of Ca2+ were due to configurational restraints
imposed by binding of the cation in the flexible loop
regions.9,10 The putative catalytic Ca2+ binding site is
located in the proximity of residues Glu78 and His134 at
the active center.11 The X-ray crystal structure of rhDNase
has also been determined and is very similar to the bovine
form.8,12

In the present investigation, we have focused on the
effect of removal of exogenous Ca2+ on rhDNase structure
and biochemical stability, in particular, aggregation and
deamidation. The protein was studied both in aqueous
solution and the freeze-dried form. The latter is often
considered as a common dosage for biopharmaceuticals
since many deleterious processes are retarded upon the
removal of water (and thus shelf life can be extended).13

The data reveal that the influence of Ca2+ on the rhDNase
molecule observed for the aqueous solution also persists
following lyophilization and storage in the solid state.

Materials and Methods

MaterialssrhDNase (a glycosylated protein with MW ∼ 32.7
kDa) was produced at Genentech, Inc. (South San Francisco).
Deamidation is the major route of degradation of the protein in
aqueous solution. The degradation happens during the manufac-
turing process, resulting in the starting material with ∼60%
deamidation. All other chemicals were of reagent grade and
purchased from commercial suppliers.

Protein LyophilizationsrhDNase was provided in an aque-
ous solution consisting of ∼18 mg/mL protein, 150 mM NaCl, and
1 mM CaCl2 at pH ∼ 6.5 ( 0.5. To remove calcium ions, this
solution was exhaustively dialyzed against 1 mM EGTA (pH ∼
6.5 ( 0.5) at 5 °C. It should be noted that it is difficult to completely
remove bound Ca2+, and even after exhaustive dialysis against
the chelating agent, there is approximately one calcium ion bound
per rhDNase molecule.8 Samples were filtered (0.22 µm, Millipore-
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GV) and filled (2 mL) in 3-cc glass vials. The lyophilization cycle
consisted of freezing for 4 h at -55 °C, followed by drying at a
chamber pressure of 50 µm Hg and a shelf temperature which was
ramped at a rate of 10 °C/h to a maximum of 25 °C and held for
50 h. A Leybold (Germany) model GT20 freeze-dryer was used.
The moisture content of lyophilized samples was 6 ( 3%. There
was no observed moisture transfer from the stoppers during
storage (7 ( 2% after incubation for 24 months at 15 °C).

Determination of rhDNase AggregationsSize exclusion
chromatography (SEC) was used to monitor protein monomer,
fragments, and soluble aggregates. A Hewlett-Packard 1090L
system was used with a silica-based TSK Gel2000SWxl column
(Tosohaas, Japan). Sample loadings were approximately 50 µg,
and the flow rate for the mobile phase (phosphate-buffered saline;
5 mM sodium phosphate, pH 7.3, and 150 mM NaCl) was 0.5 mL/
min. Molecular weight standards (BioRad) consisting of thyro-
globulin (670 kDa), γ-globulin (158 kDa), ovalbumin (44 kDa),
myoglobulin (17 kDa), and cyanocobalamin (1.35 kDa) were used
to calibrate the column. Silver-stained SDS-PAGE, under both
reducing and nonreducing conditions, was employed to further
examine protein fragments, monomer, and aggregates.

Determination of rhDNase DeamidationsThe extent of
deamidation of rhDNase was measured using tentacle ion-
exchange chromatography.14 Samples (∼50 µg) were loaded on a
LiChrosphere column (EM Separations) equilibrated with 1 mM
CaCl2, 0.1% acetate buffer, pH 4.7, and eluted with a linear
gradient of 0-50% of 1 M sodium chloride in the same buffer. The
flow rate was 0.8 mL/min.

Enzymatic Activity AssaysMeasurement of rhDNase enzy-
matic activity was accomplished via a colorimetric method (using
DNA complexed with methyl green as a substrate).15 The activity
of experimental samples was determined (in triplicate) relative
to a rhDNase standard. Data are expressed as % specific activity,
i.e., concentration of rhDNase determined by activity assay divided
by that based on UV absorption of the sample.

Circular Dichroism (CD)sCD spectra were measured and
analyzed as described previously.8 All spectra were taken at a
concentration of ∼0.6 mg/mL rhDNase at room temperature using
an Aviv 60DS spectropolarimeter. A 1-cm cylindrical cell was used
for CD measurement above 250 nm with a 5-s averaging time for
each data point taken at 0.5 nm interval and bandwidth of 0.2
nm. A 0.01-cm cell was used for CD measurement below 250 nm
with a 5-s averaging time for each data point taken at 0.5 nm
interval and bandwidth of 1.5 nm. Ellipticity values were converted
to mean residue weight ellipticity using a mean weight of 112.8
for the protein.

Fourier transform Infrared (FTIR) Spectroscopy and
Estimation of Secondary StructuresFTIR spectra were mea-
sured using an ATI-Mattson Galaxy 5022 IR spectrophotometer
as described previously.16 A total of 256 scans at 4 cm-1 resolution
using Happ-Ganzel apodization were averaged to obtain each
spectrum. Aqueous samples were measured using a 15-µm spacer
between CaF2 windows in a liquid cell (Spectra-Tech). The
spectrum of pure water was subtracted out using Nicolet OMNIC
3.1 software in order to obtain the pure aqueous protein spectrum.
Lyophilized samples were measured as KBr pellets (∼1 mg of
protein per 200 mg of KBr, pressure into a pellet at 5 kpsi
compaction pressure); these conditions were shown not to induce
any artifactual alterations in rhDNase secondary structure.16

Spectra were analyzed by second derivatization (with smoothing
equivalent to an approximate 10 cm-1 span) to determine the
number of spectral bands and their approximate locations (OMNIC
3.1 software). Using this information as a starting point, the
original spectra in the amide III region (1320-1220 cm-1) were
Gaussian curve-fitted using GRAMS/32 software (Galactic Indus-
tries), following the strategy detailed by Griebenow and Klibanov.17

The secondary structure contents were calculated from the areas
of the individual assigned bands and their fraction of the total
area in the amide III region.16,17 Data are presented as the average
and deviation of at least three determinations. Secondary structure
was also assessed and confirmed by qualitative examination of
the second derivative amide I spectra (1700-1620 cm-1).18

Results and Discussion
Effect of Ca2+ on Secondary Structure of rhDNase

by Fourier transform Infrared (FTIR) Spectroscopys

Recently, we examined the structure of rhDNase employing
Fourier transform infrared (FTIR) spectroscopy, which
allows for estimation of protein secondary structure in both
aqueous and solid states.16 It was seen that there was a
dehydration-induced structural change, specifically a loss
in R-helix and increase in â-sheet structures. Such alter-
ations may be a common occurrence for proteins upon the
removal of water.17,18 In the present investigation, we have
further extended FTIR spectroscopy to examine the effect
of removing exogenous calcium ions on the protein struc-
ture in aqueous solution and also upon drying.

The FTIR spectrum, in the conformationally sensitive
amide III region,17 was measured for rhDNase in aqueous
solution following EGTA-treatment to remove exogenous
calcium ions (Figure 1A). The spectrum appears very
similar to the protein in aqueous solution containing
calcium ions, as presented earlier.16 The amide I second
derivative spectrum (Figure 2A) shows similar numbers
of peaks and peak positions, but slightly different peak
intensities, as for the spectrum for rhDNase with calcium
reported previously.16 To quantitate the structure in terms
of the overall secondary structure, Gaussian curve-fitting
of the original amide III spectra was employed.17 A sum-
mary of the data is presented in Table 1 and shows that

Figure 1sIR spectra for rhDNase I in the amide III region and their Gaussian
curve-fitting: (A) in aqueous solution (EGTA-treated, no incubation); (B) in
the lyophilized powder (EGTA-treated, no incubation); (C) deamidated form
(aqueous protein incubated in 1 mM CaCl2 for 120 days at 40 °C); (D)
aggregated form (aqueous EGTA-treated protein incubated in the absence of
exogenous calcium ions for 120 days at 40 °C). The solid and dotted curves
represent the superimposed original spectra and curve-fit, and the dashed
curves are individual Gaussian bands.

Figure 2sInverted second derivative of the amide I IR spectra of rhDNase
I: (A) in aqueous solution (EGTA-treated, no incubation); (B) lyophilized
untreated power (solid line), and lyophilized EGTA-treated power (dotted line)
(no incubation for either sample); (C) deamidated form (aqueous protein
incubated in 1 mM CaCl2 for 120 days at 40 °C); (D) aggregated form (aqueous
EGTA-treated protein incubated in the absence of exogenous calcium ions
for 120 days at 40 °C).
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removal of exogenous calcium had little effect on the overall
secondary structure. The mixed R/â secondary structure
estimated from the amide III FTIR spectra is in agreement
with that predicted from consideration of the X-ray crystal
structure of native rhDNase,8,12 which is similar to
bDNase.9-11 As an independent method, we also employed
circular dichroism (CD) to examine the structure of rhD-
Nase in aqueous solution (data not shown). The secondary
structure of rhDNase in the presence and absence of
calcium as revealed by the far-UV CD were the same.
Furthermore, the near-UV CD indicated that there was no
change in the tertiary structure for the protein in the
presence and absence of calcium ions. Therefore, data from
two independent techniques, FTIR spectroscopy and CD,
indicate that the removal of calcium does not affect the
solution structure of rhDNase.

It is intriguing that a previous study on bDNase con-
cluded that there was some change in the protein confor-
mation upon addition of calcium based on circular dichro-
ism (CD) data.2 It was found that the addition of calcium
(10-4 to 10-2 M) to bDNase resulted in an intensification
of the CD bands with major peaks centered at 275 and 284
nm. It was also found that as the pH was decreased (from
pH 8 to pH 3), the change in the CD spectrum (change in
ellipticity at 215 nm) induced by 10-3 M CaCl2 was
eliminated. It was hypothesized that the affinity of bDNase
for binding calcium was greatly decreased due to protona-
tion of the amino acid side chains involved in binding
calcium.2 The explanation for the difference in the effect
of calcium observed for rhDNase herein compared to the
earlier bDNase study is uncertain. The two protein forms
have a high structural homology, including the ability to
bind calcium ions.1,8-12 In our current study, we started
with rhDNase in the presence of 1 mM CaCl2. Even after
exhaustive dialysis in the presence of the chelating agent
EGTA, there is still approximately one calcium ion bound
per rhDNase molecule.8 In the bDNase study, no informa-
tion was provided regarding the calcium level of the
starting material. It is possible that the binding of calcium
is less strong for bDNase, leading toward a more complete
removal. A direct comparison of rhDNase and bDNase
starting from the same, known level of calcium on the
protein is necessary to shed light on this issue.

Chan et al.20 have studied the thermal denaturation of
rhDNase as a function of calcium ion concentration by
solution differential scanning calorimetry (DSC). It was
found that there was a significant increase in Tm and Hm
(putative “melting” temperature and enthalpy correspond-
ing to an endothermic event associated with protein
denaturation) as the exogenous calcium ion concentration
was increased. Furthermore, this event was associated with
unfolding and irreversible aggregation of rhDNase. It was
hypothesized that the effect was due to stabilization of

rhDNase structure in its native state and protection of
disulfides near calcium binding sites (which may be
involved in aggregation via intermolecular disulfide forma-
tion). The latter effect has been well-established for bDNase
and is also likely to play a role in the thermal denaturation
of rhDNase. The former effect, if true, may be minor since
there was quantitatively a similar percentage of ordered
secondary structures found for the protein in the presence
of calcium and following EGTA-treatment. It should be
noted that such solution DSC studies, while valuable in
obtaining information regarding denaturation at elevated
temperatures, cannot necessarily be used as an indication
of stability in aqueous solution at lower temperatures, or
upon freeze-drying. The binding of calcium may stabilize
rhDNase via mediation of the free energy of denaturation.
For the classic, native-to-denatured state transition, the
native state would be favored (lowered free energy) if it
binds calcium more strongly than the denatured state. This
view is consistent with an increase in Tm, without calcium-
induced changes in protein conformation at lower (e.g.,
ambient) temperatures.

Next, we examined the secondary structure of solid
(lyophilized) rhDNase. The amide III spectra (Figure 1B
depicts data for the protein that was EGTA-treated prior
to freeze-drying) clearly indicate that some structural
perturbations occurred upon drying. These alterations were
quantified by curve-fitting of the original spectra, as
summarized in Table 1. It can be seen that there was a
significant decrease in R-helical structures and increase in
â-sheets for the EGTA-treated protein. To further confirm
this change, we also examined the second-derivative amide
I spectra for the aqueous (Figure 2A) and lyophilized
(dashed line in Figure 2B) EGTA-treated protein. These
data also reveal alterations upon lyophilization, in par-
ticular, augmentation of the band centered at approxi-
mately 1691 cm-1, which likely indicates increased â-sheets
in the solid state as a result of increased protein-protein
interactions.18 The nature and extent of the drying-induced
structural alterations for the lyophilized EGTA-treated
protein were similar to that for rhDNase freeze-dried from
aqueous solution containing 1 mM calcium chloride (Figure
2).16

Therefore, although calcium ions increase rhDNase
structural stability with respect to thermal unfolding, there
was little effect on the stability toward dehydration-induced
structural perturbation. This result is similar to that
presented in a previous investigation of the enzyme
lysozyme.21 In that study, the protein lyophilized from a
series of pHs from 1.9 to 5.1, corresponding to a wide range
in Tm values from 45 °C to 75 °C (determined by solution
DSC), exhibited very similar structural rearrangements
upon lyophilization (estimated from FTIR spectra in the
amide III region).21

Effect of Ca2+ on Protein Stability in the Aqueous
and Lyophilized StatessAs described by Shire,8 the
dominant degradation pathway for rhDNase in current
liquid formulation is deamidation of Asn74. The pseudo-
first-order rate constants are not affected by the starting
levels of deamidation of the protein (data not shown).
Furthermore, deamidation, which results in partial loss of
the enzymatic activity, does not significantly alter the
protein’s structure, as evidenced in the far- and near-UV
CD.8

Figure 3A depicts data for the deamidation of rhDNase
in aqueous solution at the accelerated stability condition
of 40 °C. This condition is well below the Tm for rhDNase,
even in the absence of calcium ions.20 As expected, based
on previous data,8 the molecule readily deamidated. The
starting material was already largely deamidated (about
60%), and complete deamidation was observed after 120

Table 1sFTIR Analyses of Various rhDNase I Samplesa

secondary structure (%)

sample R-helix â-sheet otherb

aqueous solution, with Ca2+,c,d 21 ± 2 23 ± 3 56 ± 6
aqueous solution, EGTA-treated 20 ± 2 26 ± 2 54 ± 3
lyophilized, with Ca2+,d 13 ± 2 41 ± 3 46 ± 2
lyophilized, EGTA-treated 14 ± 2 45 ± 3 41 ± 3
deamidated forme 21 ± 1 25 ± 2 54 ± 2
aggregated formf 10 ± 1 44 ± 4 46 ± 3

a The secondary structure of rhDNase was calculated by Gaussian curve-
fitting the original amide III spectra. b Other secondary structure includes
random coil and turns, and extended chains. c The aqueous solution contained
1 mM calcium chloride. d Data from ref 16. e Aqueous protein incubated in 1
mM CaCl2 for 120 days at 40 °C. f Aqueous EGTA-treated protein incubated
in the absence of exogenous calcium ions for 120 days at 40 °C.
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days at 40 °C for the protein in the presence of 1 mM CaCl2
(dashed line in Figure 3A). For this latter sample, which
was fully deamidated (and did not exhibit any significant
aggregate formation as discussed below), we measured the
amide III FTIR spectra (Figure 1C) and estimated the
secondary structure (Table 1), in addition to qualitative
inspection of the amide I second derivative spectra (Figure
2C). Despite the conversion of asparagine to isoaspartate
(i.e., the placement of an extra methylene group in the
peptide backbone), there was no difference in the secondary
structure, consistent with previous data obtained by CD.8

Deamidation was then monitored for the EGTA-treated
protein which was incubated in aqueous solution without
calcium ions (solid line in Figure 3A). In the absence of
calcium, the degradation occurred even more rapidly
compared to the protein in the presence of calcium ions.
There was nearly complete deamidation seen after only a
10-day incubation at 40 °C. This result is different from
that observed previously under a milder condition.8 In that
investigation, rhDNase was treated with EDTA to remove
calcium and reformulated in isotonic 10 mM phosphate
buffer. Deamidation of rhDNase under this condition did
not increase significantly compared to untreated samples
over ∼0.5 year stored at 25 °C.8

We also examined the protein by size-exclusion chroma-
tography (SEC), which was useful in detecting soluble
aggregate formation. For the protein in the aqueous
solution of 1 mM CaCl2, there was virtually no aggregation
observed by SEC, even after 120 days at 40 °C (filled
symbols in Figure 4A). However, for the case of the protein
in aqueous solution in the absence of calcium, there was
rapid deterioration, with nearly complete aggregation
following only 30 days of incubation (open symbols in
Figure 4A).

Therefore, the data show that the removal of calcium
ions results in increased rates of both deamidation and
soluble aggregate formation in aqueous solution. These
findings are consistent with results of bDNase, demon-
strating that the removal of calcium was associated with
increased rates of proteolysis (e.g., by trypsin),2,3 suscep-
tibility toward pH-induced structural alterations,5 and
reduction of the Cys173-Cys209 disulfide.4 The latter may
play a role in covalent aggregation via intermolecular
disulfide formation. Majority of aggregates as observed by
SDS-PAGE were dissociable in the presence of free thiol

agent (data not shown). Therefore, these aggregates were
linked by disulfides.

Since reduction of the Cys173-Cys209 disulfide is known
to affect the enzymatic activity, we used the methyl green
assay15 to probe the integrity of the active site of the
molecule. For the protein in aqueous solution containing 1
mM calcium chloride, there was a substantial drop in
activity, up to about 40% loss after 120 days at 40 °C (Table
2), even though there was no significant aggregation
observed (Figure 4A). In this case, the drop in activity is a
result of increased deamidation (Figure 3A), which is
known to result in decreased activity.8

If the disulfide bridge Cys173-Cys209 had been cleaved
for aqueous rhDNase in the absence of calcium ions, then
it follows that the enzymatic activity would be lost, based
on observations for the bovine-derived protein.4 Thus, we
measured the enzymatic activity of the EGTA-treated
protein in aqueous solution without calcium ions. As
predicted, there was over 90% loss of enzymatic activity
after only 30 days of incubation (Table 2), concomitant with
the aggregation of the molecule (Figure 4A). These data,
along with the confirmation of the presence of disulfides
in the rhDNase aggregates, strongly support the view that
removal of calcium from binding sites near native disulfides
made these areas more susceptible to cleavage and ulti-
mately intermolecular bond formation. The increased
susceptibility toward deamidation in the absence of calcium
may be linked to increased configurational freedom as a
result of the disulfide cleavage and/or exchange.

It was interesting to also examine the secondary struc-
ture of the rhDNase aggregates (generated by incubation
of EGTA-treated protein for 120 days in aqueous solution).
To this end, we measured the amide III FTIR spectra for
the rhDNase aggregates (Figure 1D) which showed sig-

Figure 3sDeamidation of rhDNase at 40 °C: (A) in aqueous solution: solid
line depicts data for untreated protein in the presence of 1 mM CaCl2 and
dashed line represents EGTA-treated protein in the absence of exogenous
calcium ions (note that all error bars are too small to be seen); and (B) in the
lyophilized untreated powder (open symbols) and lyophilized EGTA-treated
powder (filled symbols).

Figure 4sAggregation of rhDNase at 40 °C: (A) in aqueous solution; (B) in
the lyophilized powder. Filled symbols depict data for untreated protein in the
presence of 1 mM CaCl2, and open symbols represent EGTA-treated protein
in the absence of exogenous calcium ions (note that all error bars are too
small to be seen).

Table 2sEnzymatic Activities of Various rhDNase I Samplesa

enzymatic activity
after incubation at 40 °C forb

sample 0 days 30 days 120 days

aqueous solution, with Ca2+,c 100 ± 12 67 ± 5 58 ± 2
aqueous solution, EGTA-treated 90 ± 9 <9 <6
lyophilized, with Ca2+ 100 ± 13 89 ± 4 89 ± 2
lyophilized, EGTA-treated 92 ± 6 75 ± 6 53 ± 5

a Enzymatic activity was determined by the methyl green assay. b Data
are expressed as % specific activity, or the amount of protein determined by
the activity assay divided by that based on UV absorption of the sample.
c The aqueous solution contained 1 mM calcium chloride.
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nificant perturbation compared to the protein prior to
incubation, particularly an increase in the â-sheet band
centered at approximately 1238 cm-1 (Figure 1D). Estima-
tion of the secondary structure (Table 2) confirmed that
there was an increase in the overall â-sheet content in the
aggregates. Protein aggregates tend to have increased
â-sheet contents, largely intermolecular in nature.18 This
was also confirmed in the amide I second derivative spectra
(Figure 2D) which exhibited a band at ∼1620 cm-1. It has
been reported that this band indicates the presence of
intermolecular aggregates, and has been correlated with
protein aggregation.18

Having established the influence of calcium ions on the
solution structure/stability of rhDNase, we then next
examined the lyophilized form of the protein. Generally,
proteins exhibit superior stability in the dehydrated state
due to several factors, such as the increase in molecular
rigidity upon dehydration, which should retard deleterious
reactions.22,23 The level of deamidation (Figure 3B) shows
that there was no significant increase in the extent of
deamidation, regardless of the absence of calcium. This
result may stem from the fact that deamidation is a
hydrolytic process, i.e., requires water;24 it is logical then,
that removal of water would coincide with reduction of
deamidation.

Figure 4B depicts the formation of aggregates for rhD-
Nase in the solid state. It can be seen that for the protein
lyophilized from the aqueous solution containing Ca2+,
there was slight aggregation (∼7% after 120 days at 40
°C). Note that under this condition in aqueous solution,
there was essentially no aggregation observed. Therefore,
from the standpoint of intermolecular processes, i.e., ag-
gregation, the protein exhibited inferior stability in the
solid compared to the aqueous state; the reverse was true
for the intramolecular process of deamidation. This finding
is consistent with the view that the proximity of protein
molecules in the dried state facilitates intermolecular
pathways over intramolecular ones.25

For the EGTA-treated protein, the extent of solid-state
aggregation was more substantial (Figure 4B), although
not as severe as observed for the aqueous solution (Figure
4A). Thus, in this case (EGTA-treated), superior stability
was observed for the lyophilized protein. As expected, there
was also significant loss in rhDNase enzymatic activity for
the EGTA-treated protein (Table 2), whereas there was
little change for the protein lyophilized from 1 mM CaCl2.
From the data it is clear that the activity loss does not
directly correspond to the loss of monomer, suggesting that
some monomers have become inactivated (e.g., cleavage of
Cys173-Cys209). As was the case for the protein aggregates
in aqueous solution, the aggregates generated in the solid-
state had over 50% disulfide-bonded character, as revealed
by reducing and nonreducing SDS-PAGE.

The data clearly demonstrate that the removal of calcium
destabilizes rhDNase in the solid state. This result is
intriguing considering the conjecture that protein biochemi-
cal stability is linked to the glass transition temperature
(Tg) of the formulation.24 Although it is difficult to measure
the Tg for pure proteins,26 it is expected that the Tg for
rhDNase is much higher than that of calcium. Therefore,
removal of calcium should raise the Tg, yet the data show
that rhDNase stability was decreased. The other compo-
nent present in our system, namely water, also has a very
low Tg and is known to destabilize proteins.22,23 Another
possibility to explain the effect of calcium is that its
removal results in increase in residual moisture level and/
or increase in moisture over storage (e.g., moisture transfer
from the lyophilization stopper). To check this, we mea-
sured the moisture levels of lyophilized rhDNase in the
presence and absence of calcium after a storage period of

24 months at 15 °C. We found there was no significant
difference in moisture levels between the samples in the
presence and absence of calcium. In addition, the average
moisture level (n ) 10) was found the same as previous
data,16 suggesting that no moisture transferred from the
stopper over time. These data strongly suggest that for the
case of rhDNase the stabilizing influence of calcium is due
to some specific effect (e.g., binding) rather than mediated
by influence on the Tg of the system.

In addition to the formulation, the reconstitution me-
dium may also affect protein stability. For instance, Zhang
et al.27 have studied the effect of additives in the reconsti-
tution medium on aggregation and activity of lyophilized
recombinant interleukin-2 and ribonuclease A. It was found
that additives such as 0.05% sodium polyphosphate or 0.5%
sulfated â-cyclodextrin increased recovery of activity of
RNase (from 62% to 97% and 77%, respectively) after
storage of the lyophilized proteins for three weeks at 45
°C. In the current investigation, we tested whether the
addition of calcium in the reconstitution medium (but not
the dried formulation) could influence rhDNase stability.
EGTA-treated samples were stored for 2 years at 40 °C
and then reconstituted in the absence and presence of
calcium (1 mM CaCl2). The data revealed the same activity
loss, 60 ( 2% vs 55 ( 5%, and increase in aggregates, 17
( 1% vs 15 ( 2% for the protein reconstituted in the
absence and presence of calcium, respectively. This ex-
cludes the possibility that rhDNase is stabilized solely by
calcium binding during the reconstitution step.

Both EGTA-treated and nontreated rhDNase exhibited
similar alterations in their structure upon lyophilization
as determined by FTIR spectroscopy, yet the two had
different stability. This suggests that the predominant
mechanism of solid-state instability, aggregation, did not
depend on the overall secondary structure. If similar
mechanisms hold for the aqueous and solid states, then it
is likely that the local structure near a labile site, for
instance, Cys173-Cys209, is influenced by calcium ions
(such an effect is not detectable by examination of overall
secondary structure by FTIR spectroscopy).

In summary, this investigation reports the effect of
calcium ions on the structure and stability of rhDNase in
the aqueous and solid (lyophilized) states. The data reveal
that the removal of calcium ions by EGTA-treatment had
little effect on the secondary structure (and lyophilization-
induced rearrangement thereof) as determined by FTIR
spectroscopy. The CD spectra also confirmed that the
removal of calcium did not alter the secondary or tertiary
structure for the aqueous protein. The primary degradation
route for the aqueous protein at 40 °C was deamidation.
There was also rapid aggregation observed for the aqueous
EGTA-treated protein, presumably via a mechanism not
related to the overall structure, but rather a labile site,
e.g., reduction of Cys173-Cys209. For the protein lyophi-
lized in the presence of calcium, there was some aggrega-
tion observed at 40 °C; thus the solid-state stability was
actually worse than that in aqueous solution. For the
EGTA-treated protein lyophilized in the absence of calcium,
solid-state aggregation was much more pronounced com-
pared to protein in the presence of calcium. Thus, the
removal of calcium ions by EGTA-treatment has a similar
effect on the structure and stability of rhDNase in both
the aqueous and solid states.
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Abstract 0 Ethoxylated alcohols are widely used as surfactants. In
the present study we have continued our investigations on the
degradation with time upon air exposure of the ethoxylated alcohols
at normal storage and handling. As a result, a new group of ethoxylated
formates with the general formula C12H25(OCH2CH2)nOCHO (n ) 0−4)
was identified in C12H25(OCH2CH2)5OH stored and handled at room
temperature. To facilitate the identification work, reference compounds
were synthesized. The formates showed no allergenic activity in the
sensitization studies performed. In previous investigations on the same
ethoxylated alcohol, we have identified formaldehyde and ethoxylated
aldehydes among the oxidation products formed. Formaldehyde is a
common contact allergen, and the ethoxylated aldehydes were shown
to have a sensitizing capacity of the same magnitude as formaldehyde.
The instability of the ethoxylated alcohols and formation of oxidation
products may give an allergenic contribution to hand eczema caused
by work with water and surfactants. To investigate the clinical
significance in man an appropriate diagnostic patch testing in exposed
humans is required.

Introduction

The ethoxylated surfactants have wide applications and
are used in, for example, household cleaners, laundry
products, pharmaceuticals, and industrial and institutional
cleaners. In 1993 the total consumption of ethoxylated
alcohols was estimated to about 313000 tons in Western
Europe.1 The number of oxyethylene groups in nonionic
ethoxylated surfactants determines application behavior,
e.g. detergency, emulsification, and wetting, at a given
temperature in all formulation work.

In recent studies2-4 we have shown that oxidation
products were rapidly formed from ethoxylated nonionic
surfactants during storage and handling at room temper-
ature in daylight and also during storage in dark. We
detected peroxides,2,4 formaldehyde,2,4 and a series of
ethoxylated aldehydes3 among the oxidation products in
our studies on Tween 80 (sorbitan monooleate)2 and
ethoxylated fatty alcohols.3,4 The ethoxylated surfactants
have so far been considered to be stable products at normal
storage and handling.5 The products are usually stored at
room temperature, since they become semisolid at lower
temperatures. However, ethoxylated surfactants are poly-
ethers and as such susceptible to oxidation at air exposure.
This autoxidation is theoretically discussed in the surfac-
tant literature.6 The proposed mechanism for autoxidation

is a free radical mechanism initiated by minor amounts of
free radicals present or catalyzed by metal salts, e.g. copper
sulfate.6 Peroxides and hydroperoxides are the primary
oxidation products followed by formation of carbonyl
compounds as secondary oxidation products.7

The prevalence of contact allergy in the general popula-
tion in Europe is about 10%. Of those sensitized, about
2-4% have ongoing allergic contact dermatitis, which is
the consequence of exposure to environmental chemicals.8
About 90% of occupational contact dermatitis is located on
the hands, and half of all work-related hand eczemas are
caused by work with surfactants and water.9 Most diag-
noses of contact dermatitis from wet work are considered
to be irritant dermatitis.10 The diagnosis of allergy is
difficult to exclude from irritancy in cases of chronic
dermatitis. Surfactants are irritants, partially due to their
ability to solubilize lipid membranes, since they possess
both lipophilic and hydrophilic regions in their structures.10

In our recent studies we found that the oxidation products
identified after air exposure of ethoxylated surfactants had
allergenic properties. Formaldehyde is a well-known con-
tact allergen, and the ethoxylated aldehydes (Figure 1)
were shown to be contact allergens in experimental sen-
sitization studies.3 In the literature some cases are reported
of allergic contact dermatitis due to ethoxylated nonionic
surfactants and emulsifiers.11,12 Formaldehyde is described
to be a significant allergen in women with hand eczema
caused by occupational and domestic exposure.13 Thus,
allergenic oxidation products in ethoxylated surfactants
may cause hand eczema or aggravate an ongoing irritant
dermatitis in wet work.

In our previous studies on the identification of oxidation
products formed from ethoxylated alcohols we have for the
first time shown the formation of ethoxylated aldehydes
with allergenic properties.3 In the present study we have
further investigated the autoxidation of the pure ethoxy-
lated dodecyl alcohol, C12H25(OCH2CH2)5OH (below re-
ferred to as C12E5) by gas chromatography (GC) analysis
during one year. We have identified a new group of
oxidation products formed, the ethoxylated formates, and
studied their allergenic activity.

Experimental Section
ChemicalssTetraethylene glycol (99%) was obtained from

Aldrich (Steinheim, Germany). Triethylene glycol (99%), formic
acid (98-100%), 1-dodecanol (98%), 1-bromododecane, p-toluene-
sulfonic acid (99%), and dimethyl sulfoxide (DMSO) were obtained
from Kebo Lab AB (Stockholm, Sweden). Sodium hydride (60%
dispersion in mineral oil, toluene-soluble bags) was obtained from
Acros Chimica N.V. (Geel, Belgium). Triethylene glycol mono
n-dodecyl ether C12H25(OCH2CH2)3OH (CAS Reg. no. 3055-94-5)
(referred to as C12E3) and pentaethylene glycol mono n-dodecyl
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© 1999, American Chemical Society and 10.1021/js980210y CCC: $18.00 Journal of Pharmaceutical Sciences / 483
American Pharmaceutical Association Vol. 88, No. 4, April 1999Published on Web 02/17/1999



ether C12H25(OCH2CH2)5OH (CAS Reg. no. 3055-95-6) (referred
to as C12E5) were purchased from Nikko Chemicals CO., Ltd.
(Tokyo, Japan). The purity was stated to be 98% by the producer,
which was confirmed with GC analysis. The other ethoxylated
alcohols were synthesized as described below. Standard chemicals
were of p.a. quality.

Instrumentation and Mode of AnalysissFT-IR spectra were
recorded with a Perkin-Elmer 16 PC FT-IR instrument using a
sealed liquid cell with KBr windows. NMR spectroscopy was
performed on a JEOL EX 270 instrument in CDCl3 using tetram-
ethylsilane as internal standard. GC analyses were carried out
on a Hewlett-Packard HP 5890 gas chromatograph with a flame
ionization detector (FID). The gas chromatograph was equipped
with a fused silica capillary column (25 m × 0.22 mm i.d) coated
with 0.2 µm CP-sil 8 CB (Chrompack, Middelburg, The Nether-
lands). Nitrogen was used as carrier gas at a linear gas velocity
of 22 cm/s. An ELDS laboratory data system from Chromatography
Data System Inc. (Svartsjö, Sweden) was used for registration and
processing of the detector signal.

Mass spectrometric (MS) analyses were performed on a Finni-
gan Incos 50 quadrapole instrument equipped with a Varian 3400
gas chromatograph with an on-column injector. The MS analyses
were carried out in electron impact (EI) and positive ion chemical
ionization (PCI) modes. Introduction of the sample into the ion
source was made via GC using on-column technique. The gas
chromatograph was equipped with a fused silica capillary column
(25 m × 0.25 mm i.d.) coated with 0.2 µm CP-sil 8 CB (Chrompack,
Middelburg, The Netherlands), and helium was used as carrier
gas. The temperature programming of the gas chromatograph oven
was as follows: 35 °C for 1.0 min followed by a temperature
increase of 10 °C/min up to 295 °C. The GC-MS transferline was
held at 310 °C. The ion source was held at a temperature of 150
°C and the electron energy was 70 eV in the EI mode. In PCI mode
the ion source was held at 80 °C, the electron energy was 110 eV,
and the ion source pressure was about 1 Torr. At chemical
ionization, methane of >99.995% purity was used as reagent gas,
and the instrument was tuned by optimizing the reactant ions
(CH5

+, C2H5
+, and C3H5

+) to an approximate ratio of 5:4:1. The
MS scan range in all analyses was m/z 50-600, and the scan cycle
time was 0.6 s.

SynthesissPreparation of Dodecylethoxylated Alcohols 1-3s
Sodium hydride (0.80 g, 5.5 mmol) was stirred in DMSO (dry, 8
mL) at room temperature for 30 min. The appropriate glycol
H(OCH2CH2)nOH (n ) 1, 2, or 4) (77 mmol) was added slowly,
and the mixture was stirred at room temperature under nitrogen
for 2 h. 1-Bromododecane (5.0 g, 20 mmol) was added dropwise,
and the mixture was heated at 90 °C overnight under nitrogen.
The reaction mixture was dissolved in ethyl acetate and washed
with water. The organic phase was dried over MgSO4 and
evaporated. The crude product was chromatographed on a silica
gel column eluted with an increasing content of ethyl acetate 4-6%
in hexane, followed by 20% methanol in ethyl acetate. The products
1-3 were obtained as clear oils in 57-66% yield and identified
with FT-IR, NMR, and MS.

C12H25OCH2CH2OH (1). Yield: 66%. FT-IR (neat): 3370 (O-
H), 2850 and 2950 cm-1 (C-H). 1H NMR (CDCl3): δ 3.72 (tr, 2H,
CH2O), 3.53 (tr, 2H, CH2O), 3.42 (tr, 2H, CH2CH2CH2O), 2.11 (s,
1H, OH), 1.58 (m, 2H, CH2CH2CH2O), 1.26 (m, 18H, (CH2)9) 0.85
(tr, 3H, CH3). 13C NMR (CDCl3): δ 71.68, 71.43 ((CH2O)2), 61.85
(CH2OH), 31.90 (CH3CH2CH2), 29.63 (5 C:s), 29.47, 29.33 ((CH2)7),
26.09 (CH2CH2O), 22.66 (CH3CH2), 14.05 (CH3). GC-MS-PCI m/z
(% rel inten): 231 [M + 1]+ (17), 230 M+ (2), 229 [M - 1]+ (17),
169 [C12H25]+ (16), 63 [HOCH2CH2OH2]+ (100).

C12H25(OCH2CH2)2OH (2). Yield: 59%. FT-IR (neat): 3467
(O-H), 2850 and 2950 cm-1 (C-H). 1H NMR (CDCl3): δ 3.78-
3.65 (m, 8H, (CH2O) 4), 3.47 (tr, 2H, CH2CH2CH2O), 2.85 (s, 1H,
OH), 1.58 (m, 2H, CH2CH2CH2O), 1.24 (m, 18H, (CH2) 9), 0.87 (tr,
3H, CH3). 13C NMR (CDCl3): δ 72.49, 71.56, 70.40, 70.08 (CH2O)
4, 61.73 (CH2OH), 31.86 (CH3CH2CH2), 29.58 (2 C:s), 29.58 (3 C:s),
29.42, 29.29 ((CH2)7), 25.99 (CH2CH2CH2O), 22.62 (CH3CH2), 14.05
(CH3). GC-MS-PCI m/z (% rel inten): 275 [M + 1]+ (53), 274 M+

(3), 273 [M - 1]+ (19), 166 [C12H22]+ (23), 107 [HO(CH2CH2O)2H2]+

(100).
C12H25(OCH2CH2)4OH (3). Yield: 57%. FT-IR (neat): 3374

(O-H), 2847 and 2948 cm-1 (C-H). 1H NMR (CDCl3): δ 3.63-
3.56 (m, 16H, (CH2O) 8), 3.40 (tr, 2H, CH2CH2CH2O), 2.74 (s, 1H,
OH) 1.55 (m, 2H, CH2CH2CH2O), 1.22 (m, 18H, (CH2)9), 0.80 (tr,
3H, CH3). 13C NMR (CDCl3): δ 72.46, 71.45, 70.51, 70.48, 70.48,
70.46, 70.24, 69.93 (CH2O)8, 61.57 (CH2OH), 31.59 (CH3CH2CH2),
29.30 (5C:s), 29.15, 29.01 (CH2)7, 25.73 (CH2CH2CH2O), 22.30
(CH3CH2), 13.69 (CH3). GC-MS-PCI m/z (% rel inten): 363 [M +
1]+ (100), 362 M+ (9), 361 [M - 1]+ (61), 195 [HO(CH2CH2O)3-
CH2CH2OH2]+ (54), 177 [(CH2CH2O)4H]+ (12), 166 [C12H22]+ (8),
133 [(CH2CH2O)3H]+ (16), 89 [(CH2CH2O)2H]+ (17), 45 [CH2CH2-
OH]+ (28).

Preparation of Ethoxylated Formates 4-8sSamples of the
appropriate alcohol 1-3 and C12E3(4 mmol) were heated at 85 °C
in formic acid (10 mL) with p-toluenesulfonic acid as catalyst for
4 h.14-16 The reaction mixture was neutralized with a saturated
(10 M) sodium hydroxide solution and washed with water, dried
over MgSO4, and concentrated in a vacuum. The crude product
was chromatographed on a silica gel column eluted with an
increasing content of ethyl acetate 30-70% in dichloromethane
to give the pure ethoxylated formates 4-8 as clear oils in 80-
100% yield. Identification was performed with FT-IR, NMR, and
MS.

C12H25OCHO (4). Yield 100%. FT-IR (neat): 2924 and 2854
(C-H aliphatic), 1732 (CdO), 1180 cm-1 (C-O). 1H NMR
(CDCl3): δ 8.03 (s, 1H, OCHO), 4.14 (tr, 2H, CH2OCHO), 1.63 (m,
2H, CH2CH2O), 1.29 (m, 18H, (CH2)9), 0.85 (tr, 3H, CH3). 13C NMR
(CDCl3): δ 161.35 (OCHO), 64.26 (CH2O), 32.04 (CH2CH2CH3),
29.67 (5C:s), 29.47 29.31 ((CH2)7), 25.93 (CH2CH2O), 22.80 (CH2-
CH3), 14.24 (CH3). GC-MS-PCI m/z (% rel inten): 215 [M + 1]+

(2.62), 213 [M - 1]+ (5.25), 169 [C12H25]+ (69.2).
C12H25OCH2CH2OCHO (5). Yield 95%. FT-IR (neat): 2924 and

2852 (C-H), 1732 (CdO), 1180 cm-1 (C-O). 1H NMR (CDCl3): δ
8.10 (s, 1H, OCHO), 4.31 (tr, 2H, CH2OCHO), 3.67 (tr, 2H, CH2O),
3.47 (tr, 2H, CH2CH2O), 1.58 (m, 2H, CH2CH2O), 1.26 (m, 18H,
(CH2)9), 0.87 (tr, 3H, CH3). 13C NMR (CDCl3): δ 161.01 (OCHO),
71.55, 68.21, 63.13 (CH2O)3, 31.90 (CH2CH2CH3), 29.58 (5C:s),
29.43, 29.32 ((CH3)7), 26.02 (CH2CH2O), 22.68 (CH2CH3), 14.24
(CH3). GC-MS-PCI m/z (% rel inten): 259 [M + 1]+ (30.5), 258 M+

(0.39), 257 [M - 1]+ (1.77), 169 [C12H25]+ (6.32), 73 [CH2CH2-
OCHOH]+ (100).

C12H25(OCH2CH2)2OCHO (6). Yield 92%. FT-IR (neat): 2900
and 2850 (C-H), 1732 (CdO), 1180 cm-1 (C-O). 1H NMR (CDCl3):
δ 8.09 (s, 1H, OCHO), 4.33 (tr, 2H, CH2OCHO), 3.75-3.60 (m,
6H, (CH2O)3), 3.52 (tr, 2H, CH2CH2O), 1.57 (m, 2H, CH2CH2O),
1.25 (m, 18H, (CH2)9), 0.87 (tr, 3H, CH3). 13C NMR (CDCl3): δ
161.07 (OCHO), 71.73, 70.80, 70.15, 68.98, 63.18 (CH2O)5, 32.04
(CH2CH2CH3), 29.74 (5C:s), 29.59, 29.47 (CH2)7, 26.20 (CH2CH2O),
22.80 (CH2CH3), 14.24 (CH3). GC-MS-PCI m/z (% rel inten): 303
[M + 1]+ (38.0), 302 M+ (8.45), 301 [M - 1]+ (17.6), 275 [M + 1 -
28]+ (5.63), 166 [C12H22]+ (19.7), 135 [H2(OCH2CH2)2OCHO]+ (71),
73 [H2OCH2CH2OCHO]+ (95.8).

C12H25(OCH2CH2)3OCHO 7. Yield 90%. FT-IR (neat): 2945
and 2835 (C-H), 1724 (CdO), 1180 cm-1 (C-O). 1H NMR (CDCl3):
δ 8.09 (s, 1H, OCHO), 4.32 (tr, 2H, OCH2OCHO), 3.75-3.56 (m,
10H, (CH2O)5), 3.44 (tr, 2H, CH2CH2O), 1.55 (m, 2H, CH2CH2O),
1.25 (m, 18H, (CH2)9), 0.88 (tr, 3H, CH3). 13C NMR (CDCl3): δ
160.93 (OCHO), 71.51, 70.66, 70.62, 70.55, 70.01, 68.82, 63.00
(CH2O)7, 31.88 (CH2CH2CH3), 29.58 (5C:s), 29.45, 29.31 ((CH2)7),
26.06 (CH2CH2O), 22.64 (CH2CH3), 14.09 (CH3). GC-MS-PCI m/z
(% rel inten): 347 [M + 1]+ (29.2), 346 M+ (2.89), 345 [M - 1]+

(13.6), 317 [M + 1 - 28]+ (4.82), 179 [(CH2CH2O)3H]+ (49.5), 166
[C12H22]+ (21.91), 73 [CH2CH2OCHO]+ (100).

C12H25(OCH2CH2)4OCHO (8). Yield 80% FT-IR (neat): 2942
and 2845 (C-H), 1732 (CdO), 1178 cm-1 (C-O). 1H NMR (CDCl3):
δ 8.10 (s, 1H, OCHO), 4.33 (tr, 2H, CH2OCHO), 3.76-3.60 (m, 14
H, (CH2O)7), 3.45 (tr, 2H, CH2CH2O), 1.58 (m, 2H, CH2CH2O), 1.26

Figure 1s(a) Ethoxylated alcohol (pentaethylene glycol mono n-dodecyl ether)
C12E5. (b) The earlier identified ethoxylated aldehydes in air exposed C12E5.
(c) In the present study the identification and sensitizing capacity of the
ethoxylated formates are presented.
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(m, 18H, (CH2)9), 0.89 (tr, 3H, CH3). 13C NMR (CDCl3): δ 160.94
(OCHO), 71.52, 70.58 (5C, s), 70.10, 68.81, 63.00 (CH2O)9, 31.88
(CH2CH2CH3), 29.55 (5C:s), 29.45, 29.31 (CH2)7, 26.04 (CH2CH2O),
22.64 (CH2CH3), 14.07 (CH3). GC-MS-PCI m/z (% rel inten): 391
[M + 1]+ (8.12), 390 M+ (1.63), 389 [M - 1]+ (11.8), 363 [M + 1 -
28]+ (90.2), 223 [H2(OCH2CH2)4OCHO]+ (36.3), 166 [C12H22]+

(24.0), 133 [(CH2CH2O)2H]+ (17.8), 73 [CH2CH2OCHO]+ (100).
Storage and Handling of Ethoxylated AlcoholssTwo

samples of undiluted C12E5 (98%) were used in the experiment.
Sample 1 (5 g) was stored in a closed 10 mL vessel in darkness at
room temperature (20-22 °C) for 12 months. Sample 2 (5 g) was
stirred gently in an open 10 mL Erlenmeyer flask in daylight at
room temperature (20-22 °C) for 1 h, 4 times a day, during 12
months, mimicking what we considered normal handling in
laboratories and industries. The top of the flask was covered with
aluminum foil to prevent contamination and to diminish the
evaporation.

Detection of Oxidation Products in Ethoxylated Alcoholss
Samples 1 and 2 were analyzed with GC-MS analysis using the
synthesized references.

Samples 1 and 2 were also analyzed with GC every fourth week
after start of the exposure. The content of the ethoxylated formates
in samples 1 and 2 was quantified using the synthesized reference
compounds. Aliquots of 2 × 10 mg were taken out from each
sample. Two sample preparations (1.0 mg/mL) from each sample
were prepared and dissolved in dichloromethane, methyl stearate
was added as internal standard, and a duplicate analysis on each
sample was performed. On-column injections (1 µL) were made
at an injector temperature of 35 °C. The column oven was kept at
35 °C for 2 min whereafter the temperature of the column was
raised with a rate of 10 °C/min to 210 °C. The column temperature
was then raised with a rate of 5 °C/min to a final value of 240 °C
which was kept for 10 min.

Studies on the Sensitizing Capacity of 5sThe sensitization
experiment was performed using female Dunkin-Hartley guinea
pigs (weight 250-300 g) from AB Sahlins Försöksdjursfarm,
Malmö, Sweden. The animals were kept on a standard diet from
Beekey, North Humberside, England, and water ad libitum. The
animals were randomly assigned to one exposed, group 1 (n ) 15),
and one control group, group 2 (n ) 15).

The sensitization study was performed according to the Cumu-
lative Contact Enhancement Test (CCET) method17 in a modified
form with closed epidermal challenge testing.18,19 At induction the
animals received an occlusive epidermal application on the shaved
upper back on days 0, 2, 7, and 9. About 200 mg of the test material
was applied on pieces of filter paper (4 × 2 cm) at each of the four
inductions. The FCA injections at the third induction were omitted
according to our earlier experience of sensitization studies on
surfactants.3 Challenge testing was performed on day 21 on the
shaved left flank using Finn Chambers (aluminum chambers, 8
mm i.d from Epitest, Helsinki, Finland) with approximately 15
mg of the test material applied in each chamber.

The exposed group was induced with 5 10% w/w (2.6 × 10-4

mol/g) in water, while the animals in the control group received
water alone. Both groups were challenged with 10, 5, and 1% w/w
(2.6 × 10-4 , 1.3 × 10-4 , and 2.6 × 10-5 mol/g) of 5 in water, with
C12E5 5% (1.3 × 10-4 mol/g) in water, and C12E4OCH2CHO 1%
w/w (2.5 × 10-5 mol/g) in water (Table 1). Water was applied as a
vehicle control. The chambers were removed after 24 h, and the
reactions were assessed at 48, 72, and 96 h after start of the
exposure. The minimum criterion for a positive reaction was a
confluent erythema.

The experiment was performed with the equimolar concentra-
tions for induction and challenge as used in the experiments with
the ethoxylated aldehyde, C12H25(OCH2CH2)4OCH2CHO.3 The
challenge concentrations of 5 were in pretests shown to be
nonirritating in three untreated guinea pigs. Patch testing with
concentrations 20-1% of 5 in water gave no skin reactions after
48 and 72 h. The experiment was approved by the local ethics
committee.

Statistical AnalysessThe result from the animal experiment
was analyzed with Fisher’s exact test. The number of reactions to
each applied test substance in the exposed animals was compared
with the number of reactions in the control group. A p value <0.05
was statistically significant.

Results
Spectral CharacteristicssIn FT-IR the specific hy-

droxyl resonance of the synthesized alcohols 1-3 was
observed at 3370-3467 cm-1. The FT-IR spectra of the
synthesized ethoxylated formates 4-8 had a specific car-
bonyl resonance at 1724-1732 cm-1 and the C-O reso-
nance at 1180 cm-1 from the ester group.15 The NMR
signals were compared with literature data for poly-
(oxyethylene) alcohols20,21 and formates16 and accorded with
structures 1-3 and 4-8. MS analyses in the GC-EI mode
yielded no molecular ions of the ethoxylated alcohols and
formates. Aliphatic ethers normally exhibit weak molecular
ion peaks.22 In the GC-MS-PCI analyses of the synthesized
alcohol ethoxylates, 1-3, the molecular ion M+ and [M +
1]+ and [M - 1]+ ions were observed. Cleavage of the
ethoxylated chain led to fragments of the general formula
[(CH2CH2O)nH]+. These data, together with the FT-IR and
NMR data are consistent with the structures 1-3. In the
GC-MS-PCI analyses of the synthesized formates 4-8 the
molecular ion M+ and [M + 1]+ and [M - 1]+ ions were
observed together with specific fragments with the general
formula [(CH2CH2O)nH]+ and [CH2CH2O)nOCHO]+. The [M
- 1]+ ion fragment corresponded to R-cleavage. No adducts
with methane, [(M + C2H5)+ ] and [(M + C3H5)+] were seen.
These data, together with the FT-IR and NMR data are
consistent with the structures 4-8, C12H25(OCH2CH2)n-
OCHO, n ) 1-4.

Detection of Oxidation Products in Ethoxylated
AlcoholssThe ethoxylated formates, C12H25(OCH2CH2)n-
OCHO, n ) 1-4, were all detected in samples 1 and 2 of
C12E5 with GC-MS-PCI analyses using 4-8 as reference
compounds. The alcohols, C12H25(OCH2CH2)nOH (n ) 1-4),
were identified in samples 1 and 2 of C12E5 with GC-MS-
PCI analyses using C12E3 and the synthesized alcohols 1-3
as reference compounds.

The amount of the identified formates increased continu-
ously with time. The formates seem to be rapidly formed
since they were detected in small amounts in the GC
analysis already in a newly opened bottle of the pure
ethoxylated alcohol. The limits of detection for the sub-
stances 1-5 in the GC-analysis were estimated to be in
the range 0.001-0.05 ng/µL using a signal-to-noise ratio
3:1 (S/N ) 3). The total content of formates in C12E5 was
3.3% in the sample stored in a closed vessel in darkness
(sample 1) and 4.0% in the sample handled in daylight
(sample 2) after 12 months. The content of the individual

Table 1sSensitizing Potential of Compound 5 and Cross-Reactivity
Studies with C12E5 and an Ethoxylated Aldehyde in Guinea Pigs Using
the Modified CCET Method without Adjuvant

no. of animals with positive reaction after exposurea

5 (% w/w in water)

guinea pigs 10 5 1
C12E5b

5
aldehydec

1 water

Group 1d

exposed (n ) 15)
48 h 0 0 0 1a 1 0
72 h 0 0 0 2 2 0
96 h 0 0 0 1 1 0

Group 2
controls (n ) 15)

48 h 0 0 0 0 1 1
72 h 0 1 0 1 1 1
96 h 0 0 0 1 0 1

a The figures are the number of animals with confluent erythema 48, 72,
and 96 h after application of the test material. b Ethoxylated alcohol, C12E5,
5% (w/w in water). c Ethoxylated aldehyde with four ethylenoxide groups,
C12H25(OCH2CH2)4OCH2OCHO, 1% (w/w in water). d Induction: 10% (w/w in
water) of 5 in water.
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formates in samples 1 and 2 is shown in Figure 2. Formate
4, C12H25OCHO, was formed in the highest concentration.
All calculations were performed relative to the internal
standard. The coefficient of variation (CV) was below 10%
at repeated measurements (n ) 10). Duplicate analyses
were performed of each sample. Approximately 5% of the
total sample volume (5 g) was used for analysis, which was
not regarded to contribute to the degradation. Figure 3
shows the GC separation of oxidation products in sample
2 air exposed for 12 months. The oxidation products that
we have identified are assigned in the chromatogram with
retention times corresponding to homologue retention
characteristics accordning to boiling point.

Sensitizing Capacity of 5sNo sensitizing response
was observed to 5 in the animal experiment (Table 1). No
cross-reactivity was observed to the corresponding alcohol,
C12E5, or to the ethoxylated aldehyde, C12H25(OCH2CH2)4-
OCH2CHO. Some irritation was seen when the animals
were tested with the alcohol and the aldehyde.

Discussion
Air exposure during storage and handling of the pure

ethoxylated alcohol C12E5 at room temperature results in

a number of degradation products as illustrated by the gas
chromatogram in Figure 3. Among the oxidation products
identified, some have significant allergenic properties. So
far, nonionic ethoxylated surfactants have been regarded
as stable products and are normally stored at room
temperature, since they become semisolid at lower tem-
peratures.5 The practical consequence will be that a product
containing ethoxylated alcohols can have quite a different
chemical composition after storage and handling compared
to the original product. In addition to an increase of their
harmful effects on skin3 with time, there might also be a
change in their surface active properties.25 To avoid
significant decomposition, the pure ethoxylated alcohols
must be stored in the refrigerator (8 °C), which was
demonstrated in a previous study.4

To the best of our knowledge, ethoxylated formates are
described here for the first time. The formates, C12H25(OCH2-
CH2)nOCHO, n ) 0-4, were identified and their structures
elucidated in the oxidation mixture of C12E5. Prior to the
identification work, the dodecyl poly(oxyethylene) formates
that theoretically might be formed were synthesized and
used as reference compounds in the analyses. The major
formate, C12H25OCHO (4), is apparently formed due to
cleavage between the poly(oxyethylene) groups and the
alkyl chain. The ethoxylated aldehydes earlier identified3

are formed by cleavage of the poly(oxyethylene) chain
resulting in loss of oxyethylene units and also by oxidation
of the terminal hydroxyl group yielding the dominant
ethoxylated aldehyde, C12H25(OCH2CH2)4OCH2CHO. This
indicates that the autoxidation proceeds with parallel and
different mechanisms.

The amount of ethoxylated formates increased with time
of air exposure as determined with GC analysis. Different
compounds are predominant in the degradation mixture
depending on the time of air exposure. In our previous
studies2-4 the formation of peroxides, formaldehyde and
ethoxylated aldehydes was shown. The amount of peroxides
was determined with the unspecific iodometric titration
method23 whereas the aldehydes were quantified using GC-
and LC methods. Peroxides were initially formed followed
by formation of formaldehyde and the ethoxylated alde-

Figure 2sThe content (%) of the individual ethoxylated formates 4−8 at
different time points in C12E5: (a) sample 1 stored in a closed vessel in
darkness at room temperature; (b) sample 2 stored and handled in daylight
at room temperature.

Figure 3sGC chromatogram showing the separation of different degradation
products formed at air exposure of C12E5. The peak from the original
ethoxylated alcohol is assigned C12E5, peaks A−E are the homologue series
of ethoxylated formates, C12H25(OCH2CH2)nOCHO n ) 0−4, eluting in the
order of boiling point; peaks F−I are the homologue series of ethoxylated
alcohols, C12H25(OCH2CH2)nOH n ) 1−4, eluting in the order of boiling point;
peaks J−N are the homologue series of ethoxylated aldehydes, C12H25(OCH2-
CH2)nOCH2CHO (n ) 0−4), eluting in the order of boiling point. The peak
assigned * is the internal standard, methyl stearate, with a retention time of
18.63 min.
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hydes as secondary oxidation products. There was a
decrease in the content of peroxides after a certain time
during the oxidation process, while the content of aldehydes
steadily increased.2-4 The ethoxylated alcohols, C12H25(OCH2-
CH2)nOH, (n ) 1-4) that we identified in the oxidation
mixture with GC-MS may be formed by decomposition of
the corresponding peroxides or hydroperoxides, since alkyl
hydroperoxides are reported to decompose to alcohols at
temperatures above 90 °C.24 The boiling point of C12E5 is
in the range of 202-216 °C. Therefore, the commonly used
GC technique involves injection via a split/splitless injector
at a temperature of 280 °C. Despite the use of on-column
injection technique in this study to avoid degradation of
thermally unstable compounds at injection, the hydroper-
oxides were not detected with GC-MS. The hydroperoxides
could have decomposed in the column when the column
temperature increased during the analysis. To identify
ethoxylated hydroperoxides alternative methods have to
be employed.

In the predictive sensitization studies, Freund’s complete
adjuvant (FCA) is often used. FCA consists of Arlacel
(mannide mono-oleate), a sorbitan emulsifier to promote a
stable water-in-oil emulsion, and dried heat-killed Myco-
bacterium tuberculosis organisms to enhance the nonspe-
cific immune response and raise the sensitivity of the
method.26 However, also an increased irritability of the skin
may be seen. Determination of the sensitizing potential of
chemicals, such as surfactants, with irritating properties
is difficult. The challenge testing should be performed with
the chemical in nonirritating concentrations which might
then be too low to detect an allergenic effect. In our
investigation of the sensitizing capacity of the ethoxylated
aldehydes3 two parallel CCET protocols were used, one
with intradermal FCA injections and one without. No
increased allergenic activity was observed when FCA was
administered, but an increased irritation was initially seen
in the FCA-treated controls compared to the non-FCA-
treated. A dose-response relationship was seen in both
experiments. Thus, in our subsequent experiments with
ethoxylated alcohols4 and formates no FCA treatment was
performed. In these experiments the compounds showed
no significant allergenic activity (Table 1). Some irritation
was seen showing the difficulties when testing with ir-
ritants. However, irritation in some of the control animals
can also be observed in sensitization studies of other
substances.17

Since alcohols and esters are rare sensitizers, the
absence of a sensitizing capacity for the ethoxylated
formate was not surprising.27 To cause sensitization, a
compound (hapten) has to penetrate the skin and react
with macromolecules in the skin to form a complete antigen
that is recognized as foreign. Molecules which can function
as haptens in allergic contact dermatitis are either elec-
trophilic or have structures that can easily form radicals.27

Such molecules are able to react with the nucleophilic skin
proteins forming stable covalent bonds. In our studies,
three ethoxylated compounds have so far been tested for
their contact allergenic properties, i.e., C12E5,4 C12H25(OCH2-
CH2)4OCH2CHO3 and C12H25(OCH2CH2)4OCHO. The alco-
hol has no electrophilic properties, and contact allergenic
activity could not be observed.4 The formate has a very low
reactivity as electrophile, whereas the aldehyde is an
apparent electrophilic group. In our tests, only the alde-
hyde3 showed contact allergenic activity which is in ac-
cordance with its electrophilic properties.

In a sample of C12E5 stored at room temperature only
70% of the original product remained after 6 months.
Similar analysis after 12 months storage was not per-
formed. The results in this study together with earlier
investigations of the autoxidation of C12E5 show that the

content of the identified oxidation products constitutes less
than 10% of the total content in the product after 6 months.
This indicates that a major part of the oxidation and
degradation products from C12E5 still remains to be identi-
fied in the complex oxidation mixture. Our data indicates
that the composition of ethoxylated alcohols may change
rather rapidly upon storage. It has not been a topic of this
study to investigate this in detail, but our data support
that a stability study is requested.

It is important to further investigate the skin effects of
the widely used ethoxylated surfactants, since a majority
of the cases of occupational dermatits is caused by work
with water and surfactants. Various types of ethoxylated
surfactants are also used as emulsifiers in creams and
lotions used on the skin. The clinical significance to man
will require an appropriate diagnostic patch testing in
exposed humans. The sensitizing capacity of other oxida-
tion/degradation products will be studied and also the
influence of oxidation on the skin-irritating properties.
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Abstract 0 Peptide and protein drugs are often formulated in the
solid-state to provide stabilization during storage. However, reactions
can occur in the solid-state, leading to degradation and inactivation
of these agents. This review summarizes the major chemical reactions
affecting proteins and peptides in the solid-state: deamidation, peptide
bond cleavage, oxidation, the Maillard reaction, â-elimination, and
dimerization/aggregation. Physical and chemical factors influencing
these reactions are also discussed. These include temperature,
moisture content, excipients, and the physical state of the formulation
(amorphous vs crystalline). The review is intended to serve as an aid
for those involved in formulation, and to stimulate further research on
the determinants of peptide and protein reactivity in the solid-state.

Introduction
In the last two decades, proteins and peptides have

become an important class of potent therapeutic drugs.
However, their susceptibility to chemical degradation in
solution presents a challenge in the development of stable
protein pharmaceuticals.1 As a result, many polypeptide
drugs are formulated as lyophilized or freeze-dried products
to prolong their shelf life.2-4 While a “dry” formulation is
generally more stable than the corresponding aqueous
formulation, chemical degradation reactions can still
occur.2-4 In some cases, protein stability in the solid state
is less than or comparable to that in solution.5,6

Factors that may impact the chemical stability of pro-
teins and peptides in the solid-state include residual

moisture and the excipient(s) used in a formulation.
Excipients, such as polymers, are often included in protein
and peptide formulations to protect the drug from degrada-
tion during processing and/or storage or to act as a matrix
for controlled release. This review presents an overview of
the chemical degradation reactions common to proteins and
peptides in the solid state, and of our current knowledge
regarding the effects of formulation and storage factors on
peptide and protein stability in these systems.

The degradation pathways of proteins in the solid state
can be classified into two types: chemical and physical.
Chemical instability involves covalent modification of a
protein or amino acid residue to produce a new molecule
via bond cleavage, bond formation, rearrangement, or
substitution. These chemical processes include such reac-
tions as deamidation at asparagine (Asn) and glutamine
(Glu) residues,7 oxidation of sulfur atoms at cysteine (Cys)
and methionine (Met) residues, disulfide exchange at Cys,
and hydrolysis of aspartate (Asp) and glutamate (Glu)
residues.8 Physical instability refers to changes in the
three-dimensional conformational integrity of the protein
and does not necessarily involve covalent modification.
These physical processes include denaturation, aggrega-
tion, precipitation, and adsorption to surfaces.1 Chemical
instabilities, such as deamidation and disulfide bond
cleavage, may lead to physical instabilities, and vice versa.
The physical instabilities of proteins will not be discussed
in detail here, since the focus is chemical instability. The
reader may refer to a recent article on the physical
instability of proteins for further discussion.9 Instead, this
review will discuss reactions and factors that contribute
to the chemical instability of proteins and peptides in the
solid-state.

The different types of chemical reactions that contribute
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to protein and peptide instability in the solid-state are first
presented. These include deamidation, peptide bond cleav-
age, oxidation, the Maillard reaction, â-elimination, and
covalent dimerization or aggregation. In the next section,
formulation factors that affect chemical stability, such as
temperature, moisture, and excipients, are discussed. The
review concludes with a summary and a discussion of the
implications for future research.

Solid-State Reactions of Peptides and Proteins
DeamidationsChemical instability in the solid state

due to deamidation has been observed for human growth
hormone (hGH),4,10 recombinant human interleukin-1 re-
ceptor antagonist,11 recombinant bovine somatotropin
(growth hormone),12 and insulin.13,14 While there have been
numerous mechanistic studies of protein and peptide
deamidation in solution,7,15-19 few such studies have been
reported for deamidation in the solid state. Two studies
which provide a mechanistic perspective on deamidation
in solids are summarized below.

The stability and mechanism of degradation of the Asn-
hexapeptide (Val-Tyr-Pro-Asn-Gly-Ala) were studied in
solid formulations lyophilized from acidic solutions ranging
from pH 3-5. The main degradation pathway for Asn-
hexapeptide in the pH 3 formulation is deamidation via
hydrolysis of the Asn side chain to produce the Asp-
hexapeptide, which is further hydrolyzed at the Asp-Gly
amide bond to generate a small quantity of tetrapeptide
(Scheme 1).18 As the pH of the solution prior to lyophiliza-
tion increases from 3 to 5, intramolecular attack of the
carbonyl center of the Asn side chain by the amide nitrogen
of the succeeding amino acid to form a cyclic imide
intermediate becomes more prominent, as evidenced by an
increase in the cyclic imide in the product distribution
(Scheme 1).18 In solution at pH 5, the cyclic imide is
hydrolyzed to form the isoAsp-hexapeptide, which is the
dominant degradation product;15 however, the isoAsp-
hexapeptide was not observed in the solid state.18 The
absence of the isoAsp-hexapeptide in the product distribu-
tion may be due to the low level of water available for
hydrolysis in the solid state. The mechanism of deamida-
tion for the Asn-hexapeptide in the solid state was found
to be similar to that in solution.18 In an extension of this
work, we have recently investigated the deamidation of this

peptide in solid poly(vinyl alcohol) and poly(vinyl pyrroli-
done) matrixes.20-22 As in the lyophilized peptide, the
mechanism of deamidation appears to be similar to that
in solution, but the kinetics and product distribution are
altered, particularly in matrices of low water content.

Human insulin has also been observed to undergo
deamidation in the solid-state via a mechanism similar to
that in solution.13 In insulin formulations lyophilized from
acidic solutions (pH 3-5), the rate-determining first step
involves intramolecular nucleophilic attack of the C-
terminal AsnA21 carboxylic acid onto the side-chain amide
carbonyl to release ammonium and to form a reactive cyclic
anhydride intermediate, which can further react with
various nucleophiles.13 The cyclic anhydride intermediate
may react with water to form [desamidoA21] insulin,13 and
may also react with another molecule of insulin to form
covalent dimers.13 While the cyclic imide intermediates
formed during Asn-hexapeptide deamidation in the solid
state were observed to accumulate,23 the cyclic anhydride
intermediate formed during insulin deamidation did not.13

Strickley and Anderson were able to verify that insulin
deamidation proceeds via formation of a cyclic anhydride
by using aniline trapping of the intermediate.13 Consistent
with these findings, Pikal and Rigsbee observed that the
deamidation of human insulin occurs predominantly at
AsnA21, except at high relative humidity when deamidation
at AsnB3 is more prevalent.14

Similar to the degradation of the Asn-hexapeptide
discussed previously, the solid-state degradation of a model
Asp-hexapeptide (Val-Tyr-Pro-Asp-Gly-Ala) is dependent
on the pH of the bulk solution prior to lyophilization. This
value is often referred to as the “pH” of the solid, since the
true hydrogen ion activity is difficult to measure and pH
is technically undefined in the solid-state. Under acidic
conditions (“pH” 3.5 and 5.0), the Asp-hexapeptide mainly
decomposes to produce a cyclic imide intermediate via base-
catalyzed intramolecular cyclization.23 Hydrolysis of the
Asp-Gly amide bond also occurs but to a lesser extent.
Under neutral and basic conditions (“pH” 6.5 and 8.0), the
Asp-hexapeptide degrades exclusively via intramolecular
cyclization to produce the Asu-hexapeptide, which is fur-
ther hydrolyzed to form the isoAsp-hexapeptide.23 At “pH”
8, the isoAsp-hexapeptide is the dominant degradation
product,23 similar to that observed in solution.24

Peptide Bond CleavagesA second common degrada-
tion pathway for peptides and proteins involves cleavage
of the peptide bond. Representative pathways of peptide
bond cleavage are shown in Scheme 2. Lyophilized human
relaxin formulated with glucose can undergo hydrolytic
cleavage of the C-terminal serine (Ser) residue on the
B-chain (Trp28-Ser29-COOH) upon storage at 40 °C.25 This
observation was supported by a reduction in molecular
mass corresponding to the loss of Ser from fragment T5-
T9 of relaxin, as verified by liquid chromatography/mass
spectroscopy (LC/MS) and tryptic digest.25 Li et al. proposed
that this cleavage involved an initial reaction of the Ser
hydroxyl group with glucose followed by subsequent hy-
drolysis of the Trp-Ser bond via a cyclic intermediate.25

In the solid state, the major degradation pathway of
aspartame (R-aspartylphenylalanine methyl ester, APM)
is intermolecular cyclization to form exclusively diketopip-
erazine (DKP) with the elimination of methanol.26 In
solution, the degradation of aspartame at neutral and basic
pH also occurs mainly via cyclization to form diketopip-
erazine (DKP) or hydrolysis at the ester linkage to form
R-aspartylphenylalanine (AP) and methanol.27 Since water
was absent in the aspartame solid-state study, no hydroly-
sis products were observed.26

The instability of the undecapeptide substance P (SP)
in the solid state also proceeds through diketopiperzine

Scheme 1sDeamidation.
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formation. The main pathway of decomposition consists of
the sequential release of N-terminal dipeptides via their
diketopiperazines, cyclo(Arg-Pro) and cyclo(Lys-Pro).28 Un-
der the conditions studied, the release of N-terminal
dipeptides dominates over other possible routes of spon-
taneous modification, such as oxidation and deamidation.28

OxidationsThe side chains of His, Met, Cys, Trp, and
Tyr residues in proteins are potential sites for oxidation
(Scheme 3).1 A major chemical decomposition pathway for
human growth hormone (hGH) in the solid state is me-
thionine oxidation at Met14 to form the sulfoxide.10 Even
with minimal oxygen (∼0.05%) in the vial headspace,
decomposition via oxidation is comparable to or greater
than that due to the alternative reaction of deamidation.4
Storage of lyophilized hGH in an oxygen atmosphere
results in greater decomposition than storage in a nitrogen
atmosphere.29 As in solution, atmospheric oxygen can easily
oxidize Met residues in the solid state, leading to chemical
instability and loss of biological activity.

Human insulin-like growth factor I (hIGF-I), lyophilized
from phosphate buffer, also undergoes oxidation at its Met
residue.30 There were no significant differences in reaction
rates (second-order kinetics) between solution and solid
states.30 However, Met oxidation in the solid-state consti-
tutes a greater fraction of the total protein modification
than in solution.30 Both oxygen content and light exposure
affect the oxidation rate.30 Exposure to light increases the
oxidation rate by a factor of 30.30 This increase in oxidation
rate with exposure to light and oxygen suggests that
photooxidation and molecular oxygen may be involved in
the generation of radicals. However, no further experiments
were conducted to determine the nature of the radicals
involved or the mechanism of Met oxidation in the solid
state.

The oxidative deamidation of a cyclic hexapeptide, ace-
tylcysteine-asparagine-(5,5-dimethyl-4-thiazolidinecarbo-
nyl)-(4-(aminomethyl)phenylalanine)-glycine-aspartic acid-
cysteine cyclic disulfide, in a lyophilized mannitol formula-
tion does not appear to depend on molecular oxygen as a
reactive species.31 The oxidation reaction occurs at the
aminomethyl phenylalanine moiety to form a benzaldehyde
derivative.31 This oxidative degradant is not detected in
the neat solid drug stored under atmospheric oxygen,
suggesting that oxygen is not involved in the reaction.31

Instead, the decomposition of the heptapeptide may be due
to a reaction with reducing sugar impurities in the man-
nitol excipient.31 The proposed mechanism involves (1)
formation of a Schiff base from the peptide primary amine
reacting with the carbonyl of the aldehydic group on the
reducing sugar, (2) tautomerization to a more stable
configuration, conjugated with the phenyl group, and (3)
hydrolytic cleavage of the new Schiff base to generate the
observed aldehyde derivative.31 The first part of this
proposed reaction, the formation of the Schiff base, pro-
ceeds via a mechanism similar to the Maillard reaction,
discussed below.

Maillard ReactionsThe food industry has studied
extensively the nonenzymatic browning of food due to the
Maillard reaction, which results from reducing sugars
reacting with either amino or free amine groups in proteins,
leading to changes in both the chemical and physiological
properties of the proteins (Scheme 4).32 The first phase of
the Maillard reaction involves a condensation reaction
between the carbonyl of a reducing sugar and an amino
group to form an N-substituted glycosylamine, which then
converts to a Schiff base and a molecule of water.33

Subsequent cyclization and isomerization (Amadori rear-
rangement) result in derivatives which cause discoloration

Scheme 2sProteolysis.
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(nonenzymatic browning) of the formulation.33 This type
of covalent modification is a problem in the solid state
because the initial aminocarbonyl condensation reaction
to form the Schiff base is accelerated in the low moisture
range.25,34

Lyophilized human relaxin (Rlx) formulated with glucose
was observed to degrade via the Maillard reaction to form
adducts with glucose.25 The resulting adducts were shown
by liquid chromatography/mass spectroscopy (LC/MS) to
contain up to four glucose molecules covalently attached
to Rlx.25 With tryptic digestion, the individual reaction sites
on Rlx were identified as including LysA9, LysB9, and
ArgB17.25 The fourth reaction site was hypothesized to be
either LysA17 or ArgB13 on the T2-T7 fragment, which
showed a broadened peak on the tryptic map, but positive
identification was not possible using mass spectroscopy.25

A review of the food literature prior to 1966 by Goldblith
and Tannenbaum revealed that lysine loss in foods is

primarily due to the Maillard reaction.35 Lysine is usually
lost more rapidly than the other amino acids because of
its free ε-amino group, which will react easily with the
carbonyl of reducing sugars.33 However, other residues,
such as arginine, asparagine, and glutamine, have been
observed to react with reducing sugars also.25,34

â-EliminationsLyophilized bovine insulin has been
observed to degrade rapidly with increased water content
to produce both covalent and noncovalent aggregates after
incubation at 50 °C at various relative humidities.36 Cos-
tantino et al. hypothesized that the reducible covalent
interactions were due to thiol-catalyzed disulfide ex-
change.36 They speculated that these free thiol groups
resulted from the â-elimination of intact disulfide bonds
in insulin.36 The proposed mechanism for â-elimination
involves hydroxide ion catalyzed cleavage of a carbon-
sulfur bond (cysteine) (Scheme 5A), resulting in two new
residues, dehydroalanine and thiocysteine.36 Dehydroala-
nine can then react with lysine to form a lysinoalanine
cross-link, while thiocysteine can undergo further decom-
position to form thiol-containing products, such as hydro-
sulfide ions (free thiols).36 A 5-fold increase in the level of
free thiols was measured in lyophilized insulin after
incubation at 50 °C and 96% relative humidity.36 The free
thiols formed during solid state aggregation were predomi-
nantly low molecular weight (<3000 Da), perhaps hydro-
sulfide ions.36

Covalent Dimerization and AggregationsDimer-
ization and aggregation differ from the other types of
degradation reactions discussed in this review in that they
are not the result of a single chemical change. In fact, many
different types of chemical or physical changes can induce
the formation of dimers or aggregates. A brief description
of chemically induced dimerization and aggregation is
included here because of its importance in the pharma-
ceutical industry, and because much of the published
literature on protein stability uses aggregate formation as

Scheme 3sOxidation.

Scheme 4sMaillard Reaction.

Scheme 5sâ Elimination.
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a key stability indicator. Dimerization or aggregation via
covalent cross-linkage can be categorized into two types:
reducible (via disulfide exchange) and nonreducible.

Reducible Dimerization and AggregationsLyophilized
bovine serum albumin, ovalbumin, glucose oxidase, and
â-lactoglobulin were observed to form covalent intermo-
lecular disulfide linkages via a thiol-disulfide interchange
reaction (Scheme 3D).37,38 Liu et al. postulated that the
intermolecular thiol-disulfide interchange results from the
ionized thiol on one albumin molecule attacking the dis-
ulfide linkage of another albumin molecule:

where P1 and P2 are the first and second protein mol-
ecules.37 Thiolate ions rather than thiols are the reactive
species in this reaction, since a decrease in the initial
solution pH resulted in a slower aggregation rate while an
increase in pH led to a more rapid reaction.37 Free thiols
are both necessary and sufficient for the moisture-induced
aggregation to occur, since S-alkylated BSA (no free
sulfhydryl groups) does not undergo aggregation.37

Moisture-induced aggregation of bovine insulin occurred
via both noncovalent and covalent interactions. The cova-
lent interactions were reportedly due to intermolecular
disulfide bonds as evidenced by the dissolution of 21% of
the aggregates upon treatment with a reducing agent, 10
mM dithioerythritol, and 1 mM EDTA to prevent its
autoxidation.36 Costantino et al. postulated that â-elimina-
tion produced free thiols which can subsequently catalyze
the reshuffling of intact protein disulfides and lead to
intermolecular disulfide cross-linkage.36

Chemical instability in the solid state can also occur after
proteins first experience physical instability, such as
denaturation or unfolding. Lyophilized recombinant human
keratinocyte growth factor (rhKGF) is prone to aggregation
at elevated temperatures.39 Its aggregation pathway is
proposed to proceed initially with unfolding of the protein,
leading to formation of large soluble aggregates, which can
form disulfide bonds.39 Finally, these precipitates are
converted to scrambled disulfides and/or nondisulfide cross-
linked oligomers. Recombinant human albumin (rHA) also
undergoes intermolecular thiol-disulfide interchange.40

The unfolding or loss of tertiary structure in lyophilized
rHA is suspected to have initiated the covalent thiol-
disulfide exchange.40 The covalent aggregation of ovalbu-
min, glucose oxidase, and â-lactoglobulin have also been
linked to initial protein physical instability, such as protein
unfolding.37

Nonreducible Dimerization and AggregationsLyophilized
human insulin can undergo covalent dimerization at the
AsnA21 site to form [AspA21-PheB1] and [AspA21-GlyA1] insulin
dimers.13 This dimerization occurs after deamidation of the
C-terminal AsnA21 forms a reactive cyclic anhydride inter-
mediate that further reacts with the free N-terminal amine
of another insulin molecule to yield dimers.13 Lyophilized
tumor necrosis factor (TNF) is also susceptible to the
formation of cross-linked aggregates consisting of dimers,
trimers, and higher oligomers, which were nonreducible
when treated with â-mercaptoethanol.41

Another protein that forms nonreducible dimers in the
solid state is recombinant bovine somatotropin (rbSt).
When lyophilized rbSt was stored at 30 °C and 96% RH,
the rate of loss of monomeric rbSt was greater than or equal
to the rate of loss in solution.12 Covalent dimers accounted
for 80-90% of the total degradation products observed,
with the remaining 20-10% attributed to deamidation/
cleavage. The fractional amount of nonreducible dimers
was only 23-26% in solution.12 Most of the covalent dimers
were not reducible with â-mercaptoethanol, indicating that

the covalent bonds were not disulfide bonds.12 Hageman
et al. hypothesized that such covalent interaction could be
due to the condensation of a lysine ε-amine and a carbonyl
side chain of either Asp or Glu.12

A similar mechanism was proposed for the degradation
of lyophilized ribonuclease A due to the formation of soluble
and insoluble aggregates during storage at 45 °C. These
aggregates were not dissociable using an anionic detergent
(sodium dodecyl sulfate) and a reducing agent (2-mercap-
toethanol), indicating that the aggregates were covalently
attached but not through disulfide bonds.42 Originally,
protein oxidation was believed to be the cause of the
aggregation since exposure to oxygen and light increased
the solid-state aggregation rate of ribonuclease A.43 Upon
further investigation, Townsend et al. postulated that these
covalent linkages did not result from an oxidation reaction
but from the lysine residues reacting with asparagine or
glutamine in a manner similar to the mechanism proposed
by Hageman et al. for rbSt.44 The loss of free lysine residues
in the insoluble aggregates, as determined by amino acid
analysis, is consistent with this mechanism.44

A loss of lysine and histidine residues also was observed
by Schwendeman et al. in studies of the moisture-induced
aggregation of tetanus and diphtheria toxoids.45 In this
case, however, aggregation was thought to be caused by
formaldehyde-induced cross-linking of the proteins, since
the aggregates were not soluble under either reducing (10
mM dithiothreitol, 1 mM EDTA) or denaturing (6 M urea)
conditions, and since the toxoids had been treated with
formaldehyde (“formalinized”) during production.45 The
authors proposed a mechanism for the formation of stable
intermolecular cross-links in this system and established
methods for stabilizing the toxoid formulation against this
reaction. Effective stabilization methods included succinyl-
ation, treatment with sodium borohydride, and addition of
sorbitol.45

Factors Influencing Protein and Peptide Chemical
Instability in Solids

The importance of temperature, moisture, and formula-
tion excipients in determining the solid-state stability of
small molecule drugs has been widely reported and
accepted.45-47 However, the effects of these factors on the
solid state chemical stability of proteins and peptides are
not as widely reported or understood. In addition to these
factors, there is a growing literature that suggests that the
hydrogen ion activity in the solid-state may have a signifi-
cant influence on peptide and protein stability, paralleling
the influence of pH in the solution state. The physical state
of the solid (e.g., glassy vs rubbery) also has been shown
to affect protein reactivity in the solid state. This section
reviews published reports of the effects of these factors on
peptide and protein stability in the solid state: tempera-
ture, moisture, excipients, hydrogen ion activity, and the
physical state of the solid.

TemperaturesThe exposure of solid protein and pep-
tide formulations to elevated temperatures generally de-
creases chemical stability by accelerating almost all chemi-
cal degradation reactions. For example, the deamidation
of the Asn-hexapeptide increases with increasing temper-
ature in the solid-state, with the formation of the cyclic
imide intermediate becoming more favored over the direct
hydrolysis of the Asn side chain.18 In general, the increase
in degradation rates with temperature did not follow an
Arrhenius relationship within the temperature range
studied (40-70 °C).18 This suggests that acceleration of
chemical reaction kinetics due to temperature is not solely
responsible for the rate increase.

P1-S- + P2-S-S-P2 f P1-S-S-P2 + P2-S-
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High-temperature inactivation of proteins often results
from the destruction of disulfide bonds in cystine via
â-elimination.1 Consistent with this, the aggregation of
insulin, in which â-elimination is the first step, was
observed to increase with increasing temperature.36 In-
creases in temperature have been observed to increase the
rate of covalent cross-linking in the solid state for rbSt,12

bovine insulin,36 and tumor necrosis factor.41 Most degra-
dation reactions, such as deamidation,18 peptide bond
cleavage,23,26 the Maillard reaction,33 and oxidation49 are
accelerated by increasing temperature.

The increases in chemical instability with temperature
may be due to increased mobility in the system or lowering
of the activation barrier for reaction. In particular, signifi-
cant changes in mobility may occur when the temperature
range of interest includes the glass transition temperature
(Tg) of an amorphous solid. In this case, changes in
temperature affect not only the intrinsic reactivity of the
degrading species, as observed in the solution state, but
also the medium in which the reaction occurs. The rela-
tionship between the glass transition temperature (Tg) and
reactivity is discussed below, under “Physical State of the
Solid”.

MoisturesResidual moisture is often thought to be
responsible for protein and peptide chemical instability in
the solid-state. In general, lyophilized protein formulations
are more stable at lower water contents.2 For example, the
rate of degradation of the Asp-hexapeptide increases as the
formulation vial moisture content increases.23 Likewise, the
deamidation of the Asn-hexapeptide increases as water
content increases from 0.5% to 2%.18 However, further
increases in water content of up 3% do not significantly
affect the rate of degradation.18

A similar effect of water on the deamidation of insulin
was observed. The rate of degradation of lyophilized human
insulin increases steeply with water content at low levels
of hydration, approaching apparent plateaus at water
contents greater than 20%.13 The rate constants in the
plateau region are comparable to those in solution.13 The
rate of rbSt loss due to deamidation and dimerization also
increased with increased water content.12 Increasing the
relative humidity from 75% to 96% doubled the rate of rbSt
loss.12 However, the fractional amount of nonreducible
dimers formed remained constant at around 80% and was
independent of water content over the range studied.12

The covalent aggregation of bovine serum albumin (BSA)
in the solid state greatly depends on water content.38

Freeze-dried BSA was more prone to aggregation in the
moistened solid state than in solution and exhibited a
maximum at a very low moisture level.38 The aggregation
of BSA in solution increased with increasing ratio of water
to protein.38 Jordan et al. proposed that the increase in
aggregation rate is related to the increase in water mobility
with increasing ratios of water to protein.38 Lyophilized
recombinant human interleukin-1 receptor antagonist
(rhIL-1ra) formulated with 2% glycine, 1% glycerol, and
10 mM citrate buffer at pH 6.5 exhibited maximum relative
instability at a moisture content of around 0.8% (w/w) and
the least stability at water contents less than 0.5% or
around 3.2% (w/w).11 A similar bell-shaped relationship
between covalent aggregation and water content has been
observed for ovalbumin, glucose oxidase, and â-lactoglo-
bulin.37

A few other types of chemical instabilities appear to
exhibit this bell-shaped relationship between degradation
kinetics and moisture content. A bell-shaped dependence
on moisture content also was observed for the aggregation
of rHA via thiol-disulfide exchange, with maximum ag-
gregation corresponding to 47 g water/100 g dry protein
(96% RH).40 The Maillard reactions usually have maximum

rates in the low-moisture range.34 Insulin,50 casein,51 and
blood plasma proteins52 in “dry” systems containing glucose
show a maximum in the range of 40-80% RH (10-20%
water content).2

This bell-shaped relationship between water content and
reaction rate is often attributed to the effect of water on
molecular mobility and reactant concentration. At low
moisture levels, the Maillard reaction is less rapid because
the diffusion and mobility of reactants are restricted.2,34,52

As water content increases, molecular mobility increases,
leading to enhanced reactant mobility which should facili-
tate the reaction.37 At higher water contents, the reaction
rates decrease due to dilution of the reactants by water.37,53

Liu et al. observed that the addition of various types of
polymers (carboxymethyl-cellulose, dextran, poly(ethylene
glycol)) as diluents also appeared to hinder the aggregation
of BSA.37

While residual water can often increase chemical deg-
radation rates, under some conditions it can suppress a
chemical reaction. Pikal et al. observed that the oxidation
of a lyophilized hGH formulation was affected by increases
in headspace oxygen at low moisture levels but not at
higher moisture contents.29 This may be due to water’s
possible antioxidant properties. Water may be either an
antioxidant or an oxidant depending on the system.32

Generally, oxidation in foods reaches a maximum at low
water content and decreases as water content increases.2

In addition to having an effect on solid-state degradation
rates, water may also affect the reaction pathways. For
example, the formation of the cyclic imide intermediate
during deamidation of the Asn-hexapeptide at pH 5 was
favored over direct hydrolysis as water content increased.18

The low moisture environment of the solid-state can
generate product distributions which differ from those of
the solution state.18 The main product in the degradation
of the Asp-hexapeptide in solids lyophilized from pH 3.5
and 5 solutions is the cyclic imide hexapeptide.23 In
contrast, the dominant degradation product in solution at
pH 3.5 is the tetrapeptide and at pH 5.0 is the isoAsp-
hexapeptide.24 Thus, the reduced moisture in the lyophi-
lized solids appears to suppress the hydrolysis of the Asu-
hexapeptide intermediate to form the isoAsp-hexapeptide
and that of the Asp-Gly peptide bond to form the tetrapep-
tide.

We have observed similar shifts in the product distribu-
tion in our recent studies of Asn-hexapeptide deamidation
in poly(vinyl pyrrolidone) and poly(vinyl alcohol) matrices.21

In addition, the order of the reaction with respect to water
content differs in these two polymers: it is first-order in
poly(vinyl pyrrolidone), but second order in poly(vinyl
alcohol).21 Since it is unlikely that the molecular deami-
dation mechanism differs significantly in the two systems,
the results suggest that the role of water extends beyond
that of reactant and may involve plasticization of the
polymer matrices.

So, while the importance of water in chemical reactions
is well recognized, the exact relationship between solid-
state chemical instability and water content is often
difficult to delineate and is dependent on the type of
degradation reaction(s). This difficulty in determining the
mechanism by which water affects the chemical stability
of proteins and peptides in the solid state is in part due to
the various roles water can play in promoting chemical
reactivity. Water can act as (1) a reactant, (2) a medium
or solvent, and (3) a plasticizer to increase molecular
mobility.2,47,54 Discriminating among these possible effects
is difficult, particularly since more than one effect may be
important in a given system.

ExcipientssProteins are often formulated with excipi-
ents, such as sugars and polymers, to protect them during
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freeze-drying and storage. Polymeric “excipients” may also
be used to form a matrix for controlled release. The types
of excipients used and their effects on the chemical stability
of proteins and peptides are varied. For example, a wide
range of excipients, such as heparin, sulfated polysaccha-
rides, anionic polymers, and citrate, decreased the rate of
covalent aggregation in recombinant human keratinocyte
growth factor (rhKGF) at elevated temperatures.39 On the
other hand, while EDTA inhibited disulfide formation in
aggregates, it was not as effective in stabilizing rhKGF.39

In this section, three categories of excipients will be
discussed since they comprise the majority used in solid
formulations: polyalcohols, polymers, and buffer salts.

PolyalcoholssSugars and polyols are the most commonly
used excipients in lyophilized protein and peptide formula-
tions.55 Table 1 lists the different types of polyalcohols used
as pharmaceutical excipients. These sugars and polyols are
often added to lyophilized formulations to protect and
stabilize the proteins against decomposition during pro-
cessing and storage. TNF formulated with dextran, sucrose,
trehalose, or 2-hydroxypropyl-â-cyclodextrin, which are
amorphous, formed fewer nonreducible dimers than TNF
formulated without an excipient.41 The covalent dimeriza-
tion of human insulin was markedly decreased by incor-
poration into a glassy matrix of trehalose.56 The stability
of lyophilized recombinant human interleukin-1 receptor
antagonist (rhIL-1ra) was greatly improved by increasing
the concentration of sucrose in the formulation.11 Sucrose
stabilized rhIL-1ra against chemical degradation better
than trehalose.11 Examination of a series of polyalcohols
in this system showed the following order of decreasing
ability to stabilize the protein: sucrose > trehalose >
sorbitol > no excipient > maltose.11 In a recent study of
Asp-Pro bond cleavage in Physalaemin and Hamburger
peptides, stabilization was provided by glassy polyols in
the order: sucrose > Ficoll (low mw) > Byco A, Ficoll (high
mw) > dextran.57 The authors attributed the stabilizing
ability of the polyols to the density of the matrix, with
greater packing density leading to improved stability.

Some of these excipients, such as maltose in the rhIL-
1ra example above, may have a destabilizing effect. For
example, the oxidative deamidation of a cyclic heptapeptide
was observed in formulations containing mannitol, but not
in solution or in the neat solid (no excipient).31 The extent
of oxidative degradation increases with increasing mannitol
content after 12 weeks of storage at 40 and 60 °C.31 These
researchers postulated that the cyclic heptapeptide was
reacting with a reducing sugar impurity in the mannitol.31

Thus, the lower stability of the rHIL-1ra maltose formula-
tion may have been due to the rhIL-1ra reacting with
maltose, a reducing sugar.

Reducing sugars are known to react with proteins and
peptides via the Maillard reaction (formation of Schiff base)
as well as other side reactions.2,25,55 Rapid covalent modi-
fication of lyophilized human relaxin was observed in the
presence of glucose.25 The glucose appeared to have reacted
with lysine and arginine residues via the Maillard reaction
to form covalent adducts.25 A significant amount of serine
cleavage from the C-terminal of the B-chain of relaxin was
also identified.25 A high glucose content may be necessary

for cleavage to occur, since the hydrolytic cleavage of
relaxin stored in concentrated glucose solutions occurred
to a lesser extent than in the solid state.25 In contrast,
formulating relaxin with nonreducing sugars such as
mannitol and trehalose produced stable, lyophilized for-
mulations.25

In addition to oxidation and deamidation products,
human growth hormone formulated with lactose produced
an additional product not observed in either the freshly
freeze-dried lactose formulation or in any of the other
formulations studied. The researchers postulated that the
product was due to an adduct of lactose and hGH, either
the glycosylamine or the corresponding Schiff base.4 As
stated above, the use of reducing sugars in lyophilized
formulations is problematic due to their propensity to react
with proteins via the Maillard reaction, especially at lysine
and arginine residues.

PolymerssPolymeric excipients may influence the reac-
tivity of peptides and proteins through direct chemical
interactions or by altering the physical state (e.g., glassy
vs rubbery) of the system. This section addresses chemical
interactions between polymeric excipients and incorporated
proteins. The effects of polymers on the physical state of
the matrix are discussed below.

Many of the published studies on the chemical effects of
polymers on peptides and proteins involve the lactide/
glycolide copolymers. These polymers are of particular
interest because they are biocompatible and biodegradable
and are therefore used commonly in implantable devices.

The stability of atriopeptin III (APIII) encapsulated in
poly(D,L-lactide-co-glycolide) (PLG) microspheres was stud-
ied and compared to that of APIII alone at 40 °C.58 When
microspheres were shaken in neutral buffer solution, APIII
was completely degraded in 5 days. In neutral buffer alone,
APIII degraded with a half-life of 8.7 days.58 After 8 days
at 95% relative humidity, 20% of APIII in the microspheres
had degraded.58 Concentrated APIII showed no degradation
after 2 weeks, and dilute APIII in water showed no loss
after one month.58 Different degradation peaks were ob-
served for APIII in microspheres and APIII alone.58 It was
concluded that PLG catalyzes the degradation of APIII, and
the mechanism of this degradation appears to be different
from that seen for APIII alone in buffer.58 This suggests
that the polymer environment has a significant effect on
the chemical stability of this protein.

Park and co-workers also found this to be the case for
the stability of carbonic anhydrase and bovine serum
albumin during release from a polymer matrix immersed
in buffered medium at 37 °C.59 Carbonic anhydrase encap-
sulated in poly(D,L-lactic acid-co-glycolic acid) (PLGA)
microspheres was released in an inactive form.59 Severe
hydrolysis of unreleased and released proteins was ob-
served.59 It was postulated that the hydrolysis was due to
an acidified medium created by the degradation of the
PLGA microspheres.59 The degradation of the PLGA mi-
crospheres occurs via random chain scission of an ester
linkage in the polymer backbone, which produces water
soluble oligomers with carboxylic acid end groups that
affect medium pH.59 As the microspheres degraded, the pH
of the medium decreased from 7 to 3 over 40 days.59 Park
et al. also suggest that the protonated carboxylic acid end
group of the lactic and glycolic acid fragments may react
with the carbonyl group of the amide linkage in the
proteins, leading to cleavage of the peptide backbone.59 So,
in addition to having an environmental effect, polymers
may also have a direct catalytic effect on the chemical
stability of proteins in solids.

In contrast to these reports of a detrimental effect of
lactide-glycolide polymers on protein stability, there have
been several reports of successful protein formulation in

Table 1sTypes of Polyalcohols Used as Pharmaceutical Excipients

polyhydric alcohols nonreducing sugars reducing sugars

mannitol dextran fructose
sorbitol sucrose glucose (dextrose)

trehalose lactose
maltodextrin
maltose
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these polymers.60-62 Cleland et al. describe the stability of
recombinant human growth hormone (rhGH) during re-
lease from PLGA microspheres into isotonic buffer.60 Rates
of oxidation, diketopiperazine formulation, and deamida-
tion in the microspheres were comparable to those in
solution controls, and rates of aggregation were only
slightly greater than in solution.60 The authors infer that
the pH within the microspheres is comparable to that in
the surrounding buffer, and that rapid buffer equilibration
may prevent a pH decrease in this system.60 In related
studies, rhGH was stabilized in a PLGA microsphere
formulation by the formation of an insoluble complex with
zinc.61 In vitro studies showed that microsphere encapsula-
tion did not alter rhGH activity in this system, and in vivo
studies in rats and monkeys showed sustained delivery of
rhGH for up to one month.61 The discrepancies in protein
stability in PLGA systems suggest that factors other than
the polymer choice will influence drug stability. These may
include the properties of the protein drug itself, other
formulation variables, and the interaction of the formula-
tion with the release matrix (e.g., buffer, tissue).

Limited information is available on the chemical effects
of other polymeric excipients on peptide and protein
stability. Recent studies in our laboratories suggest that
the Asn-hexapeptide forms a reversible complex with poly-
(vinyl pyrrolidone) when stored in matrixes of this polymer
at elevated temperature and low matrix moisture content.63

Formation of the complex results in a reduction in Asn-
hexapeptide degradation to the cyclic imide, but release of
the Asn-hexapeptide from the complex requires more than
1 week in dialysis studies at neutral pH.63 The chemical
nature of this complex is under investigation. Protein
binding to dextrans in lyophilized proteins has also been
suspected.64 After exposure to aqueous media for more than
2 weeks, recombinant bovine somatotropin (rbSt) and zinc
insulin were released intact and active from microspheres
composed of sucrose and poly[1,3-bis(p-carboxyhydroxy)-
hexane anhydride], which is a very hydrophobic polymer.65

Ron et al. postulated that the hydrophobic polymer pre-
vented the entry of water into the microspheres65 and thus
protected rbSt from moisture induced decomposition, such
as covalent dimerization and deamidation.12

Buffer SaltssBuffer salts are often included in solid
formulations of peptides and proteins in an attempt to
control the hydrogen ion activity, or the protonation state
of the functional groups on the protein. In solution, buffer
salts may have a catalytic effect on many protein degrada-
tion reactions, apart from their effect on pH. In this section,
we review the limited evidence for specific chemical effects
of buffers in the solid state. The effects of solid-state
hydrogen ion activity on reactivity are discussed in the next
section.

There is some evidence that phosphate buffers have a
catalytic effect on protein degradation. In a study on
lyophilized RNase, Townsend and DeLuca prepared lyoph-
ilized formulations from solutions containing varying con-
centrations of sodium phosphate buffer.66 While a buffer-
free formulation showed a 10% loss in activity over 120
days of storage at 45 °C, a formulation lyophilized from a
0.2 M buffer solution showed a nearly 40% loss in activity
during the same period.66 Similarly, Pikal et al. showed
an effect of sodium phosphate buffer concentration on the
chemical degradation and aggregation of lyophilized human
growth hormone.4 Mechanisms suggested for this effect
include the catalysis of oxidation reactions by heavy metal
contaminants in the buffer salts,66 and the preferential
crystallization of phosphate buffer components during
freeze-drying, leading to pH shifts.4 It should be noted that
sodium phosphate buffers are thought to be particularly
prone to preferential crystallization, and often are avoided

in lyophilized protein formulations for this reason.67 Ac-
etate buffers are also avoided in lyophilized formulations,
since volatilization of acetate species during freeze-drying
may alter the buffer composition in the solid.

Buffer species themselves may be chemically unstable
in solid formulations, producing degradation products that
interact with peptides and proteins. Recent studies in our
laboratories examined the deamidation of the Asn-hexapep-
tide in lyophilized matrixes containing PVP and Tris
buffer.68 We observed the formation of a new peak in HPLC
chromatograms, which mass spectral analysis showed to
be a formaldehyde adduct of the tyrosine residue on the
aspartate or isoaspartate deamidation product. The pres-
ence of formaldehyde was shown to be associated with the
inclusion of Tris buffer in the formulation, since no
formaldehyde was detected when Tris was omitted or
replaced with other buffers.68 We hypothesize that degra-
dation of Tris [tris(hydroxymethyl)aminomethane] occurs
on storage of this formulation, liberating formaldehyde,
which then reacts with the tyrosine residue on the pep-
tide.68

Hydrogen Ion ActivitysIn the solution state, pH is
used as a simple indicator of hydrogen ion activity. While
pH is not defined in the solid state, there is a strong
correlation between the chemical stability of proteins and
peptides in the solid state and the pH of the solution prior
to lyophilization. This value is often termed the “apparent
pH” of the solid and is often given the abbreviated designa-
tion, “pH”, with the quotation marks signifying that the
value is apparent.

The deamidation rate of the Asn-hexapeptide increases
as the solution pH prior to freeze-drying increases from 5
to 8.18 The “pH” of the Asn-hexapeptide formulation solu-
tion also appears to dictate the extent to which the peptide
stability depends on other variables, such as moisture level
and temperature.18 The deamidation of lyophilized human
insulin is also quite sensitive to “pH”.13,14 Increases in the
oxidation of hGH,4,29 the â-elimination of cysteine in bovine
insulin,36 and the formation of nonreducible dimers of
tumor necrosis factor41 in the solid state all increase with
formulation “pH”. Interestingly, while no dimers were
observed at “pH” 4, the biological activity of TNF at “pH”
4 was significantly lower than at higher “pH’s”.41

The increase in the rate of covalent dimerization of rbSt
with increasing “pH” is attributed to the deprotonation of
the lysine residues, which are more nucleophilic when
deprotonated. Interestingly, the fractional amount of non-
reducible dimers formed during rbSt degradation remained
constant at around 80%, independent of “pH” over the
range studied (pH 5-10).2,69 Lyophilized recombinant
human interleukin-1 receptor antagonist (rhIL-1ra) for-
mulations containing citrate were less likely to form
noncovalent aggregates than those with phosphate.11 The
researchers postulated that the destabilizing effect of
phosphate buffer may be due to the selective crystallization
of the dibasic salt, which would expose the protein to a low
“pH”.11

To avoid drastic pH shifts, the weight ratio of buffer to
other solutes should remain low.3 The addition of ionic
agents such as NaCl should also be kept at a minimum or
avoided. While NaCl does not affect “pH”, the chemical
stability of hGH in freeze-dried formulations was decreased
by the presence of NaCl.4 The researchers attributed the
destabilizing effect of NaCl on hGH to a specific ion effect,
due primarily to the chloride ion.4 The effect of NaCl on
hGH may also be due to a salt effect on “pKa”.

The Physical State of the SolidsThe state of a
pharmaceutical solid depends on the temperature, compo-
sition (drug and excipient), moisture, and on the time
allotted to the experiment. While the effects of tempera-

496 / Journal of Pharmaceutical Sciences
Vol. 88, No. 5, May 1999



ture, moisture, and formulation composition on chemical
instability were presented independently above, their
influences on the solid-state chemical stability of proteins
and peptides are often synergistic. These variables com-
bined determine the physical bulk state of solid protein and
peptide formulations. The bulk state of a formulation
(crystalline versus amorphous) has been linked to various
cases of protein and peptide chemical instability in the
solid-state.4,13,18

CrystallinesCrystalline solids possess long range mo-
lecular order with the molecules structured in fixed geo-
metric units. In contrast, amorphous solids have irregular
packing and lack long range order. For small molecule
drugs in the solid-state, the crystalline drug is generally
less prone to chemical decomposition than the amorphous
form.14,70 However, the crystalline state may not be more
stable for protein and peptide formulations. Oliyai et al.
found that the Asp-hexapeptide was more stable in a
lactose matrix (amorphous) than in mannitol (crystalline).23

Interestingly, the lactose formulation had a greater affinity
for water (a higher water content) than the mannitol
formulation, yet the peptide was significantly more stable
in the lactose matrix than in mannitol.23 Excipients that
were more hygroscopic were generally better at stabilizing
rHA against aggregation, suggesting that the stabilization
arises primarily from interactions between the excipient
and water rather than between the excipient and the
protein.40

The stability of crystalline and amorphous insulin (neat
solid) was also investigated at various water contents. For
crystalline insulin, deamidation at the AsnA21 site increases
rapidly with increases in water content.14 In contrast, the
deamidation of amorphous insulin was nearly independent
of moisture content (up to 15%).14 Crystalline human
insulin was less stable than amorphous insulin, indepen-
dent of the water content over the range studied.14

Solid formulations which are at least partially amor-
phous appear to best protect proteins and peptides against
chemical instability.4 Lyophilized human growth hormone
(hGH) formulated in a partially amorphous excipient
system (glycine:mannitol) was less susceptible to chemical
degradation and aggregation than hGH formulated in
either totally amorphous (dextran) or crystalline (mannitol)
systems.4 So, while a partially amorphous system is neces-
sary to stabilize hGH, an amorphous system is not a
sufficient condition for stability.4 Pikal et al. postulated
that a partially amorphous system allows molecular inter-
action with the protein and/or acts as “sink” for residual
water.4

While residual moisture generally leads to chemical
instability, the relative stability of proteins and peptides
in solid formulations cannot be judged solely on the basis
of the amount of water present, as seen in the above cases.
The nature of the excipient, such as its crystallinity and
affinity for water, appears to be important as well.

AmorphoussDepending on temperature, structure, and
composition, amorphous solids such as polymers exhibit
widely different physical and mechanical properties.71 At
low temperature and moisture, amorphous solids are
brittle, hard, and highly viscous, and are said to be in the
“glassy” state. In the glassy state, molecular motion is
largely restricted to vibrations and short-range rotational
motion.71 As the temperature and/or moisture content
increases, the solids undergo a transition from a glassy
state to the so-called “rubbery” state, which is characterized
by decreased viscosity and increased elasticity. The glass
transition temperature (Tg) is defined as the temperature
at which the solid softens because of the onset of long-range
coordinated molecular motion.71 The Tg varies greatly
among different amorphous pharmaceutical solids and is

dictated by such factors as composition and moisture
content, since water may act as a plasticizer to increase
bulk mobility and decrease Tg.

Researchers have speculated that chemical reactions
which involve molecular mobility, such as bimolecular
reactions, are unlikely to occur in the glassy state due to
the limited mobility.72 As the solid system becomes more
rubbery (T > Tg) and mobility increases, the reaction rates
would then greatly increase.72 Lyophilized rhIL-1ra for-
mulations with Tg’s ranging from 20 to 56 °C were stored
for several weeks at temperatures above and below their
Tg’s.73 The decomposition of rhIL-1ra, both via deamidation
and aggregation, was greatly accelerated at temperatures
above Tg (rubbery state).73 However, the rate of degradation
also increased in some formulations whose Tg’s were above
the storage temperature (glassy state).73

Other instances of protein and peptide degradation in
the glassy state have been documented. The aggregation
of hGH has been found to occur in formulations stored at
temperatures well below their glass transition tempera-
ture.4 The dimerization and deamidation of insulin have
been observed in the glassy state;13 however, the actual
formulation Tg was not measured in this study. Recently,
the fission of the Asp-Pro bond in Physalaemin and
Hamburger peptides has been detected in water soluble
glasses (e.g., dextrose, Ficoll, sucrose) below their Tg.57

Thus, while proteins and peptides are generally more stable
in the glassy state, chemical degradation reactions can still
occur. Although mobility is limited in the glassy state,
glassy pharmaceutical solids may experience significant
molecular mobility at temperatures up to 50 °C below their
glass transition temperature.74 Furthermore, significant
rotational and translational mobility was shown to exist
for water in solid poly(vinyl pyrrolidone), even at very low
water contents (glassy state).75

The increase in reactivity with water content is often
attributed to water’s ability to plasticize or increase the
molecular mobility of the bulk structure and thus the
reactants. The decomposition of a freeze-dried monoclonal
antibody-vinca conjugate has been correlated with formu-
lation Tg.76 However, since water activity and content were
not kept constant, other factors which may contribute to
this instability cannot be ruled out. In contrast, the
degradation of aspartame in the solid-state correlates
better with water activity and content than with Tg.77 In
recent studies of Asn-hexapeptide deamidation in poly-
(vinyl pyrrolidone) matrices, we have attempted to dis-
criminate between water’s effects on Tg (i.e., as a plasti-
cizer) and its solvent effects by adding glycerol to the
matrix as a secondary plasticizer.22 This enabled us to
generate systems with constant Tg and varying water
activity, or with constant water activity and varying Tg.
Interestingly, the deamidation rate showed a single log-
linear correlation with Tg for matrices in the rubbery state,
while in the glassy state this correlation resulted in
multiple parallel lines with intercepts dependent on matrix
water activity.22 These results suggest that for this system,
water acts primarily as a plasticizer in the rubbery state,
but acts both as a plasticizer and a solvent or reaction
medium in the glassy state. Taken together, these conflict-
ing reports on water’s role as a plasticizer demonstrate the
complexity of these systems and the attendant difficulty
in gaining a mechanistic understanding of the chemical
reactivity of incorporated proteins and peptides.

Summary and Commentary
The results discussed above highlight the difficulty in

determining the mechanisms of protein chemical instability
in the solid-state. Protein decomposition in the solid state
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can occur through multiple degradation pathways, involv-
ing both physical and chemical instabilities, as observed
for rbSt and insulin. Since chemical instability can also lead
to physical instability and vice versa, it can be difficult to
determine the mechanism of chemical degradation in
proteins. Furthermore, non-peptide/protein components of
these solid-state formulations may have multiple effects.
Residual moisture and polymeric excipients, for example,
may influence matrix mobility (Tg), may participate directly
or indirectly in degradation reactions, and may influence
the “pH” or other properties of the reaction medium.
Multiple effects caused by a single additive make mecha-
nistic definition difficult.

Consideration of the available literature in this area
suggests several avenues for additional research. Most
notably, it is clear that the determinants of protein and
peptide reactivity in the solid-state have not been fully
characterized. While pH, temperature, and buffer composi-
tion are known to be critical in solution, different or
additional factors may be important in the solid-state.
These may include mobility in the matrix, hydrogen ion
activity, and protein secondary and tertiary structure.
Additional research relating to each of these factors is
warranted.

For example, while mobility in a solid polymer matrix
is often characterized using the glass transition tempera-
ture (Tg), this measurement describes the mobility of the
matrix as a whole and not its specific components. Ulti-
mately, the degradation of peptides and proteins in these
systems is more likely to depend on the mobility of the drug
molecules themselves or of specific amino acid residues
within them, rather than on the “bulk” mobility described
by Tg, particularly when the drug loading is low. Recent
research has begun to address this question,78,79 but
continued effort will be required to establish a measure of
solid-state mobility that is predictive of reactivity. In
addition, mobility is likely to be more important for
bimolecular reactions involving large molecules (e.g., pro-
tein aggregation) than for unimolecular reactions (e.g.,
succinimide formation) or bimolecular reactions involving
relatively small, mobile reactants (e.g., oxidation). An
understanding of the factors that produce a “mobility-
limited reaction” in the solid state would aid in formulation,
since stabilization strategies that reduce mobility (e.g.,
inclusion of glass-forming excipients) are most likely to be
effective for these reactions. Reaction mechanism and
reactant molecular weight are likely to be among these
factors.

Hydrogen ion activity (i.e., pH) is important in the
solution state degradation of many peptides and proteins,
but its role in the solid-state remains unclear. At present,
there is no convenient measure of hydrogen ion activity in
these solid systems, so examination of its effects has relied
on correlation with “effective” pH. These studies have
suggested that the “pH” dependency in the solid state
parallels its solution state counterpart. However, it is
reasonable to expect that a reaction that is pH-driven in
solution may be controlled by other factors, such as
mobility, in a glassy solid. Examination of the dependence
of solid-state “pH” rate profiles on other matrix properties
would be useful, as would the development of methods to
measure hydrogen ion activity in solid formulations.

Finally, the effects of protein secondary and tertiary
structure on reactivity and reaction mechanism should be
examined. In solution, secondary structure has been shown
to affect deamidation rate,80 and protein aggregation in the
solid state has been attributed to adsorption-induced
unfolding.62 In addition, a recent study has demonstrated
the utility of infrared spectroscopy to determine protein
secondary structure in PLGA matrixes.81 However, there

is a lack of information on the effects of protein structure
on chemical reactivity in solids. Such information is
important not only for chemical routes of protein degrada-
tion, but also because physical modes of degradation, such
as aggregation, are often associated with chemical changes.
Information on the interaction of protein structural do-
mains with matrix properties (such as mobility and water
content) to produce degradation would help to identify
labile residues in solid protein formulations a priori.
Stabilization strategies could then be directed in a rational
way toward the modification of protein structure and/or
formulation variables.
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Abstract 0 This study investigates the use of solid, organic
compounds to lyophilize drugs without conventional freeze-drying
equipment. The aim of the investigation is to find a pharmaceutically
acceptable solvent or solvent combination that is appropriate for freeze-
drying on the basis of its ability to (1) solubilize hydrophobic drugs,
(2) provide a stable environment for water-sensitive compounds, (3)
be rapidly and completely removed from the product under vacuum,
and (4) produce cakes that are readily reconstituted. A eutectic formed
from 1,1,1-trichloro-2-methyl-2-propanol (chlorobutanol) hemihydrate
and dimethyl sulfone (DMSO2) is determined to be a suitable medium.

Introduction

The formulation of certain parenteral drugs as recon-
stitutable freeze-dried products offers the advantages of
improved stability, dissolution rate, dosing accuracy, and
sterility. However, freeze-drying is generally restricted to
drugs that are water soluble and/or stable to hydrolysis
for at least the time required for freezing. Compounds that
hydrolyze rapidly are poor candidates because the amount
of drug that remains in the dried product is likely to depend
on the time required to freeze the sample. Hydrophobic
nonelectrolytes are poor candidates because they require
either large volumes of water or significant amounts of
cosolvent to yield the desired quantity of drug in a
reasonably sized container. Although cosolvents usually
improve both stability and solubility, they can cause
incomplete freezing and a drying stage that involves the
simultaneous sublimation of ice and evaporation of liquid
residue.1 The resultant dried product is often very dense
and difficult to reconstitute. Furthermore, since a surface
skin is often produced when an incompletely frozen me-
dium evaporates, drying times can be extended beyond the
point of practicality.

It is also important to consider that if sublimation
temperatures are significantly lower than normal to keep
the medium frozen, then the condensing temperature
required to recover the solvents may be lower than the -55
°C minimum of the lyophilizer.

The current study investigates the feasibility of using
organic solvents that are solids at room temperature to
lyophilize hydrophobic and water-sensitive compounds
without conventional freeze-drying equipment. The aim of
this investigation is to find a solvent or solvent combination
that is suitable for freeze-drying on the basis of its ability
to (1) solubilize hydrophobic drugs, (2) provide a stable

environment for water-sensitive compounds, (3) be rapidly
and completely removed from the product under vacuum,
and (4) produce cakes that are easily reconstituted using
pharmaceutically acceptable cosolvents.

Materials

Solvents were selected from the Handbook of Pharmaceutical
Excipients2 and The Merck Index3 on the basis of their having low
toxicity, melting points between 35 and 120 °C, and relatively low
molecular weights. The compounds chosen for the study are listed
in Table 1.

All compounds were >98% pure and were used as received from
their respective suppliers except for anhydrous chlorobutanol,
which was prepared by dehydration of a chlorobutanol hemihy-
drate melt.

Approach

The individual solvents in Table 1 were experimentally
determined to be either too high melting to ensure solute
stability or too nonpolar to solubilize semipolar compounds.
Solvent combinations that formed eutectics were sought
for their intermediate polarities and lower melting tem-
peratures. The selection of a eutectic medium for freeze-
drying involved seven steps: (1) screening solvent combi-
nations for eutectic formation; (2) determination of the
eutectic compositions; (3) measurement of sublimation
rates; (4) assessment of solubilizing ability; (5) selection of
an optimal medium; (6) freeze-drying sample compounds;
and (7) analysis of freeze-dried products. Each of these
steps is described below.

Experimental and Results

1. Eutectic FormationsThe solvents in Table 1 were
combined in a 1:1 mole ratio in quantities sufficient to yield
approximately 2 g of material. The mixtures were melted,
and those systems that exhibited solvent miscibility and
stability were allowed to cool at room temperature for 2 h.
These were refrigerated for 24 h at 4 °C to ensure complete
solidification and then brought to room temperature.
Samples that appeared “wet” were deleted from the study.
Core samples of approximately 5 mg were taken from the
remaining solids and analyzed with a DuPont Instruments
model 910 differential scanning calorimeter using closed
sample pans and a heating rate of 10 °C/min. Solvent
combinations that exhibited a single, well-defined eutectic
melt between 35 and 75 °C were considered further.

2. Eutectic CompositionsThe eutectic compositions
were estimated using the van’t Hoff equation

* To whom correspondence should be addressed. Tel: (520) 626-
1289. Fax: (520) 626-4063. E-mail: yalkowsky@pharmacy.arizona.edu.

© 1999, American Chemical Society and 10.1021/js980478p CCC: $18.00 Journal of Pharmaceutical Sciences / 501
American Pharmaceutical Association Vol. 88, No. 5, May 1999Published on Web 04/14/1999



with the molar heat of fusion, ∆fusHA, determined by
differential scanning calorimetry (DSC). In eq 1, XA rep-
resents the mole fraction of component A, Tm is the melting
point of pure component A, and Teut is the eutectic melting
temperature. Once the calculated mole fractions were
determined (with XB ) 1 - XA), solvent ratios slightly above
and below the estimated value were prepared and a closer
approximation of the eutectic composition was made ex-
perimentally using DSC. The eutectic composition was
obtained as the mole ratio that produced a single melting
endotherm. Hot stage microscopy was used to confirm the
DSC results.

3. Sublimation RatessSamples of the eutectics weigh-
ing ∼50 mg were sublimed at 10 °C below their eutectic
melting points at ∼0.3 mmHg pressure. Evaporation rates
were measured using a DuPont Instruments model 951
thermogravimetric analyzer. Two evaporation rates were
observed in most cases. The greater first rate is due to the
sublimation of both solvents. The second rate is due to the
sublimation of the less volatile component after the more
volatile solvent has been removed. The results for the most
readily sublimed solvent combinations are given in Table
2.

4. Solubilizing AbilitysTo test the ability of the binary
systems to solubilize both semipolar and nonpolar com-
pounds, 20 mg of anthracene, caffeine, coronene, phenytoin,
progesterone, and urea were added separately to 1 mL
volumes of the eutectic melts at temperatures within 5 °C
above their respective melting temperatures. All of the
solvent systems were able to solubilize this quantity of the
solutes. Solubility parameters were also calculated for the
eutectic melts using the method of Adjel et al.4 for combined
solvent systems with group contribution values of cohesive
energy density and molar volume from Fedors.5 The
solubility parameters shown in Table 3 are in the range of
most drugs, which suggests that the melts are good
solvents for drugs.

5. Premier Eutectic for Freeze-DryingsThe chlo-
robutanol hemihydrate-dimethyl sulfone (DMSO2) eutectic
was found to be the most suitable media for freeze-drying
on the basis of nontoxicity, solubilizing ability, and rate of
solvent removal. As shown in Table 2, the eutectic is formed
at a mole ratio of 60% chlorobutanol hemihydrate and 40%
dimethyl sulfone, and it has a melting temperature of 50
°C. Figure 1 shows a phase diagram constructed from DSC
analysis of several solvent ratios.

6. Freeze-DryingsThe five compounds shown in Figure
2, progesterone, coronene, Fluasterone, phenytoin, and 1,1-
dicyano-3-nitrobenzyl-1-propene, were lyophilized from the
chlorobutanol hemihydrate-DMSO2 eutectic. Samples were
prepared in 10 mL freeze-drying vials with orifices of ∼2
cm2 by dissolving 30 mg of solute in 5 g of the eutectic melt
at 60 °C. These were allowed to solidify for 2 h at 25 °C.
The samples were then placed in a large Erlenmeyer flask
that was connected to a vacuum pump. The base of the
flask was submerged in a water bath that was heated by
a hot plate. The solvents were sublimed at approximately
0.3 mmHg pressure using two drying stages:

The stage times were roughly equal in this study because
both the mass and evaporation rate ratios are 3:1. However,
the evaporation rate ratio is likely to vary with the
temperatures and pressures used.

7. Freeze-Dried Product AnalysissResidual Solvents
Thermogravimetric (TG) analysis was used to measure the
amount of residual solvent remaining in the cakes. Samples
of ∼10 mg were placed under vacuum and heated at a rate
of 10 °C/min. The TG scans of the cakes and the solvents
are shown in Figure 3. The analysis indicates that the
cakes contain less than 1% residual solvent. The profiles
for pure chlorobutanol-hemihydrate (-×-) and pure DMSO2
(-+-) in Figure 3 indicate the temperatures at which weight
loss due to residual solvent would be expected.

Solute StabilitysThe investigational compound 1,1-
dicyano-3-nitrobenzyl-1-propene has a half-life in water of
approximately 20 min, which precludes its freeze-drying
by conventional methods. High-performance liquid chro-
matography was used to analyze the product immediately
following lyophilization from the eutectic and after 15
months of storage at room temperature. Assays were
performed using a Beckman System Gold HPLC with a
Pinnacle ODS amine column (5 µm, 250 mm × 4.6 mm i.d.,
Restek, Bellefonte, PA) and a mobile phase consisting of
500 parts water, 500 parts acetonitrile, and 3 parts acetic
acid at a pH of 3.45. A Beckman model 110A pump was
used to maintain a flow rate of 1.0 mL/min. Ultraviolet
detection was made using a Kratos Analytical Spectroflow
model 757 detector at a wavelength of 300 nm. Quantifica-
tion of drug in the effluent was made using a Hewlett-
Packard model 3394 integrator. The relative retention
times of 1,1-dicyano-3-nitrobenzyl-1-propene and its major
degradation product are 3.4 and 2.8 min, respectively. No

Table 1sCompounds Used in This Study

compds used as solvents Tm (°C) compds used as solvents Tm (°C)

coumarin 69 chlorobutanol (hemihydrate) 78
imidazole 90 chlorobutanol (anhydrous)a 97
2-amino-4-picolene 100 vanillin 82
2-aminopyridine 58 ethyl vanillin 77
salicylamide 140 ethyl paraben 116
tiglic acid 64 2-furoic acid 133
2-amino-5-nitrothiazole 187 other compounds
menthol 35 anthracene 219
dimethyl sulfone 109 caffeine 238
camphene 51 fluasterone 175
thymol 52 progesterone 130
urea 133 coronene 438
salicylic acid 158 phenytoin 297
camphor 180 1,1-dicyano-3-nitrobenzyl-1-propene 161

a Prepared by dehydration of chlorobutanol hemihydrate.

ln XA )
∆fusHA

R ( 1
Tm

- 1
Teut

) (1)

stage 1: 40 °C, 6.5 h (-450 mg/cm2-h:
primarily chlorobutanol hemihydrate)

stage 2: 60 °C, 6.5 h (-150 mg/cm2-h: DMSO2)
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degradation was detected in the freeze-dried cake im-
mediately after lyophilization or after 15 months of storage
at room temperature.

Cake Structure and Particle SizesFigure 4a,b contains
photomicrographs of the freeze-dried cakes of phenytoin
and coronene, respectively, that were taken using a SPOT
camera and a Leica DMLP polarizing microscope. The
fiberlike structures in the phenytoin cake are loose ag-
gregates of crystals that are approximately 1-2 µm long.
The coronene cake is composed of bundles of roughly 5-10
crystals. The coronene crystals are the largest in the test
set, having an average length of approximately 50 µm. The
cakes of the other three compounds are similar in overall
appearance and contain particles that range from 5 to 15
µm.

ReconstitutionsThe phenytoin cake was reconstituted
using Millipore water adjusted to pH 12. Dissolution was
complete with a single shake of the vial. With the exception
of coronene, the other compounds were reconstituted using
ethanolic solutions in which they were soluble. The proges-
terone cake was reconstituted using 8 mL of a 60% ethanol,
10% dimethylacetamide, and 30% water solution. The 1,1-

dicyano-3-nitrobenzyl-1-propene and Fluasterone cakes
were reconstituted using 8 mL of a nonaqueous 50%
ethanol and 50% poly(ethylene glycol) 400 solution due to
their low water solubilities, which are on the order of 1
µg/mL. For hydrophobic drugs such as these, the composi-
tion of the vehicles that are used for reconstitution, whether
aqueous solutions or cosolvent concentrates, will depend
on the solubilities of the drugs.

In all of the above cases, dissolution of the cakes was
complete with 1-2 s of shaking. Note that coronene, which
is not a therapeutic agent, was not soluble in pharmaceuti-
cal cosolvents.

Discussion

Solid organic solvents were successfully used to lyo-
philize hydrophobic and water-sensitive compounds. Be-
cause the solvents used for the freeze-drying medium were
solids at room temperature, the process could be conducted
without refrigeration and without conventional freeze-
drying equipment. This also facilitated solvent collection,
which was accomplished without using a cooled condenser.

A eutectic comprised of two solvents was used in order
to achieve good solubilization of drugs in a medium with a
moderate melting temperature. The latter property is
required because drugs must be dissolved in a medium
above its melting temperature and drug stability is com-
promised if that temperature is high. Since a eutectic is
composed of two pure solid phases, these solvents are
removed relatively independently of one another according
to their vapor pressures. Consequently, two drying stages
were used: one at 40 °C to remove (primarily) the more
volatile chlorobutanol-hemihydrate and one at 60 °C to
remove the DMSO2. Note that these stages do not cor-

Table 2sCompositions, Melting Temperatures, and Relative Evaporation Rates (at 10 °C below the Melting Temperatures) of the Eutectics

solvents sublimation ratea × 10-3

mol % A A B Teut A +B B

75 coumarin salicylamide 58 0.6 0.0
65 2-amino-4-picolene salicylamide 73 3.2 0.1
50 imidazole coumarin 56 0.8 0.5
80 2-aminopyridine salicylamide 46 1.3 0.0
24 2-amino-4-picolene 2-aminopyridine 44 1.3 1.3
60 chlorobutanol (hemihydrate) dimethyl sulfone 50 7.9 0.8

a Expressed as a fraction of the estimated sublimation rate of ice at −10 °C and 0.3 mmHg (∼10 mg/mm2 min).

Table 3sSolubility Parameters for the Most Promising Solvent
Combinations

solvents

A B
solubility parameter
of the eutectic melt

coumarin salicylamide 13.5
2-amino-4-picolene salicylamide 11.8
imidazole coumarin 12.5
2-aminopyridine salicylamide 12.1
2-amino-4-picolene 2-aminopyridine 11.1
chlorobutanol (hemihydrate) dimethyl sulfone 10.0

Figure 1sChlorobutanol hemihydrate−DMSO2 phase diagram.
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respond to the drying stages used for ice in which the first
removes frozen water and the second removes bound water.

Thermogravimetric analysis showed that the freeze-dried
products did not contain significant amounts of residual
solvent. This indicates that the 60 °C used to sublime the
bulk DMSO2 was sufficient to remove bound solvent.
However, 60 °C is a relatively high temperature compared
to what is normally used in freeze-drying, and care must
be taken to avoid drug loss. It may be necessary to use
lower temperatures and longer drying times when freeze-
drying volatile compounds.

One of the major concerns in this study was that the
structure of the eutectic should not be significantly altered
by the presence of solute. The eutectic contains ∼3.6%
water that is believed to exist primarily in the form of
chlorobutanol-hemihydrate crystals. If a dissolved drug
caused the anhydrous form of chlorobutanol to crystallize
on cooling, it could lead to incomplete freezing or variable
solvent sublimation rates. Analysis of a eutectic containing
5% phenytoin indicated that the eutectic structure is
largely unaffected by the presence of this solute. Figure
5a,b shows the DSC traces of the eutectic and the eutectic
with 5% phenytoin, respectively. The similarity of the DSC
traces suggests that the eutectic microstructures are the
same.

The likeness of the photomicrographs of the eutectic and
the eutectic with 5% phenytoin in Figure 6a,b, respectively,
provides additional evidence for a stable eutectic structure.
Hot-stage microscopy indicated that the apparent coarse-
ness in the eutectic with phenytoin is due to presence of
drug crystals in the solid. After fusion of the solvents at

50 °C, small, needlelike phenytoin crystals remain in the
melt. These dissolved by 70 °C on heating the melt at a
rate of 10 °C/min.

Evidence that a hydrated form of chlorobutanol exists
in the eutectic is provided by the different thermal proper-
ties of the solid formed from the anhydrous chlorobutanol-
DMSO2 mixture at a 60:40 mole ratio. DSC and hot-stage
microscopic analysis of the anhydrous chlorobutanol-
DMSO2 solid indicate a fusion event at 35 °C that is not
exhibited by the solid formed from the hemihydrate.
However, when 3.6% water is added to the anhydrous melt,
the solid that is produced on cooling exhibits the same
thermal properties as the solid prepared from the hemi-
hydrate, i.e., a melting point of 50 °C without a 35 °C
transition. Physically, the anhydrous solid is much softer
than the hydrous form. The former also appears translu-
cent, whereas the hydrous form (the eutectic) is a white

Figure 2sCompounds that were freeze-dried from the chlorobutanol hemihydrate−DMSO2 eutectic.

Figure 3sTG analysis of the pure solvents and the freeze-dried cakes: (×)
chlorobutanol; (+) DMSO2; (b) 1,1-dicyano-3-nitrobenzyl-1-propene; (2)
Fluasterone; (9) phenytoin; (]) progesterone; (O) coronene.

Figure 4s(a) Phenytoin cake. (b) Coronene cake.
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solid. Both properties may be due to the anhydrous form
being incompletely frozen at room temperature. The physi-
cal properties of the hydrous eutectic also return with the
addition of water to the anhydrous melt.

Thermogravimetric analysis indicated that the cakes
produced in this study contained less than 1% residual
solvent. Although human toxicity data are scarce, the
available data suggest that trace amounts of the solvents
which may remain in the freeze-dried products are well
below harmful levels. Borody6 found that plasma concen-
trations of chlorobutanol as high as 100 µg/mL produced
sluggishness and slowed speech, but did not produce liver
disease or abnormal electrolyte levels. Others have reported
adverse reactions to high doses such as cardiovascular
effects following the intravenous administration of heparin
preserved with chlorobutanol, neurological effects following
the administration of large doses of morphine with the
preservative, and hypersensitivity reactions.2 However,
chlorobutanol is currently used in the U.S. as a parenteral
preservative in concentrations of up to 0.5% in injectable
(e.g., methadone, epinephrine, oxytocin, thiamine), opthalm-
ic (e.g., pilocarpine, epinephrine, phospholine iodide), otic
(e.g., Cresylate, Cerumenex), and cosmetic products. It is
also the active ingredient in a nonprescription sleep aid
(Seducaps: chlorobutanol 150 mg, salicylamide 300 mg)
that is available in several countries outside of the United
States.2,7 The lethal dose of chlorobutanol is estimated to
be 500 mg/kg2.

Dimethyl sulfone is an oxidation product of dimethyl
sulfoxide (DMSO) and is its major metabolite in all species

studied.8 DMSO2 was first identified as a natural constitu-
ent of biological systems in 1934 when Pfiffner and Vars
isolated it from beef adrenals.9 It was later isolated from
beef blood and milk, and it has been indicated that human
intake from these sources may be as high as a few
milligrams daily.8 The latter figure is consistent with
Williams et al.’s finding of 4-11 mg of DMSO2 in 24-h
samples of human urine10 and a reported circulating blood
concentration of 0.2-0.5 ppm in the adult male.11

DMSO2 has recently been tested for efficacy in the
treatment of interstitial cystitis11 without findings of any
adverse effects. Bertken8 also reported that a man who
ingested approximately 4 g of DMSO2 daily for 3 months
suffered no ill effects. The only (related) report of toxicity
that was found in the literature, other than the detrimental
effects of DMSO2 on nematode gamete production,12 im-
plicated dimethyl sulfate (DMSO4) in a 1994 death.13

However, as indicated by the authors of that paper, there
is no established precedent for the direct conversion of
DMSO2 to DMSO4.

Conclusion
The chlorobutanol hemihydrate-dimethyl sulfone (DM-

SO2) eutectic was determined to be a suitable medium for
lyophilizing drugs that are poorly water soluble and/or
highly water sensitive. The eutectic is formed at a 60:40
mole ratio (75:25 weight ratio) and has a melting point of

Figure 5s(a) DSC scan of the eutectic. (b) DSC scan of the eutectic + 5%
phenytoin. Figure 6s(a) Eutectic viewed with polarized light after crystallization between

a glass slide and coverslip. (b) Eutectic with 5% phenytoin.
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50 °C. Lyophilization can be accomplished without refrig-
eration, and thus, without conventional freeze-drying
equipment, because the melting point is above room
temperature. The solvents are rapidly and thoroughly
removed under vacuum with moderate heating. Two drying
stages were used in the current study, both at a pressure
of 0.3 mmHg. The first stage was at 40 °C to primarily
remove the chlorobutanol hemihydrate, and the second was
at 60 °C to remove the bulk of the DMSO2. Each drying
stage required approximately 6.5 h using standard 10 mL
freeze-drying vials and solvent volumes of ∼5 mL. The
cakes produced from the eutectic contain <1% residual
solvent and are rapidly reconstituted. Trace amounts of
residual solvent are below harmful levels.
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Abstract 0 Because the ionized species is more polar than its un-
ionized counterpart, it is often assumed that the ionized species of
the drug does not make a meaningful contribution to solubilization by
either cosolvents or surfactants. This report extends previous studies
on solubilization of the ionic species by a combination of pH control
and complexation to pH control and micellization and to pH control
and cosolvency. The total aqueous solubility is expressed as the
addition of the concentration of all contributing species: free un-ionized
drug [Du], free ionized drug [Di], un-ionized drug micelle [DuM], and
ionized drug micelle [DiM] for surfactant, and free un-ionized drug
[Dc

u] and free ionized drug [Dc
i] for cosolvent. The equations indicate

that under certain conditions the ionized species can be more important
in determining the drug total solubility than the un-ionized species.
Flavopiridol, a weak base, is used to test these newly generated
equations. As expected, the micellar partition coefficient and solubi-
lization power for ionized flavopiridol are both less than those of the
un-ionized species. However, at acidic pH, the solubilities of the ionized
drug in surfactant micelles [DiM] and in cosolvent−water [Dc

i] are both
much greater than that of the un-ionized drug. This difference is
because the solubilization of the ionized drug is proportional to its
aqueous solubility, and its solubility [Di] can be as much as 24-fold
greater than that of the free un-ionized species [Du].

Introduction

The control of pH with either a cosolvent, a surfactant,
or a complexant is often used to improve the aqueous
solubility of drugs.1 It is commonly believed that the un-
ionized species makes the major contribution to the im-
provement of the total aqueous drug solubility.2 In a recent
study we found that a change of pH favoring ionization of
the drug significantly increased not only the solubility of
the drug in water but also the amount of the drug
solubilized by the complexant.3 In fact, the ionized species
were shown to be solubilized to a greater extent than the
un-ionized species.3-6

In this report, we extend our studies on the role of the
ionized species in improving aqueous solubility to pH
control combined with either cosolvency or micellization.
The newly developed equations are verified using flavopiri-
dol [5,7-dihydroxy-8-(4-N-methyl-2-hydroxy-pyridyl)-6′-
choloroflavone hydrochloride], a derivative of rohitukine
that has been developed for the treatment of breast cancer,
as a model drug. The drug is weakly basic with an apparent
pKa of 5.68 and a low intrinsic solubility of 0.025 mg/mL
for its zwitterionic form.7

Background
Solubilization by SurfactantsA surfactant or surface-

active agent has two distinct regions: one polar and one
nonpolar. When it is added to aqueous media, the surfac-
tant molecules orient themselves to form micellar ag-
gregates, provided their concentration exceeds the critical
micellar concentration (cmc).1 Because the interiors of these
micelles are much less polar than water, they can more
effectively dissolve the nonpolar drug molecules. As a
result, the apparent aqueous solubility is increased.

For a given surfactant solution there is an equilibrium
among four species: un-ionized drug [Du], ionized drug [Di],
un-ionized drug in the micelle [DuM], and ionized drug in
the micelle [DiM]. The total concentration of the drug [Dtot]
is

For a basic drug, the concentrations of the ionized drug
and the un-ionized drug are related by the Henderson-
Hasselbalch equation

The value of [DuM] is related to the micellar partition
coefficient for the un-ionized species κu and the micellar
concentration [Cm] by1

Note that [Cm] is equal to the total surfactant concentration
when the cmc is small enough to be ignored. Similarly, the
value of [DiM] is related to the micellar partition coefficient
for the ionized species κi by

Therefore eq 1 can be expanded to

Equation 5 indicates that the total drug aqueous solubility
is a function of [Du], pKa, κu, κi, [Cm], and solution pH. The
ionized species will be solubilized to a greater extent than
the un-ionized species (i.e., [DiM] > [DuM]) if κi[Di] > κu[Du].
This condition will be met if κi10(pKa-pH) > κu (i.e., if pKa -
pH > log κu - log κi). This equation is similar to a
previously developed equation that describes solubilization
by pH control and complexation.3

Solubilization by CosolventsUnlike surfactants, co-
solvents form homogeneous solutions with water. These
solutions act as new solvents that have polarities between

* To whom correspondence should be addressed.
† Department of Pharmaceutical Sciences.
‡ Pharmaceutical Resources Branch.

[Dtot] ) [Du] + [Di] + [DuM] + [DiM] (1)

[Di] ) [Du]10(pKa-pH) (2)

[DuM] ) κu[Du][Cm] (3)

[DiM] ) κi[Di][Cm] (4)

[Dtot] ) [Du] + [Du]10(pKa-pH) + κu[Du][Cm] +

κi[Du]10(pKa-pH)[Cm] (5)
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that of water and the pure cosolvents. In any cosolvent-
water mixture, the concentrations of the un-ionized species
[Dc

u] and the ionized species [Dc
i] are in equilibrium as

described by eq 2. The total solubility in the mixed solvent
[Dtot] is

The value of [Dc
u] is related to the volume fraction of

cosolvent f in the mixture and the solubilizing power for
the un-ionized drug σu by1,2

Similarly, the value of [Dc
i] is related to the solubilizing

power for the ionized drug σi by

Equation 8 can be expressed as

Substituting eqs 7 and 9 into eq 6 gives

The total drug solubility in a mixed solvent can therefore
be described in terms of [Du], σu, σi, pKa, f, and solution
pH. In general, the solubilizing power of the cosolvent for
the ionized species (σi) is smaller than that of the un-ionized
species (σu). As a result, the un-ionized species is often
assumed to be primarily responsible for the improvement
of the total drug solubility. However, eq 10 indicates that
the solubilization of the ionized species can be more
important than that of the un-ionized species in determin-
ing the total drug solubility. In fact, the concentration of
the ionized species will exceed that of the un-ionized species
if the difference between the pKa of the drug and the
solution pH is greater than the difference between the
solubilization powers of the cosolvent for the un-ionized
species and that of the cosolvent for the ionized species (i.e.,
pKa - pH > σu - σi).

In this report, the effect of the ionized species on the total
drug solubility by either micellization or cosolvency (as
predicted by eqs 5 and 10, respectively) is confirmed using
a weakly basic drug, flavopiridol.

Materials and Methods
MaterialssFlavopiridol was provided by the National Cancer

Institute and used as received. All other chemicals were reagent
grade and purchased from Sigma (St. Louis, MO) or Aldrich (St.
Louis, MO) and used without further purification. Citrate-
phosphate buffers were prepared according to Scientific Tables.8
Samples for the solubilization studies were prepared in a series
of either polysorbate 20 or ethanol solutions at concentrations of
0, 1.25, 2.5, 5, 10, and 20% in citrate-phosphate buffers at pH 4.3,
5.0, and 8.4.

MethodssSolubility DeterminationsAn excess amount of fla-
vopiridol was added to vials containing 0.5 mL of an aqueous
solution of either polysorbate 20 or ethanol. The sample vials were
then rotated at 20 rpm using an end-over-end mechanical rotator
(Glas-Col Laboratory Rotator, Terre Haute, IN) at 25 °C for 6 days.
Samples with drug crystals present were considered to have
reached their equilibrium solubility and were removed from the
rotator. The samples were filtered through a 0.45-µm filter and
the pH at equilibrium was measured before performing the HPLC
analysis.

HPLC AnalysissThe HPLC assay used an EPS C18 column
(100 cm × 4.6 mm, Alltech, Deerfield, IL) with a mobile phase

composed of acetonitrile and 50 mM phosphate buffer at pH 3.0
(ratio, 35:65). The flow rate was controlled at 1 mL/min (125
Solvent Module, Beckman), and the effluent was detected at 263
nm (168 detector, Beckman). All experimental data are the average
of duplicate values, with a relative standard deviation of <3%.

Results and Discussions
Solubilization by SurfactantsIn Figure 1, the ex-

perimental total aqueous solubility is plotted against the
concentration of polysorbate 20 at pH 4.3 (open circles) and
pH 8.4 (open squares). Although linearity between the drug
aqueous solubility and the surfactant concentration is
observed at both pHs, the solubilization slopes are quite
different. The solubilization slope at pH 4.3 is ≈15-fold
higher than the slope at pH 8.4.

These solubilization slopes can be used to calculate
polysorbate 20 micellar partition coefficients for un-ionized
and ionized flavopiridol via eq 5. The calculated values are
κu ) 333.3 M -1 and κi ) 185.4 M-1, respectively. The lower
micellar partition coefficient for the ionized drug is obvi-
ously due to its greater affinity for water.

With [Du], pKa, κu, and κi, we can calculate [Di], [DuM],
and [DiM] at any given combination of surfactant concen-
tration and solution pH by using eqs 2, 3, and 4, respec-
tively. Table 1 lists these values and the experimental total
drug solubility for a 10% surfactant concentration at pH
8.4, 5.0, and 4.3. The highest total drug solubility is
achieved at pH 4.3 where most of the drug is ionized. At
this pH [Di] accounts for 5% of total solubility and [DiM]
accounts for ≈88%. The high concentration of the [DiM] is
primarily responsible for the higher total solubility in the
acidic solution than in the neutral solution. Note that
[DuM] remains constant at all pH conditions because it is
only determined by [Du] and κu, both of which are pH
independent.

Solubilization by CosolventsFigure 2a shows the
experimental aqueous solubility of flavopiridol versus the
concentration of ethanol at pH 4.3 (open circles) and pH
8.4 (open squares). Unlike the linear surfactant solubili-
zation curves, the drug solubility increases exponentially

Figure 1sExperimentally determined total aqueous flavopiridol solubilities [Dtot]
(symbols) in polysorbate 20 solutions [Cm] at different pHs.

Table 1sResults Determined with Equations 2, 3, and 4

pH
total
[Dtot]

free
un-ionized [Du]

micelled
un-ionized [DuM]

free
ionized [Di]

micelled
ionized [DiM]

8.4 1.85 0.06 1.79 0.00 0.00
5.0 6.92 0.06 1.79 0.29 4.78
4.3 27.3 0.06 1.79 1.44 24.0

[Dtot] ) [Dc
u] + [Dc

i] (6)

[Dc
u] ) [Du]10σuf (7)

[Dc
i] ) [Di]10σif (8)

[Dc
i] ) [Du]10(pKa-pH)10σif (9)

[Dtot] ) [Du]10σuf + [Du]10(pKa-pH)10σif (10)
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as the cosolvent concentration increases. Again, the solu-
bilization curves are different at different solution pHs. The
drug solubilities in both water and 10% ethanol solution
at pH 4.3 are ≈20-fold greater than that at pH 8.4.

Figure 2a can be re-plotted semilogarithmically, as is
seen in Figure 2b, where nearly parallel linear relation-
ships between log[Dtot] and cosolvent volume fraction are
evident at both pHs. This linearity persists up to 20%
cosolvent. The slopes at pH 4.3 and 8.4 show that σu and
σi are quite similar, with values of 0.06 and 0.05% -1,
respectively.

Table 2 lists the experimental total drug solubility [Dtot]
in 10% cosolvent and the values of [Dc

u] and [Dc
i] calculated

with eqs 7 and 9. As in surfactant solubilization, the total
drug solubility in cosolvent is much higher at pH 4.3 than
that at pH 8.4. Although the solubility of flavopiridol
increases by nearly the same factor at both pH values, the
amount of drug solubilized is much greater at the lower
pH. This difference occurs because the concentration of
ionized drug [Dc

i] far exceeds the concentration of the un-
ionized drug [Dc

u] in the solution at pH 4.3. It is also noted
that the value of [Dc

u] is pH independent.

Validation of EquationssThe solubilities (dotted lines),
calculated with eq 5 for polysorbate 20 solution and with
eq 10 for ethanol solution, are compared with the experi-
mental solubility data (open triangles) at pH 5.0 in Figures
1 and 2, respectively. The strong agreement between the
predicted and the observed solubility data supports the
validity of both eq 5 and eq 10.

Conclusion
A pH change that favors the ionization of the drug not

only increases the solubility of the ionized species in water,
but also increases the solubility of the ionized species in
both micelles and cosolvent. This result is independent of
the values of the micellar partition coefficient and the
solubilization power. Furthermore, the solubilities of the
ionized species in the micelles and cosolvent can exceed
those of the un-ionized species.

For micellization:

For cosolvency:

Note that these relationships are similar to the following
relationship, which was previously derived for complex-
ation

where Ku and Ki are complexation constants for the un-
ionized and ionized solutes, respectively, and [DuL] and
[DiL] are the concentrations of the corresponding com-
plexes.
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Figure 2s(a) Experimentally determined total aqueous flavopiridol solubilities
[Dtot] (symbols) in ethanol solutions [f] at different pHs. (b) Schematic plot of
the semilogarithmical total aqueous solubility of flavopiridol log[Dtot] against
ethanol volume fraction f.

Table 2sResults Determined with Equations 7 and 9

pH total [Dtot] un-ionized [Dc
u] ionized [Dc

i]

8.4 0.25 0.25 0.00
5.0 1.19 0.25 0.94
4.2 4.98 0.25 4.73

[DiM] > [DuM], if (pKa - pH) > (log κu - log κi)

[Dc
i] > [Dc

u], if (pKa - pH) > (σu - σi)

[DiL] > [DuL], if (pKa - pH) > (log Ku - log Ki)
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Abstract 0 The aim of this study was to construct a novel drug
delivery system suitable for controlled release of antibiotics. There is
a need for devices that release antibiotics only during microbial
infection, because prophylactic or prolonged use of antibiotics leads
to serious problems, such as renal and liver toxicity and the emergence
of drug-resistant bacteria (e.g., meticillin-resistant Staphylococcus
aureus). We found previously that Staphylococcus aureus-infected
wound fluid showed high thrombin-like activity; therefore, in this study
we designed an antibiotic release system triggered by thrombin activity.
We synthesized an insoluble polymer−drug conjugate in which
gentamicin was bound to poly(vinyl alcohol) hydrogel through a newly
developed thrombin-sensitive peptide linker. The conjugate released
gentamicin when it was incubated with Staphylococcus aureus-infected
wound fluid, with thrombin and leucine aminopeptidase, or with human
plasma and Ca2+, whereas no biologically active gentamicin was
released when the conjugate was incubated with noninfected wound
fluid, with leucine aminopeptidase alone, with thrombin alone, or with
plasma. Furthermore, the conjugate reduced the bacterial number in
an animal model of Staphylococcus aureus infection. These results
demonstrated that the conjugate has sufficient specificity and excellent
potential as a stimulus-responsive, controlled drug release system.

Introduction
Improper usage of antibiotics is very serious because of

the appearance of renal and liver toxicity and the emer-
gence of drug-resistant bacteria (e.g., meticillin-resistant
Staphylococcus aureus).1-4 In the ideal case, the proper
amount of antibiotics is used at the site and during the
period of the infection. For this purpose, many kinds of drug
delivery systems have been investigated, including several
antibiotic-impregnated polymer systems;5-11 however, these
systems are not appropriate for controlled release of
antibiotics. Therefore, a system that detects the occurrence
of bacterial infection and releases the proper amount of
antibiotics relative to the degree of infection is needed. In
this study, we constructed a system in which antibiotics
are bound to an insoluble polymer matrix through a linker
that acts as an infection sensor.

First, we investigated biological signals, such as enzyme
activities, which appeared in infected wound fluid and
found a remarkable increase of thrombin-like activity in
Staphylococcus aureus (SA)-infected wounds.12 This enzyme
activity was thought to be mainly attributed to staphylo-

coagulase produced by SA, which forms an enzymatically
active complex with prothrombin named staphylothrom-
bin.13 Second, we developed a novel peptide linker, Gly-
(D)-Phe-Pro-Arg-Gly-Phe-Pro-Ala-Gly-Gly, which could con-
nect insoluble polymer matrix and drug, and was specifically
cleaved by thrombin.14 The ideal insoluble polymer matrix
should be biocompatible, noninflammative, and nontoxic,
and should have good mechanical properties. A new hy-
drogel made of a poly(vinyl alcohol) derivative was syn-
thesized in this study. Introduction of carboxyl groups to
partially saponified polyvinyl pivalate gave a transparent,
soft, and high-water-content hydrogel that is cross-linked
by hydrophobic bonds between tertiary butyl groups in
pivalate.15

Our preliminary study revealed that gentamicin was
selectively released from the device when it was incubated
with infected wound fluid and that the device showed
bacteriocidal effect in vitro.12 In this report, we describe
the synthesis of the device combining these components to
attain a suitable polymer-drug conjugate system, and the
specificity of drug release properties in vitro and bacterio-
cidal effect in vivo. The results showed that the device is
sufficiently potent and specific for treating SA-infected
wounds.

Methods
MaterialssGentamicin sulfate, thrombin (human plasma, EC

3.4.21.5), and leucine aminopeptidase (cytosol, Type V: Porcine
kidney, EC 3.4.11.1) were purchased from Sigma Chemical
Company, St. Louis, MO. Fluorogenic peptide substrates, WSCD
(1-ethyl-3-(3-dimethyl-aminopropyl)-carbodiimide hydrochloride),
and HOSu (N-hydroxysuccinimide) were from Peptide Institute
Inc., Minoh, Osaka, Japan. Other reagents were from Wako Pure
Chemicals, Doshomachi, Osaka, Japan. Peptide linker (Gly-(D)-
Phe-Pro-Arg-Gly-Phe-Pro-Ala-Gly-Gly) was synthesized by Peptide
Institute Inc.; purity: 95.0%, as determined by reversed-phase
HPLC [column: YMC PACK ODS-A (4.6 mm i. d. × 150 mm) +
(4.0 mm i. d. × 10 mm); eluent: 10- 60% acetonitrile gradient
(25 min) in 0.1% trifluoroacetic acid-water, flow rate: 1 mL/min,
detection: 220 nm OD). Amino acids analyzed (calcd): Arg 1.00
(1), Pro 1.99 (2), Gly 4.01 (4), Ala 1.01 (1), Phe 1.99 (2). Mass
analysis: 962.8 [M + H]+ (calcd for [M + H]: 962.5).

Synthesis of PVA-Linker-Gentamicin (Scheme 1)sPoly-
vinyl Pivalate (1)sFreshly distilled vinyl pivalate (200 g, 1.56 mol)
was dissolved in 70 g of methanol in a reaction vessel, and purged
with nitrogen gas with stirring. The mixture was heated to 60 °C,
and 2, 2′-azobis(isobutylonitrile) (0.04 g, 0.24 mmol) in 5 g of
methanol was added to start the polymerization. When the
polymerization ratio reached 40%, about 5 h after starting of the
polymerization, the reaction mixture was cooled to 20 °C. Several
volumes of tert-butyl alcohol were added to the reaction mixture,
and residual vinyl pivalate was distilled off under reduced
pressure. Then several volumes of tetrahydrofuran were added
and tert-butyl alcohol was distilled off under reduced pressure.
Finally the solution of polyvinyl vivalate in tetrahydrofuran
(concentration: 45.7 wt %) was obtained. Yield: 78 g (39%).
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Partially Saponified Poly(vinyl alcohol) (2)sFifty grams of the
solution of polyvinyl vivalate in tetrahydrofuran was heated to
60 °C with stirring in a reaction vessel equipped with a reflux
condenser. The vessel was purged with nitrogen gas, and 20 g of
a 25% solution of KOH was added. After the reaction mixture was
kept at 60 °C for 6 h, it was neutralized by adding 5.5 g of acetic
acid and 5.5 g of methanol. The solidified product, partially
saponified poly(vinyl alcohol), was washed with methanol using a
Soxhlet extractor and dried under reduced pressure. Yield: 10.7
g (46.8%), P ) 1650, determined by [η] of the polyvinyl acetate at
30 °C, which was acetylated after full saponification of the partially
saponified poly(vinyl alcohol), according to the following equation:

The saponified ratio was 0.811, determined from 500 MHz 1H
NMR (d6-dimethyl sulfoxide): δ (ppm) 1.11 (s, 9H, C(CH3)3,
integration: 89 au), 1.4-1.77 (complex, 2H, CH2, integration: 106
au).

Carboxylated Poly(vinyl alcohol) Hydrogel (PVA-COOH) (3)s
Ten grams of partially saponified poly(vinyl alcohol) was dissolved
in 300 g of dimethyl sulfoxide at 70 °C, followed by the addition
of succinic anhydride (1.64 g, 16.4 mmol) and pyridine (0.64 g, 8.1
mmol). After the reaction mixture was kept at 70 °C for 4 h, it
was cast in a glass tray, followed by hydration in a humidified
chamber. After 1 or 2 days of incubation in a humidified chamber,
a sheet of transparent hydrogel (PVA-COOH) was obtained. This
hydrogel was thoroughly washed with water to remove the residual
reagents. The water content of the hydrogel was 91 wt % and the
carboxyl group content was 12 µmol/g-hydrogel () 1.3 × 10-4 mol/
g-dry weight).

Poly(vinyl alcohol) Hydrogel-Peptide Linker Conjugate (PVA-
Linker) (4)sPVA-COOH (10 g, 0.12 mmol carboxyl group) was
washed several times with dimethylformamide, and to the result-
ant dimethylformamide-swollen gel, HOSu (46 mg, 0.4 mmol) and
WSCD (81 mg, 0.42 mmol) in 10 mL of dimethylformamide were
added, followed by shaking overnight. The gel was washed several
times each with dimethylformamide and water, followed by the
addition of the peptide linker, Gly-(D)-Phe-Pro-Arg-Gly-Phe-Pro-
Ala-Gly-Gly (116 mg, 0.12 mmol), in 10 mL of 20 mM phosphate
buffer (pH 7.0). After shaking the reaction mixture overnight, the
resultant PVA-linker was washed several times with phosphate
buffered saline (PBS, 10 mM phosphate, 150 mM NaCl, pH 7.4)
and Gly-HCl buffer (0.1 M, pH 2.5), and then washed several times
with 20 mM phosphate buffer (pH 7.0). The yield of this coupling
reaction was ∼80%, as determined by HPLC analysis of the
residual peptide linker in the reaction mixture.

Poly(vinyl alcohol) Hydrogel-Peptide Linker-Gentamicin Con-
jugate (PVA-Linker-Gentamicin) (5)sPVA-linker (10 g) was
immersed in 10 mL of 20 mM phosphate buffer (pH 7.0), and
gentamicin (1.28 g, 1.68 mmol) and WSCD (46 mg, 0.24 mmol)
were added, followed by overnight shaking. The resultant product,
PVA-linker-gentamicin, was thoroughly washed with phosphate
buffered saline (PBS) and water until the concentration of total
organic carbon of the supernatant decreased below 10 ppm.

Bacterial CulturesStaphylococcus aureus (FDA209P, Insti-
tute of Fermentation Osaka, Osaka, Japan) was used. This strain
was stored in trypticase soy broth with glycerol (20%) at -70 °C.
Before the experiments, the strain was grown in Brain-Heart
Infusion (BHI) broth overnight at 37 °C on a rotary shaker. The
concentration of cells was measured by turbidity at 600 nm, and
adjusted to the desired concentration by diluting with PBS.

SA-Infected WoundssMale Wistar rats weighing 150 to 200
g were acclimatized to laboratory conditions for 7 days prior to
use. The animals were fed a standard commercial rat chow ad
libitum and housed individually in facilities that complied with
the requirements of the Kyoto University Animal Experiment
Committee, with controlled temperature (22-23 °C) and light (12
h light/12 h darkness). Each rat was anesthetized with an
intraperitoneal injection of sodium pentobarbital (65 mg/kg). The
dorsal paravertebral fur was then removed with electric clippers
and a depilatory agent. The skin was cleansed with an iodophor
solution followed by a 70% alcohol rinse. Air was sucked into a
syringe through a sterile cotton filter, and 10 mL of air was
injected into the loose subcutaneous tissue between the shoulders
of the rat. One day after creation of the air pouch, 3 g of PVA-
linker-gentamicin (n ) 8) or PVA-COOH (n ) 8) was inserted

into the pouch with 5 mL of a suspension of 105 SA per milliliter
in PBS. After 4 h, the bacterial number in the fluid from each
pouch was estimated by limiting dilution methods using BHI agar
plates.

Sampling of wound fluids was done by almost the same method
just described except for the following points. One day after
creation of the air pouch, animals were randomly assigned to the
infected wound group or the noninfected wound group, and 10 mg
of Montmorillonite clay soil fraction, a well-known infection-
potentiating factor,16 was inserted into each air pouch instead of
PVA-COOH or PVA-linker-gentamicin as already described.
Five days after creation of the infected air pouch, the animals were
anesthetized as already described, and the wounds were opened.
The pus was removed and the inner surface of the pouch was
gently wiped with wet gauze to expose the fresh wound bed.
Freeze-dried agarose sponges were inserted into the pouch to
absorb the wound fluid, and the incision was closed. After 20 min,
the pouch was reopened. The wound fluid contained in the agarose
sponges was weighed and the amount of fluid obtained from the
pouch during 20 min was calculated. The fluid contained in the
agarose sponges was stored at -150 °C until assay. Simulta-
neously, the wound tissues were removed, weighed, and used to
count the bacterial number by limiting dilution methods using BHI
agar plates. Then, all the animals were sacrificed with an overdose
of pentobarbital.

Assay for Enzymatic Activity of Infected Wound Fluid
and PlasmasThe wound fluid contained in the agarose sponges
was extracted by addition of 9 volumes of PBS and filtered by
centrifugation. Plasma was also diluted by addition of 9 volumes
of PBS with or without 10 mM Ca2+. Thrombin-like activity and
aminopeptidase activity were measured using the fluorogenic
peptide substrates (0.2 mM) Boc-Val-Pro-Arg-MCA17,18 (MCA )
4-methylcoumaryl-7-amide) and Ala-MCA,19 respectively. Enzy-
matic activity was calculated from the fraction of each substrate
hydrolyzed after incubation for 30 min at 25 °C.

Assay of Gentamicin ReleasesThe wound fluid in the
agarose sponges was extracted by addition of two volumes of PBS
and filtered by centrifugation. After incubation of 0.05 g of PVA-
linker-gentamicin with 250 µL of the wound fluid, Ca2+-
supplemented plasma, plasma, or enzyme solution for 24 h at 37
°C, the supernatant was used to measure the concentration of
gentamicin by the following two methods.

Width of Zone of Inhibition of SA Growth on BHI Agar Platess
Seventy-five microliters of the supernatant was adsorbed onto a
paper disk, the disk was placed on a BHI agar plate inoculated
with SA, and the plate was incubated overnight at 37 °C. The
concentration of gentamicin was calculated from the width of the
zone of inhibition around the disk compared with the widths of
zones around standard gentamicin solutions with concentrations
from 0 to 30 µg/mL of solution.

2. Fluorescence Polarization Immunoassay (FPIA)sA fully
automatic FPIA apparatus (TDX analyzer, DAINABOT, Tokyo,
Japan) and the corresponding reagents kit for gentamicin were
used.

Statistical AnalysissAll statistical evaluations were per-
formed by unpaired t test and analysis of variance (ANOVA). All
values were expressed as mean ( standard deviation.

Results

Enzymatic Activity in SA-Infected Wound Fluids
We found significantly elevated thrombin-like activity in
SA-infected wound fluid compared with the level in non-
infected wound fluid (Table 1). On the other hand, SA-
infected wound fluid did not differ from noninfected wound
fluid in aminopeptidase activity. Therefore, the thrombin-
like activity in wound fluid seemed to be a specific signal
of SA-infection. The amount of wound fluid also increased
significantly in SA-infected wounds compared with non-
infected wounds. The elevated thrombin-like activity in SA-
infected wound fluid may be attributable to both R-throm-
bin and staphylothrombin.12 Furthermore, high levels of
aminopeptidase activity existed in both noninfected and
SA-infected wound fluid.

P ) {[η] × (1000/7.94)}(1/0.62) (1)
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Gentamicin Release from PVA-Linker-Gentami-
cinsone representative standard curve showing the rela-
tionship between the width of the zone of inhibition and
gentamicin concentration is shown in Figure 1. Because
such curves showed a linear relation in the concentration
range from 1 to 30 µg/mL, the concentration of released
gentamicin was calculated from the width of the zone of
inhibition using the standard curve obtained in each
experiment.

As shown in Scheme 2, at least two enzyme activities
were needed for gentamicin release from PVA-linker-
gentamicin. That is, the ArgsGly bond in the peptide linker
was cleaved, and the resultant Gly-Phe-Pro-Ala-Gly-Gly
gentamicin was released and digested by aminopeptidase
to produce free gentamicin. Figure 2 shows the dose
dependence of gentamicin release on thrombin concentra-
tion in the presence of leucine aminopeptidase (LAP).
Almost no gentamicin was released without thrombin, as
measured by both the zone of inhibition and FPIA methods.
The amount of gentamicin released increased with increas-
ing thrombin concentration, and seemed to reach a maxi-
mum at a thrombin concentration of 2 U/mL. At concen-
trations of thrombin >4 U/mL, gentamicin release measured
by zone of inhibition decreased. LAP may be deactivated
by excess thrombin.

The effects of LAP on gentamicin release in the presence
of thrombin at 8 U/mL are shown in Figure 3. Gentamicin
release was nearly undetectable in the absence of LAP
when measured by the zone of inhibition method; however,
a considerable amount of gentamicin released was detected
by FPIA. This discrepancy seemed to arise from the

difference of the specificity of the two methods. Because
Gly-Phe-Pro-Ala-Gly-Gly-gentamicin is not biologically ac-
tive, it was not detected by the zone inhibition method. In
contrast, the anti-gentamicin antibody used in FPIA could
bind with Gly-Phe-Pro-Ala-Gly-Gly-gentamicin; therefore,
it was detected as gentamicin by FPIA.

Table 1sEnzymatic Activities and Weight of Exudate From Infected
Woundsa

digested substrate (nmol/30 min)

variable
non-infected

(n ) 16)
SA-infected

(n ) 12)

thrombin-like activity 0.376 ± 0.104 0.518 ± 0.084**
alanine amino peptidase activity 0.938 ± 0.372 1.402 ± 0.206*
amount of exudate (g/wound) 0.190 ± 0.051 0.449 ± 0.116***
bacterial number (CFU/mL) 0 5900***

a Key to statistical significance: (*) p > 0.05, not significant compared with
non-infected control; (**) p < 0.01, significant compared with non-infected
control; (***) p < 0.001, significant compared with non-infected control.

Figure 1sA representative standard curve showing the relationship between
the width of the zone of inhibition and concentration of gentamicin. Each value
represents mean ± SD of two or three experiments.

Scheme 1sSynthesis of PVA-linker-gentamicin.

Figure 2sDose dependence of gentamicin release on thrombin concentration
in the presence of LAP: FPIA (bar); zone of inhibition (−O−). Each value
represents mean ± SD of triplicate experiments. The data marked with * are
significantly high values compared with blank (p < 0.001), calculated by
ANOVA. N. S. denotes no significant difference compared with blank (p >
0.05), calculated by ANOVA.
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Figure 4 shows the release of biologically active gen-
tamicin when PVA-linker-gentamicin was incubated with
Ca2+-supplemented human plasma and plasma alone in
glass tubes. Because Ca2+ addition to human plasma in
glass tubes causes thrombin activation, biologically active
gentamicin was released. In plasma alone there was no
thrombin activity; therefore, gentamicin release was not
detected. Figure 4 also shows that PVA-linker-gentamicin
could release biologically active gentamicin when it was
incubated with SA-infected wound fluid, however, it could
not release a detectable amount of gentamicin when
incubated with noninfected wound fluid.

In Vivo Bacteriocidal EffectsThe logarithm of the
bacterial number (1.96 ( 0.79 CFU/mL, n ) 8, p < 0.001)
in an animal model of SA-infection in rats in which PVA-
linker-gentamicin was applied was significantly lower
than that in rats in which PVA-COOH was applied (5.74
( 0.29 CFU/mL, n ) 8) or that in rats in which no
treatment was administered (3.76 ( 0.37 CFU/mL, n ) 9).
This result showed that PVA-linker-gentamicin was
effective in vivo.

Discussion
LAP is a typical aminopeptidase present in human

serum at a concentration of 8-12 mU/mL.20 It is thought
that LAP is also contained at about the same concentration
in wound fluid. Actually, aminopeptidase activity was
present in wound fluid and its activity was not changed
by SA infection. Therefore, Gly-Phe-Pro-Ala-Gly-Gly-gen-
tamicin produced from PVA-linker-gentamicin by the
thrombin-like activity in SA-infected wound fluid was
rapidly digested by aminopeptidase, and biologically active
free gentamicin was generated. It was also shown that
active gentamicin was released from PVA-linker-gen-
tamicin in Ca2+-supplemented human plasma; however, no
active gentamicin was released by incubation in human
plasma alone (Figure 4). When PVA-linker-gentamicin
was incubated with only PBS, human plasma, or LAP,
gentamicin release was not detected by either the zone of
inhibition or FPIA methods (Figures 2 and 4). These results
clearly show that significant contaminations of free gen-
tamicin and peptide linker-gentamicin were not present
in the PVA-linker-gentamicin.

Because the amount of released gentamicin was depend-
ent on the thrombin concentration (Figure 2) and thrombin-
like activity increases with SA-infection,12 PVA-linker-
gentamicin was expected to release an amount of active
gentamicin proportional to the degree of SA-infection. In
fact, PVA-linker-gentamicin did release biologically active
gentamicin in SA-infected wound fluid (Figure 4), and
showed a bacteriocidal effect in the animal model of SA
infection. A considerable amount of thrombin-like activity
was detected in noninfected wound fluid (Table 1); however,
no gentamicin release was detected (Figure 4). This result
might be because of failure to reach the threshold of the
concentration of thrombin-like activity that could digest the
macromolecular substrate, PVA-linker-gentamicin, and/
or the threshold of gentamicin concentration that could be
detected by the zone of inhibition assay (Figure 1).

The zone of inhibition method depends on the biological
activity of intact gentamicin. In contrast, the FPIA method
uses antibody that binds immunologically active gentami-
cin and therefore detects molecules that retain the re-
quired antigenic properties of gentamicin, such as, peptide-
attached gentamicin, amino acid-attached gentamicin, and
damaged gentamicin, as well as intact gentamicin. This
point is very important in the study of drug delivery
systems because there is a considerable chance that
released drug may be damaged by the modification. In our
synthesis of PVA-linker-gentamicin, shown in Scheme 1,
the possibility of damaging the drug is minimized. Accord-
ing to the reaction shown in Scheme 2, PVA-linker-
gentamicin can release intact gentamicin (Figures 2-4) in

Figure 3sEffects of LAP on gentamicin release in the presence of thrombin:
FPIA (bar); zone of inhibition (−O−). Each value represents mean ± SD of
triplicate experiments. The data marked with * are significantly high values
compared with blank (p < 0.001), calculated by ANOVA. N. S. denotes no
significant difference compared with blank (p > 0.05) calculated by ANOVA.

Figure 4sGentamicin release detected by the zone of inhibition assay when
PVA−linker−gentamicin was incubated with Ca2+-supplemented human plasma
(n ) 3) or plasma alone (n ) 3) in glass tubes, and SA-infected (n ) 13)
or noninfected wound fluid (n ) 3). Key: (*) plasma + Ca shows a significantly
higher value than plasma (p < 0.001), by the unpaired t test. (**) SA-infected
wound fluid shows a significantly higher value than noninfected wound fluid
(p < 0.001), calculated by the unpaired t test.

Scheme 2sGentamicin release from PVA-linker-gentamicin by enzymes.
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the presence of thrombin and LAP. These results demon-
strated that PVA-linker-gentamicin is an ideal system
for the controlled release of this antimicrobial drug.

Systemic and local administration of antibiotics for
wound infection is well established. The efficacy of anti-
biotics, however, depends on factors such as the pharma-
cokinetics, the timing of infusion, tissue concentrations, and
the antibacterial spectrum of the drug. Because systemic
administration of antibiotics is associated with certain
drawbacks, such as systemic toxicity and poor penetration
into severely infected or necrotic tissues, many physicians
favor the use of local antibiotics and other topical measures.
Controlled local delivery of antibiotics has been shown to
reduce the number of microorganisms with minimal side
effects compared with systemic administration. Thus, we
have developed a new local, controlled-release system of
an antibiotic stimulated by bacterial infection. PVA-
linker-gentamicin showed specific release of gentamicin
in SA-infected wound fluid and caused a significant reduc-
tion in SA number in vivo. These results show that this
system allows gentamicin to be released at specific times
and locations, namely, when and where SA infection occurs.
Because PVA-COOH is a potential occlusive dressing
material, it is expected that PVA-linker-gentamicin
would inhibit bacteria from colonizing the dressing surface
when applied to wounds infected with SA. In addition, if
proteinases specific to each bacterium could be used for the
triggering signal, different spectra of antibiotics could be
released from the same material, depending on the strain
of bacterium. That is, for bacterium X, use of bacterium-
specific proteinase Y and proteinase Y-sensitive linker Z,
would result in release of bacterium X-specific antibiotic.
Furthermore, it may also be possible to make tumor-
specific devices by utilizing peptide linkers sensitive to
tumor-producing enzymes, such as some collagenases.21,22
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Abstract 0 The Potts and Guy equation that has been used to predict
permeability coefficients for molecules being delivered from aqueous
vehicles has been transformed to accommodate lipid vehicles that
are less polar than skin, and polar vehicles that are less polar than
water. Solubilities in pH 4.0 aqueous buffer (SAQ), solubilities in
isopropyl myristate (SIPM), and molecular weights (MW) of prodrugs
of 5-fluorouracil (5-FU), theophylline (Th), and 6-mercaptopurine (6-
MP) have been regressed against their fluxes from suspensions in
IPM (JM). Seven series (n ) 39) of alkylcarbonyloxymethyl (ACOM),
alkyloxycarbonyl (AOC), alkylcarbonyl (AC), and alkylaminocarbonyl
(AAC) prodrugs were used to determine the best fit to the transformed
Potts and Guy equation (eq 6): log JM ) x + y log SIPM + (1 − y)log
SAQ − z MW. The estimated values for x, y, and z were −0.193,
+0.525, and +0.00364, respectively, with r 2 ) 0.945 for n ) 39.
Inclusion of a miscellaneous series comprised of the parent drugs
and a branched alkyl chain prodrug gave an equally good fit only if
6-MP was excluded from the analysis. The best performer (largest
JM) in each series was usually correctly identified. The values for x,
y, and z were consistent with values obtained by Potts and Guy, but
the inclusion of the (l − y)log SAQ term in eq 6 and the value for y,
shows that water solubility is almost as important as lipid solubility in
predicting flux. There were no significant changes in predicted log JM
or xi for each series if their log JM or xi were calculated using y and
z coefficients obtained for solutions to eq 6 from which the data for
the series had been excluded. This suggests that the data from all
the series is homogeneous. Data from Kasting, Smith, and Cooper
for SIPM, SPG, and MW of unrelated molecules were regressed against
their fluxes from propylene glycol (PG) using eq 7: log JM ) x + y
log SIPM + (1 − y) log SPG − z MW. The estimated values for x, y,
and z were −1.673, +0.599, and +0.00595, respectively, with r 2 )
0.852 for n ) 28. These values for x, y, and z are also consistent
with those previously reported by Potts and Guy, and, together with
the results for fluxes from IPM, show the general utility of the
transformed Potts and Guy equation in predicting flux from vehicles
other than water and in showing the importance of solubility in a polar
solvent as well as a nonpolar solvent in predicting flux.

Introduction
It has become obvious that the water as well as the lipid

solubility of a permeant plays an important role in deter-
mining the rate of diffusion through biological membranes.
Nowhere is this fact more obvious than in the results from
diffusion cell experiments where prodrugs designed to
enhance topical deliverysor fluxsof a parent drug have
been evaluated.1 Examples where different types of pro-

moieties have been used with one parent drug,2-5 or where
one type of promoiety has been used with a number of
different parent drugs,5-8 show that, for an homologous
series of more lipid soluble prodrugs, the more water
soluble member or members of the series are the more
efficient at delivering the parent drug topically. Although
the greatest accumulation of data supporting this axiom
exists for prodrugs of heterocycles such as a fluorouracil
(5-FU),2-5 theophylline (Th),8 6-mercaptopurine (6-MP),6,7

and arabinofuranosyladenine,9,10 ample supporting data
can also be found from experiments using prodrugs of
lipophilic drugs such as levonorgestrel11 and indometha-
cin.12 In one comparison of variables affecting flux, the
axiom holds regardless of the polarity of the vehicle used
to deliver the prodrug,6,7 while in another comparison, the
axiom holds regardless of the type of skin that is used in
the experimentssmouse2-8 or human skin.11

It would be useful to develop a model that could predict
the effect of changes in water and lipid solubilities of
prodrugs on the topical delivery of their parent drugs. A
large portion of the published data on the delivery of parent
drugs by prodrugs has been obtained using suspensions of
the prodrugs in isopropyl myristate (IPM) as the donor
phase where the IPM and aqueous (AQ) solubilities of the
prodrugs were variables and flux was measured.1 On the
other hand, many models that have been developed to
predict flux actually use measurements of permeability
coefficients of drugs obtained using concentrations of drugs
in vehicles (usually water) significantly less than satura-
tion as the donor phase, and where the partition coefficient
and size of the drug were the variables.13 In this paper we
transform a model that had been developed previously for
predicting permeability coefficients of drugs into a model
where the aqueous as well as lipid solubilities of prodrugs
are variables for predicting the flux of their parent drugs
and vehicles other than water can be accommodated.

Development of the Model
Most models used to predict flux or solubility normalized

fluxspermeability coefficient (P)shave focused on the
effects of lipid solubility [either directly as SLIPID or in the
form of partition coefficient (KLIPID:AQ)] and size [as it affects
diffusivity] on flux. Typical of these treatments is eq 1
derived by Kasting, Smith, and Cooper from data developed
in their laboratories and published in 198714 where JM is
the maximum flux obtained by applying saturated pro-

pylene glycol solutions of permeants to the membrane
(human skin), SMEM is the solubility of the permeant in the
membrane, D° is the diffusivity in the membrane of a

* To whom correspondence should be addressed. Tel 352-846-1957,
fax 352-392-9455, e-mail: sloan@cop.health.ufl.edu.

log JM ) log(D°/L) + log SMEM - (â/2.303)V (1)
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hypothetical molecule having zero molecular volume, h (we
will use L) is the diffusion path length, V is the van der
Waals volume, and â is a constant that is characteristic of
the skin.

Since it is very difficult to measure the solubility of the
permeant in the membrane, the authors14 examined several
SLIPID substitutes for SMEM and suggested that SOCT (mea-
sured solubility in octanol) gave a better correlation with
JM than SIPM (measured solubility in isopropyl myristate)
or Si (calculated ideal solubility). The assumption was that
some sort of lipid solubility alone was sufficient to char-
acterize solubility of permeants in and their flux through
the membrane. The other assumption was that JM was
independent of the vehicle because saturated solutions
were used as donor phases where the thermodynamic
activities of the permeants were the same. This assumed
there was no effect of the vehicle on the barrier properties
of the skin. Analysis of their unique data set of 36
compounds fitted to eq 1 gave r2 ) 0.74 for the correlation
of JM with the model. This data set was unique because
propylene glycol, not water, was used as the vehicle or
donor phase. Substitution of molecular weight for the
molecular volume gave a similar fit.

Subsequently, several groups developed models that
were based on permeability coefficients obtained from data
from combinations of series from different laboratories15-17

where water was used as the vehicle. One model frequently
referenced is that represented by eq 2 developed by Potts
and Guy and published in 1992.13 In eq 2 KP (we will use
P) is permeability coefficient, KOCT:AQ is the partition
coefficient between octanol and water, MW is the molecular
weight, â° is a constant similar to â in eq 1 but which

includes a conversion factor for the substitution of MW for
molecular volume, and f accounts for the difference between
Km (partitioning between membrane and vehicle) and KOCT:
AQ (partitioning between octanol and water): i.e., Km )
(KOCT:AQ)f. From the data sets analyzed using eq 2, the
values for D°/L and â° that were obtained were consistent
with physical properties of the skin, and r2 ) 0.83 was
obtained for the correlation of P with this model for n )
42. A somewhat poorer correlation (r2 ) 0.67) was obtained
using the larger data set (n ) 93) of Flynn.18

Although no positive dependence of log P on SAQ was
discussed, an inverse dependence derives from the defini-
tion of KOCT:AQ ) COCT/CAQ (where COCT and CAQ are the
equilibrium concentrations of the permeant in octanol and
water, respectively), if it is assumed that KOCT:AQ for the
permeant is approximately equal to its solubility ratio
(SROCT:AQ) in the same solvents (SOCT/SAQ). On the other
hand, Potts and Guy13 discuss that one interpretation of
skin transport for molecules of very high lipophilicites (low
SAQ) is that the rate-determining step becomes the slow
transfer from the lipophilic stratum corneum to the aque-
ous, viable epidermis and upper dermis, i.e., low water
solubility can become rate-determining. Significant conclu-
sions from this analysis were that the limiting barrier, the
stratum corneum, could be adequately characterized as a
lipid-like barrier alone, and that an aqueous-polar (pore)
pathway across the barrier was not necessary to explain
the flux of the more water soluble members of the data
set.

Improvements in eq 2 have been obtained by a number
of groups19-22 by defining permeant partitioning between
membrane/water or organic phase/water from a transfer
free energy model where R2 is molar refractivity, MV is

the molar volume, π is the dipolarity/polarizability, and Hd
and Ha are the hydrogen bond donor and hydrogen bond
acceptor activity, respectively, of the solute. Substitution
of eq 3 for KOCT:AQ in eq 2 gives log P values that are
independent of the organic phase/water partition coef-
ficients and dependent on the physicochemical properties
of the permeant alone. For a monofunctional group subset
of their previous data set, Potts and Guy in 199520 showed
that R2 and π could be omitted from the analysis giving eq
4 to predict log P with r2 ) 0.94. Negative values were

found for a3 and a4 suggesting, for permeants delivered
from water, that hydrogen bond donating or accepting
abilities exhibited by the permeant were inversely related
to stratum corneum (SC) permeation. Hence, water solubil-
ity was also inversely related to SC permeation.

Equation 4 or similar models give the best correlation
with experimental results but do not offer a mechanism
for incorporating water solubility (SAQ) directly as a vari-
able. Similarly, although all of the data in the Kasting,
Smith, and Cooper permeation set14 were from experiments
where JM values were measured, eq 1 does not have SAQ
as a variable. On the other hand, eq 2 offers the opportunity
to substitute other K values for Km besides KOCT:AQ and to
include the effect of vehicle on flux in the model. Since23

and24

then

Substitution of eq 5 into eq 2 for KOCT:AQ gives

or

Addition of log SIPM to both sides gives

Substitution of x for log D°/L, y for f, z for â°, and
assuming that saturated IPM donor phases are used in the
diffusion experiments gives

which is the transformation of the Potts and Guy model,
given in eq 2, that will be used in this analysis.

To fit the Kasting, Smith, and Cooper14 data to the same
type of equation, two different substitutions were made.
Instead of using the identity KMEM:AQ ) (KIPM:AQ)y where
IPM has been substituted for MEM, the identity KMEM:AQ
) (KIPM:PG)y has been used where PG has been substituted
for AQ, and IPM has been substituted for MEM. Then,
instead of adding log SIPM to both sides of eq 2, log SPG has
been added to both sides of eq 2 to give eq 7 using the same

P ) (a1 - â)MV + a3Hd + a4Ha + log(D°/L) (4)

KMEM:IPM ) KMEM:AQ/KIPM:AQ

KMEM:AQ ) (KIPM:AQ)f

KMEM:IPM ) (KIPM:AQ)f/KIPM:AQ (5)

log P ) log(D°/L) + f log SIPM - f log SAQ - log SIPM +
log SAQ - â°MW

log P ) log(D°/L) + f log SIPM - log SIPM +
(l - f)log SAQ - â°MW

log J ) log(D°/L) + f log SIPM + (l - f)log SAQ - â°MW

log JM ) x + y log SIPM + (1 - y) log SAQ - z MW (6)

log P ) log(D°/L) + f log KOCT:AQ - â° MW (2)

log KORG ) a1MV + a2 π + a3 Hd ) a4 Ha + a5 R2 (3)
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substitutions as in eq 6. (KOCT:PG)y can also be substituted
for (KIPM:PG)y to give a similar equation.

Experimental Section
The methods used to determine the values for flux (JM),

solubilities (SIPM, SAQ), and partition coefficients between IPM and
water (KIPM:AQ) are described in the original papers for each series
of prodrugs: 1-alkylcarbonyloxymethyl-5-FU (ACOM-5-FU),5 1-
alkyloxycarbonyl-5-FU (AOC-5-FU),3 1-alkylcarbonyl-5-FU (AC-
5-FU),4 1-alkylaminocarbonyl-5-FU (AAC-5-FU),2 7-alkylcarbonyl-
oxymethyltheophylline (ACOM-Th),8 6-alkylcarbonyloxymethyl-
6-MP (6ACOM-6-MP),7 and 6,9-bis(alkylcarbonyloxymethyl)-6-MP
(6,9ACOM-6-MP).6 In each series only straight chain homologues
were completely characterized and evaluated except for the
ACOM-5-FU series where one branched chain homologue was
characterized and evaluated: 1-pivaloyloxymethyl-5-FU (pivA-
COM-5-FU). Solubilities (SIPM, SAQ) and partition coefficients
(KIPM:AQ) are listed in Table 1. SAQ values were calculated from
SIPM/KIPM:AQ values where available. Where KIPM:AQ values were
not available, directly measured SAQ values were used. In one case
where the reported KIPM:AQ value for one member of a series,
octylaminocarbonyl-5-FU, was inconsistent with other literature
values and did not fit the trend in the remaining data for that
series; the literature value,25 which did fit the trend, was used as
well as the corresponding calculated SAQ. The JM values listed in
Table 1 were obtained using female hairless mice (SKH-hr-1)
obtained from Temple University Skin and Cancer Hospital or
from Charles River. The mice were sacrificed by cervical disloca-
tion. Their skins were removed by blunt dissection and then placed
epidermal side up in Franz type diffusion cells thermostated to
32 °C in contact with pH 7.1 phosphate buffer receptor phase. The
buffer contained 0.11% formaldehyde as a preservative to prevent
microbial growth and maintain the integrity of the skins during
the course of the experiment.8 The surface area of the diffusion
cells was 4.9 cm2, and the receptor phase volume was 20 mL. After
contact with the receptor phase for 48 h to condition the skins,
aliquots of a suspension of the prodrug in IPM (usually 0.5 mL)
were applied to the epidermal side of three skins (n ) 3) for 48 h.
The receptor phases were continuously stirred during the entire
experiment and were changed every 3 h during the time when
steady-state fluxes were measured which was usually from 19 to
33 h. Variation in flux values was less than 30% except from the
6ACOM-6-MP series where the variation was less than 50%.

The solubilities, partition coefficients, and flux values for the
parent drugs (5-FU,2 Th,8 6-MP6) and the one branched alkyl chain
prodrug (pivACOM-5-FU)5 are also listed in Table 1 as a separate,
miscellaneous series.

The multiple linear regression model depicted in eq 6 was fit
to various combinations of the sets of data in Table 1 using the
SPSS 7.5 statistical software package.

The JM values in µg cm-2 h-1 from Kasting, Smith, and Cooper14

were converted to µmol cm-2 h-1 values and the SIPM and SPG
(solubilities in propylene glycol) values were converted to milli-
molar values before converting them to their respective log values
and analyzing them using eq 7. The multiple linear regression
model depicted in eq 7 was fit to the Kasting, Smith, and Cooper
data using the SPSS 7.5 statistical software package. The data
for salt forms of amines and for benzyl alcohol were omitted from
the analysis to give n ) 28 instead of n ) 36.

Results
The log JM, MW, log SIPM, and log SAQ data for the 39

straight chain alkyl prodrugs from Table 1 comprising
seven series of prodrugs (n ) 39 set) were fit to eq 6 using
the SPSS nonlinear function. The parameter estimates for
the n ) 39 set (solution 1) were x ) -0.193 ((0.199), y )
+0.525 ((0.029), and z ) +0.00364 ((0.00084) with r2 )
0.945 (Table 2). Using these estimated values for x, y, and
z from solution 1, predicted log JM values were calculated
and are listed in Table 3. The average error or residual for
predicting log JM (experimental log JM - predicted log JM

) ∆ log JM, data not shown) was 0.126 log units for all log
JM values. The average ∆ log JM value for each series is
listed in boldface in the predicted log JM column in Table
3 and quantitates the variation in ∆ log JM among members
of each series and among the different series. The largest
∆ log JM values for members within a series were obtained
for the longer alkyl chain members of the ACOM-, AOC-,
AC-, and AAC-5-FU series. The largest average error in
predicting log JM values for a series was obtained for the
AAC-5-FU series while the smallest was for the 6,9ACOM-
6-MP series. The best performing member in each series
(highest value for log JM) was correctly identified in each
series except for the 6ACOM-6-MP series, but in that series

Table 1sMolecular Weight (MW), Log Solubilities in Isopropyl
Myristate (SIPM), Log Solubilities in pH 4.0 Buffer (SAQ), Log Partition
Coefficients between IPM and pH 4.0 Buffer (KIPM:AQ), and Log
Maximum Flux Values from IPM Donor Phases (JM)

compoundsa MW log SIPM
b,c log SAQ

b,d log KIPM:AQ log JM
e

ACOM-5-FU
C1 202 0.517 2.26 −1.74 0.46
C2 216 0.993 2.22 −1.23 0.58
C3 230 1.158 1.63 −0.47 0.41
C4 244 1.170 1.10 0.08 0.11
C5 258 1.167 0.35 0.82 −0.25
C7 286 1.000 −0.77 1.77 −0.92
C9 314 0.631 −2.51c 3.14f −1.82
AOC-5-FU
C1 188 0.328 2.05 −1.72 0.42
C2 202 1.117 2.24 −1.12 0.77
C3 216 1.182 1.63 −0.45 0.36
C4 230 1.529 1.37 0.16 0.35
C6 258 2.186 0.70 1.48 0.19
C8 286 1.561 −0.89 2.46 −0.53
AC-5-FU
C1 172 1.344 2.08 −0.73 0.97
C2 186 1.561 1.68 −0.12 0.63
C3 200 1.241 0.81 0.43 0.11
C4 214 1.593 0.54 1.05 0.00
C5 228 2.052 0.47 1.58 0.04
C7 256 2.044 −0.84 2.88 −0.22
AAC-5-FU
C1 187 −0.524 0.57 −1.09 −0.68
C2 201 0.446 0.89 −0.44 −0.22
C3 215 1.093 0.95 0.14 −0.13
C4 229 1.391 0.71 0.68 −0.29
C8 285 1.670 −1.52g 3.19f −1.22
ACOM-Th
C1 252 0.439 1.29 −0.85 −0.24
C2 266 0.467 0.67 −0.20 −0.51
C3 280 1.405 1.02 0.38 0.03
C4 294 1.643 0.72 0.93 −0.23
C5 308 1.891 0.44 1.45 −0.33
6ACOM-6-MP
C1 224 0.022 0.86c −0.83f −0.69
C2 238 0.362 0.61c −0.25f −0.67
C3 252 0.517 0.31c 0.21f −0.58
C4 266 0.624 −0.10c 0.73f −0.66
C5 280 0.566 −0.63c 1.19f −1.26
C7 308 0.618 −1.61c 2.23f −1.88
6,9ACOM-6-MP
C1 296 0.722 0.46c 0.26f −0.64
C2 324 1.527 0.22c 1.30f −0.63
C3 352 1.959 −0.71c 2.67f −0.85
C4 380 2.241 −1.33c 3.57f −0.99
miscellaneous
5-FU 130 −1.308 1.93c −3.24f −0.62
pivACOM-5-FU 244 0.891 0.90 −0.01 −0.52
Th 180 −0.469 1.66c −2.13f −0.32
6-MP 152 −1.650 0.05c −1.71f −2.42

a C1, C2, etc., indicate the number of carbons in the alkyl chain. b Units of
mM. c Measured directly. d Calculated from SAQ ) SIPMKIPM:AQ. e Units of µmol
cm-2 h-1. f Calculated from KIPM:AQ ) SIPM/SAQ. g From reference 25.

log JM ) x + y log SIPM + (1 - y) log SPG - z MW (7)
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the top four performers were not statistically different from
each other.7 Solution 1 identified the C2 member of the
6ACOM-6-MP series as the best performer while the C3
member was actually the best performer experimentally.
Using the estimated values for y and z from solution 1, the
values of xi for the members of each series that were
required to give the experimental log JM values were
calculated and are given in Table 3. The average xi for all
members of all series was -0.193 with a standard deviation
of (0.155 log units. The average xi value and SD for each
series of prodrugs are also given in Table 3 and quantitate
variations in xi among the members of each series and
among the different series. The largest SD of xi was seen
in the AAC-5-FU series, followed by that in the AOC- and
AC-5-FU series. Figure 1 shows a plot of experimental log
JM values versus predicted log JM values (eq 6) using all
39 prodrugs (solution 1).

Predicted log JM values and calculated xi values for the
parent drugs and pivACOM-5-FU (miscellaneous series)
were determined using the solution 1 fit to eq 6 as above
for the n ) 39 set. Those predicted log JM and calculated
xi values are given in Table 3. The ∆ log JM value for 6-MP
was over twice as large as the next largest ∆ log JM value
and almost six times larger than the average for all ∆ log
JM values: average ∆ log JM ) 0.146 log units for all log
JM values, n ) 43. Similarly, the calculated xi value for
6-MP was twice as large as any other calculated xi value.
Figure 1 also shows the fit of the members of the miscel-
laneous series to the solution 1 fit to eq 6. When the log
JM, MW, log SIPM, and log SAQ data for the miscellaneous
series were added to the n ) 39 set to give an n ) 43 set
(solution 2, Table 2) and eq 6 was fit to that data, the
correlation coefficient decreased to r2 ) 0.924 from r2 )
0.945, and the estimated values for x, y, and z changed to
-0.401, +0.530, and +0.00293, respectively. If the data for
6-MP was removed from the set (solution 3, Table 2) the
values for x and z returned to approximately their solution
1 values, and the value for y stayed reasonably constant.

Equation 6 was then fit to the log JM, MW, log SIPM, and
log SAQ data for the seven series of straight chain alkyl
prodrugs using the SPSS nonlinear function, but using only
six of the series in each fitting. This systematically excluded
a different series each time to give a total of seven sets of
parameter estimates for eq 6 (solutions 4-10). This was
done to correct for overly optimistic measures of fit which
result from using the same data to both calibrate the model
(estimate its parameters) and assess the error of prediction.
The estimates for x, y, z, and associated r2 values for these
seven sets are given in Table 2. Using these estimated
values for x, y, and z for solutions 4-10, predicted log JM
values were calculated for each member of the series that
had been excluded from determining that solution to eq 6.

Those predicted log JM values for solutions 4-10 are given
in Table 3. The average error for predicting log JM (∆ log
JM, data not shown) was 0.132 log units for all log JM
values, n ) 39. The average ∆ log JM value for each series
is listed in boldface in the predicted log JM column in Table
3. The largest average error in predicting log JM values
for the series excluded from obtaining the solution to eq 6
was for the AAC-5-FU series. Using the estimated values
for y and z for each of the seven solutions to eq 6 generated
by excluding the data from one series of prodrugs, values
for xi which were required to give the experimental log JM
values were calculated for each member of the series that
had been excluded. These calculated xi values for solutions
4-10 are given in Table 3. The average xi for all members
of all series was -0.193 with a standard deviation of
(0.173 which was essentially identical with the average
xi value and standard deviation from solution 1. The results
in Table 2 show that the estimated x, y, and z values from
solution 7 (exclusion of the AAC-5-FU series) exhibited the
largest differences from the estimated x, y, and z values
from solution 1. The estimated value for z from solutions
4-10 are all quite close to the estimated values of z from
solution 1 and to several of those reported by Potts and
Guy13 for fits to data from combinations of series from
different laboratories (+0.0042 ( 0.0001, n ) 19; +0.0050
( 0.0003, n ) 42; +0.0061 ( 0.0006, n ) 93).

Using the Potts and Guy value that is most frequently
quoted for z of +0.0061, a solution to eq 6 was obtained
using the n ) 39 set: solution 11 Table 2, x ) +0.388, y )
+0.590. Using the estimated values for x and y from
solution 11 and z fixed at 0.0061, predicted log JM values
were calculated and are listed in Table 3. The average error
for predicting log JM (∆ log JM, data not shown) was 0.141
log units for all log JM values, n ) 39. The average ∆ log
JM value for each series is listed in boldface in the predicted
log JM column in Table 3. The predicted log JM values for
the miscellaneous series were also calculated using the
coefficients from solution 11. Figure 2 shows the fit of the
n ) 39 prodrug set and the members of the miscellaneous
series to a plot of experimental log JM versus predicted log
JM based on solution 11. Using the estimated value for y
and the fixed value for z, values for xi which were required
to give the experimental log JM values were calculated for
all the members of all the series. Those xi values are given
in Table 3. The average xi for all members of all series was
+0.413 with a standard deviation of (0.187 log units.
Excluding the data for the AC- and AAC-5-FU series, the
solution 12 fit to eq 6 gave estimated values for x, y, and z
(no longer fixed) which are given in Table 2.

Equation 7 was fit to the log JM, MW, log SIPM, and log
SPG data for the 28 molecules comprising the Kasting,
Smith, and Cooper14 data set (with the amine salts and

Table 2sx, y, z, and Associated r2 Values for Solutions to Equation 6 and to Equation 7

solution: database n x (± SD) y (± SD) z (± SD) r2

1: all n-alkyl prodrugs 39 −0.193 (0.199) 0.525 (0.029) +0.00364 (0.00084) 0.945
2: n ) 39 + miscellaneous 43 −0.401 (0.243) 0.530 (0.035) +0.00293 (0.00103) 0.924
3: n ) 43 − (6-MP) 42 −0.211 (0.203) 0.534 (0.029) +0.00364 (0.00086) 0.937
4: n ) 39 − (ACOM-5-FU) 32 −0.211 (0.193) 0.508 (0.031) +0.00362 (0.00082) 0.942
5: n ) 39 − (AOC-5-FU) 33 −0.210 (0.203) 0.523 (0.030) +0.00359 (0.00084) 0.944
6: n ) 39 − (AC-5-FU) 33 −0.100 (0.285) 0.532 (0.038) +0.00400 (0.00116) 0.943
7: n ) 39 − (AAC-5-FU) 34 −0.081 (0.201) 0.548 (0.029) +0.00409 (0.00083) 0.955
8: n ) 39 − (ACOM-Th) 34 −0.260 (0.222) 0.521 (0.033) +0.00333 (0.00095) 0.950
9: n ) 39 − (6ACOM-6-MP) 33 −0.198 (0.206) 0.525 (0.030) +0.00361 (0.00087) 0.933
10: n ) 39 − (6,9ACOM-6-MP) 35 −0.287 (0.253) 0.518 (0.032) +0.00322 (0.00108) 0.943
11: all n-alkyl prodrugs, z ) +0.00610 39 0.388 (0.031) 0.590 (0.020) +0.00610 fixed 0.931
12: n ) 39 − (AC-5-FU and AAC-5-FU) 28 0.427 (0.325) 0.605 (0.042) +0.00607 (0.00130) 0.961
13: Kasting et al. 28 −1.673 (0.363) 0.599 (0.126) +0.00595 (0.00124) 0.852
14: Kasting et al. 28 −1.969 (0.395) 0.849 (0.250) +0.00673 (0.00146) 0.807
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benzyl alcohol data deleted) using the SPSS nonlinear
function. The solution 13 for the fit to eq 7 gave x ) -1.673

( 0.363, y ) +0.599 ( 0.236, z ) +0.00595 ( 0.00124, and
r2 ) 0.852. If log SOCT was substituted for log SIPM, solution
14 was obtained which gave a poorer fit (r2 ) 0.807),
although z stayed relatively constant. Figure 3 shows the
fit of the n ) 28 data set from Kasting, Smith, and Cooper14

to eq 7 solution 13.

Discussion
Transformation of the Potts and Guy model13 was done

not only to include SAQ as a variable in predicting flux but

Table 3sPredicted log JM and Calculated xi Values for Calculated
Solutions to Equation 6

preda

log JM calcdb xi

preda

log JM calcdb xi

preda

log JM calcdb xi

ACOM-5-FU sol 1c sol 4c sol 11c

C1 0.41 −0.15 0.43 −0.18 0.38 0.46
C2 0.60 −0.21 0.60 −0.23 0.57 0.40
C3 0.35 −0.13 0.35 −0.15 0.33 0.46
C4 0.05 −0.13 0.04 −0.14 0.04 0.46
C5 −0.36 −0.09 −0.38 −0.08 −0.36 0.49
C7 −1.08 −0.04 −1.12 −0.02 −1.08 0.55
C9 −2.20 0.19 −2.26 −0.24 −2.19 0.75
average 0.12d −0.08 0.14d −0.08 0.13d 0.51
SD 0.13 0.16 0.12
AOC-5-FU sol 1c sol 5c so1 1c

C1 0.26 −0.04 0.26 −0.04 0.27 0.53
C2 0.72 −0.14 0.72 −0.14 0.73 0.43
C3 0.41 −0.24 0.41 −0.24 0.43 0.32
C4 0.42 −0.27 0.42 −0.27 0.45 0.29
C6 0.35 −0.35 0.34 −0.35 0.39 0.19
C8 −0.84 0.11 −0.85 0.11 −0.80 0.66
average 0.13d −0. 16 0.13d −0.16 0.14d 0.40
SD 0.17 0.17 0.17
AC-5-FU sol 1c sol 6c sol 11c

C1 0.87 −0.10 0.90 −0.03 0.98 0.37
C2 0.75 −0.31 0.77 −0.24 0.86 0.16
C3 0.11 −0.19 0.14 −0.12 0.23 0.27
C4 0.12 −0.31 0.14 −0.24 0.24 0.14
C5 0.28 −0.43 0.30 −0.36 0.40 0.03
C7 −0.45 0.04 −0.43 0.11 −0.31 0.48
average 0.14d −0.22 0.14d −0.14 0.18d 0.24
SD 0.17 0.17 0.16
AAC-5-FU sol 1c sol 7c sol 11c

C1 −0.88 0.00 −0.88 0.11 −0.83 0.54
C2 −0.27 −0.15 −0.26 −0.05 −0.21 0.38
C3 0.05 −0.37 0.07 −0.28 0.11 0.15
C4 0.04 −0.52 0.06 −0.43 0.10 0.00
C8 −1.08 −0.34 −1.02 −0.28 −0.99 0.16
average 0.18d −0.27 0.20d −0.19 0.20d 0.24
SD 0.20 0.21 0.21
ACOM-Th sol 1c sol 8c sol 11c

C1 −0.27 −0.16 −0.25 −0.24 −0.36 0.51
C2 −0.60 −0.10 −0.59 −0.18 −0.69 0.57
C3 0.01 −0.18 0.03 −0.26 −0.07 0.49
C4 −0.06 −0.36 −0.04 −0.45 −0.14 0.30
C5 −0.11 −0.41 −0.09 −0.50 −0.19 0.25
average 0.11d −0.24 0.10d −0.33 0.13d 0.42
SD 0.13 0.14 0.14
6ACOM-6-MP sol 1c sol 9c so1 1c

C1 −0.59 −0.30 −0.59 −0.31 −0.61 0.30
C2 −0.58 −0.28 −0.58 −0.29 −0.60 0.32
C3 −0.70 −0.08 −0.69 −0.09 −0.72 0.53
C4 −0.88 0.03 −0.88 0.03 −0.91 0.64
C5 −1.21 −0.25 −1.21 −0.25 −1.24 0.37
C7 −1.73 −0.34 −1.73 −0.35 −1.77 0.27
average 0.12d −0.20 0.12d 0.21 0.11d 0.41
SD 0.15 0.15 0.15
6,9ACOM-6-MP sol 1c sol 10c sol 11c

C1 −0.67 −0.16 −0.65 −0.29 −0.81 0.55
C2 −0.47 −0.36 −0.44 −0.48 −0.60 0.36
C3 −0.78 −0.26 −0.75 −0.39 −0.90 0.43
C4 −1.03 −0.15 −0.99 −0.29 −1.16 0.55
average 0.08d −0.23 0.08d −0.36 0.11d 0.47
SD 0.10 0.10 0.10
miscellaneous sol 1c sol 11c

5-FU −0.44 −0.38 −0.39 0.15
pivACOM-5-FU −0.19 −0.53 −0.21 0.07
Th −0.30 −0.21 −0.31 0.37
6-MP −1.59 −1.01 −1.50 −0.52

a Units of µmol cm-2 h-1. b Units of cm h-1. c Solutions from Table 2.
d Average 4 log JM for series.

Figure 1sFit of 39 prodrugs and the miscellaneous series to solution 1:
ACOM-5-FU ([), AOC-5-FU (9), AC-5-FU (4). AAC-5-FU (0), ACOM-Th
(/), 6ACOM-6-MP (b), 6,9ACOM-5-FU (+), miscellaneous (−).

Figure 2sFit of 39 prodrugs and the miscellaneous series to solution 11:
ACOM-5-FU ([), AOC-5-FU (9), AC-5-FU (∆). AAC-5-FU (0), ACOM-Th
(/), 6ACOM-6-MP (b), 6,9ACOM-5-FU (+), MISCELLANEOUS (−).

Figure 3sPrediction of log JM from Kasting, Smith, and Cooper data, solution
13.
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also to accommodate donor phases other than water in the
model. One of the key features of the Potts and Guy model
is the substitution of (KOCT:AQ)f for Km where Km is the
partition coefficient between the biological membrane, skin,
and water. A more specific representation of Km would be
KMEM:AQ ) (KLIPID:AQ)f where water (AQ) is defined as the
polar phase, and lipids, which can be different from octanol,
are defined as appropriate nonpolar phase substitutes for
skin (MEM). However, since KmD°/L is equal to the
permeability coefficient (P), in the Potts and Guy model
the polar phase is also the donor phase in the diffusion
cell experiments which measure flux. This presents a
significant limitation to the extension of the Potts and Guy
model to predict P (or J) where the donor phase is a lipid
or a polar phase other than water. The key substitution
cannot be made if the donor phase is also a lipid such as
isopropyl myristate (IPM) or even octanol. Taking the
example where IPM is used as the donor phase, Km is the
partition coefficient between skin and IPM and a lipid/
aqueous partition coefficient cannot be substituted for Km.

There are three important features of the transformation
of the Potts and Guy model into the model represented by
eq 6. The first feature is the use of the identity of KMEM:IPM
with KMEM:AQ/KIPM:AQ which had previously been established
by Surber et al.23 Use of this identity allows substitution
of the experimental partition coefficient, KMEM:IPM, by the
partition coefficient used by Potts and Guy in developing
their model, KMEM:AQ, and by a partition coefficient, KIPM:
AQ, containing two variables available from the published
data on the prodrugs: SAQ and SIPM. This assumes that
the solubility ratio, SRIPM:AQ ) SIPM/SAQ, can be substituted
for partition coefficient, K. The second feature is the use
of the identity of KMEM:AQ with (KLIPID:AQ)f where the
membrane phase cannot only be replaced by another lipid
phase such as octanol, which is similar in polarity, but also
by lipids such as ether,17 or in this case IPM, which are
much less polar than skin or octanol. In this case KMEM:AQ
) (KIPM:AQ)f. The coefficient f is used to account for the
difference between the partitioning domain presented by
IPM and that presented by the permeation limiting barrier
in the skin: the stratum corneum. The third feature is the
use of saturated solutions of the permeants in the donor
phases. This allows all of the prodrugs to be evaluated at
the same thermodynamic activity.

The estimated values for x, y, and z obtained for solution
1 to eq 6 using data from the seven series of straight chain
alkyl prodrugs are consistent with the values obtained by
Potts and Guy.13 The value for y is 0.525 ( 0.029 which is
consistent with the f value of 0.48 ( 0.05 obtained by Potts
and Guy when they performed multiple linear regression
of log P (KP) values upon log KETHER:AQ and MW from the
data of Ackerman et al.17 A y value of 1.0 would indicate
that IPM is a good substitute for the partitioning domain
of the stratum corneum (SC) lipids. On the other hand, the
y values when IPM or ether is used are significantly less
than 1.0, which suggests that they are both much less polar
than the partitioning domain of the SC and in fact are less
polar than octanol for which y (f) values of from 0.82 to
0.70 were obtained.13 This order of polarity follows from
the solubility parameters of ether, IPM, skin, and octanol:
7.4,26 8.5,26 10.0,27 and 10.326 (cal/cm3)1/2, respectively. Since
ether and IPM exhibit similar solubility parameter values,
one would expect them to behave similarly and to be
significantly less polar than octanol or skin.

Cohen and co-workers27 have estimated a macroscopic
value of δ ) 9.7-10.0 (cal/cm3)1/2 for the solubility param-
eter of porcine skin. However, the fact that the y value for
octanol as the SC substitute is less than 1.0 suggests that
the SC is more polar than δ ) 9.7-10.0 (cal/cm3)1/2 and
may be as large as 12 (cal/cm3)1/2.

The value for z of +0.00364 ( 0.00084 is also consistent
with the â° value of +0.0019 ( 0.0008 obtained by Potts
and Guy13 in their analysis of the Ackerman et al. data,17

where mouse skin was used as the diffusion cell membrane
and KETHER:AQ was used instead of KOCT:AQ. It is also
consistent with the â° value of +0.0050 ( 0.0003 obtained
by Potts and Guy for the n ) 42 combined data from
Schuplein and Blank15 and Roberts et al.16 Although the
value for z most often quoted from the paper of Potts and
Guy is the value of +0.0061 ( 0.0006 obtained using the
data collected by Flynn,18 it was obtained from a regression
analysis that only yielded an r2 ) 0.67.

Although the estimated values for y and z from the
prodrug data set are consistent with those previously
obtained by Potts and Guy data from combinations of series
from different laboratories, the value for x obtained here
is different from that obtained by Potts and Guy by a factor
of approximately 106. This difference can be attributed to
differences in the way the flux data was obtained and the
units used to present the data. The prodrug JM data has
been presented in units of µmol cm-2 h-1 instead of units
of µmol cm-2 s-1. This introduces a factor of 3.6 × 103. In
addition, since x defines D, any experimental difference
that affects D will result in differences in x. The prodrug
JM data were obtained using hairless mouse skin instead
of using human skin. Hairless mouse skin may be as much
as 10 times more permeable than human skin,28 using
experimental conditions similar to the ones used to collect
the prodrug flux data. Finally, isopropyl myristate (IPM)
was used as the vehicle (donor phase) in the diffusion cell
experiments used to obtain the prodrug JM values. IPM
has been shown29-31 to irreversibly change hairless mouse
skin so that it is 50 to 100 times more permeable than it
would be if there were no interactions between the skin
and vehicle. Taking all three factors into account gives an
x value of the same order of magnitude as that obtained
by Potts and Guy. Considering all the differences in the
experimental details between the way the data in the two
data sets were obtained, this is a good agreement.

A plot of experimental log JM values versus predicted
log JM values from solution 1 for the prodrug series is
shown in Figure 1. The largest differences between experi-
mental and calculated values for log JM (∆ log JM) were
found for the C9 member of the ACOM-5-FU, the C8
member of AOC-5-FU, and the C4 member of AAC-5-FU
series: ∆ log JM ) 0.31 to 0.38 log units. Inclusion of the
fit of the data from the miscellaneous series to solution 1
in Figure 1 shows that 6-MP is an obvious outlier (∆ log
JM ) 0.83) to solution 1 and that pivACOM-5-FU (∆ log
JM ) 0.33) is only predicted as well as the worst predicted
members of the straight chain alkyl series. When the data
from the miscellaneous series was included in the data used
to determine a solution (solution 2, Table 2) to eq 6 the fit
was worse (r2 ) 0.924) and x and z changed substantially
from their solution 1 values. Exclusion of the data for 6-MP
from the solution to eq 6 gave estimated values for x, y,
and z (solution 3, Table 2) which were consistent with those
from solution 1. Thus, there is no reason to exclude parent
drugs (except for 6-MP) or branched alkyl chain prodrugs
from analysis of the data for the straight alkyl chain
prodrugs using eq 6.

To determine if any of the data from individual series
were inconsistent with the remaining data set, solutions
4-10 to eq 6 were obtained in which each series was
individually excluded from the entire data set one series
at a time. Using solutions 4-10 from Table 2, predicted
log JM and xi values were calculated for the excluded series
and compared with the predicted log JM and xi values
calculated from solution 1 for the excluded series (Table
3). There was no substantial change in the differences
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between the experimental log JM and predicted log JM
values calculated from solution 1 and predicted log JM
calculated from solutions 4-10. Also there were no signifi-
cant differences between the average xi values calculated
for each of the individual series using solution 1 compared
to the average xi values calculated using solutions 4-10.
Thus, the data from each of the series is consistent with
the remaining series.

When the Potts and Guy value for z was used to obtain
a solution (solution 11, Table 2) for the n ) 39 data set fit
to eq 6, there were significant changes in the average xi
value for all the series and the AC- and AAC-5-FU series
together gave average xi values that were significantly
different (p < 0.01) from the average of all the other series
(Table 3). If the data from AC- and AAC-5-FU series were
excluded from the n ) 39 data set and a solution (solution
12, Table 2) was obtained for the fit of that n ) 28 data
set to eq 6, the estimated values for x, y, and z were
consistent with those from solution 11. The value for z
remained the same even though it was not fixed in solution
12 and was free to optimize. Solution 12 gave the best fit
to the data (r2 ) 0.961) but at the expense of excluding
the AC- and AAC-5-FU data and possibly biasing estima-
tion of x, y, and z to give values that are not representative
of all the prodrugs. Thus, the best solution to eq 6 for all
the data is solution 1 or 3.

To determine if the data from diffusion cell experiments
where donor phases other than IPM and membranes other
than hairless mouse skin were used could be analyzed by
a transformation of the Potts and Guy model, eq 7 was fit
to the data from Kasting, Smith, and Cooper to give
solution 13 in Table 2. The value for z obtained (+0.00595)
is consistent with the previous values obtained when water
or IPM were the donor phases. Thus, the dependency (z)
of diffusivity on molecular weight (size) of the solute is not
changed by properties of the vehicle or the membrane used.
The value for y obtained by substitution of (KIPM:PG)y for
KMEM:AQ is consistent with the value of y obtained when
(KIPM:AQ))y was substituted for KMEM:AQ. Thus PG does not
behave significantly differently from AQ as a donor phase.
Finally, the value for x estimated from the Kasting, Smith,
and Cooper data is about 2 orders of magnitude more
negative than that from the IPM data. Since human skin
was used in the Kasting, Smith, and Cooper diffusion cell
experiments and PG, which does not irreversibly change
the skin, was used as the donor phase, there could be as
much as 3 orders of magnitude difference between the IPM
and PG data. Thus, the x value from solution 13, where
PG was the donor phase, is also consistent with those
where IPM or AQ were the donor phases.

It is probable that some error is introduced into the
model as a result of hydrolysis of the prodrugs to parent
drug during their diffusion through the skin. Partial
hydrolysis would tend to give increased values of experi-
mental total flux compared to predicted values of flux
because two species (parent drug and intact prodrug) would
be diffusing independently. In this analysis no attempt was
made to account for hydrolysis since rates for the hydroly-
ses of the prodrugs in skin homogenates were not available.
However, neglect of hydrolysis has resulted in a good fit
and a simple equation with good predictive value.

The results presented here show for the first time that
SAQ is an important variable to incorporate into a model
that is to be used to predict the topical delivery of drugs
and prodrugs. In addition, the importance of SAQ in
determining the best correlation between permeation of
5-FU and its prodrugs in Caco-2 cells and various physi-
cochemical parameters has also recently been identified.32

Thus, SAQ is an important physicochemical parameter for

predicting flux not only through skin but also membrane
models for intestinal absorption.

Conclusion

Transformation of the Potts and Guy equation gives an
eq 6 that can accommodate vehicles as donor phases that
are less polar than skin and that can predict maximum
flux values from aqueous and lipid solubilities (instead of
partition coefficients) and molecular weights. The values
for the coefficients estimated by fitting eq 6 to the values
of fluxes from IPM through hairless mouse skin, solubilities
in IPM and AQ and molecular weights from the prodrug
literature were consistent with the values previously
reported by Potts and Guy. In addition, the value for the
coefficient defining the contribution of IPM and AQ solu-
bilities to predictions of flux showed that water solubility
was almost as important as IPM or lipid solubility. The
Potts and Guy equation was also transformed into eq 7 to
accommodate a vehicle that was more polar than skin but
not as polar as water and a membrane other than hairless
mouse skin, i.e., human skin. The values for the coefficients
estimated by fitting eq 7 to the values of fluxes from PG
through human skin, solubilities in IPM and PG and
molecular weights from the data set of Kasting, Smith, and
Cooper were also consistent with the values previously
reported by Potts and Guy. These results support the
conclusion that the coefficients have physical meaning in
the diffusion process and that equations of the type
developed by Potts and Guy have general utility in predict-
ing flux when suitably transformed.
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Abstract 0 Lepirudin has a short half-life, and only 50−60% of the
intravenously administered dose is excreted by the kidneys. The fate
of the remainder is unknown. We designed a study to determine the
fate of this lepirudin. In each of six baboons, [131I]lepirudin was given
intravenously as a bolus or infused over 30 min, 24 h apart. The in
vivo redistribution of [131I]lepirudin was determined and quantified by
scintillation camera imaging. In all studies, the half-life of [131I]lepirudin,
as determined from the disappearance of radioactivity, was 21 ± 3
min. The half-life determined from the disappearance of lepirudin,
measured by the Ecarin Clotting Time (ECT) method, was similar at
23 ± 8 min. Results obtained with the labeled lepirudin are therefore
comparable with those obtained using the plasma concentration of
lepirudin. When lepirudin was administered as a bolus, the half-life
was 18 ± 4 min, and lepirudin was cleared from the plasma at a rate
of 42 ± 12 mL/min and by the kidneys at 23 ± 2 mL/min. Following
infusion over 30 min, the half-life and total and renal clearances were
not significantly different. In both studies, between 50 and 60% of the
administered lepirudin was excreted by the kidney. Studies on
sacrificed baboons showed that appreciable amounts of lepirudin were
present in the bile, indicating the liver as a contributor to the elimination
of lepirudin.

Introduction
Hirudin is regarded as the most potent direct inhibitor

of thrombin and its recombinant form, lepirudin ([leu1,
Thr2]-63-disulfatohirudin), has the same physiochemical
characteristics and biochemical properties as the native
protein.1,2 Lepirudin is a 65 amino acid polypeptide (7 kDa)
produced by transfected yeast cells.1 The interaction be-
tween hirudin and thrombin results in the formation of a
stable, noncovalent stoichiometric 1:1 complex that inhibits
all functions of thrombin.1,2 Apart from its inhibition of
coagulation, it also inhibits platelet-dependent arterial-type
thrombosis when given in high enough dosages.3-5 Al-
though the pharmacokinetics of lepirudin is well-known,
there are still some unresolved issues. It is generally
accepted that lepirudin is mainly excreted in an unchanged
form by the kidneys.1,6 However, approximately 40 to 50%
of injected protein cannot be accounted for in the urine.
The sites of metabolism and/or uptake of this lepirudin are
unknown. We designed this study to investigate the
metabolism and fate of lepirudin in baboons.

Subjects and Methods
Experimental AnimalssEight male baboons (Papio ursinus)

supporting permanent femoral arteriovenous shunts (A-V shunts)
of silicone rubber tubing7,8 were used. The animals were sedated
with intramuscular ketamine hydrochloride (10 mg/kg body mass,
Centaur Laboratories, South Africa) to enable handling. Anesthe-
sia was maintained with subsequent administrations when neces-
sary. One hundred milliliters of saline were given intravenously
(iv) to each baboon 30 min before the start of a study to ensure
that they were normovolaemic.

Experimental ProtocolsSix baboons received [131I]lepirudin
as an iv bolus of 0.3 mg/kg as well as an infusion at a rate of 0.01
mg/kg/min for 30 min on separate days. The treatment require-
ments were such that an equal number of baboons received the
bolus or infusion on each day. The lepirudin (HBW 023, Hoechst
AG, Frankfurt and Behringwerke AG, Marburg, Germany) was
labeled with 131-iodine (131I; Radiochemical Centre, Amersham,
UK) using the IODO-GEN method.9 Labeling efficiency was 98 (
1%. It is important to note that only labeled lepirudin was infused
and that we determined the plasma concentration of the labeled
lepirudin (see later). Therefore, when reference is made to lepi-
rudin, it refers to the results obtained from the plasma concentra-
tion as determined using the ECT method.10 Similarly, reference
to labeled lepirudin refers to results obtained from radioactive
count rates of [131I]lepirudin.

Scintillation Camera ImagingsImaging of the in vivo distribu-
tion of labeled lepirudin was done with a Large Field of View
Scintillation Camera fitted with a high-energy collimator. Image
analysis was done with an A3-MDS data processing system that
was interfaced with the camera. Imaging was done in two phases;
they are, a dynamic image acquisition phase and a static acquisi-
tion phase.

Dynamic Image AcquisitionsThe baboons were positioned in
front of the detector of the camera so as to include the kidneys,
bladder, liver, and spleen in the field of view. Dynamic image
acquisition, consisting of 3-min images (64 × 64 word mode) for
120 min (infusion study) and 90 min (bolus study), started
simultaneously with the infusion of [131I]lepirudin. For analysis,
a region of interest was selected for the kidneys, the bladder, the
spleen, and the liver, and the radioactivity in each region was
expressed as a percentage of injected [131I]labeled lepirudin, which
was estimated by the geometrical mean method of quantification
(see Static Image Acquisition). The radioactive count rates of the
left and right kidneys were summed to obtain total kidney
radioactivity.

Static Image Acquisition and Quantification of In Vivo Distribu-
tion of [131I]LepirudinsAfter the dynamic image acquisition, static
anterior and posterior images of 3 min (64 × 64 word mode) were
acquired of the head, thorax and abdomen, and legs. A background
image was also acquired to correct whole body and region of
interest (organ) radioactivity for background radioactivity. Before
treatment on the second day, anterior and posterior images of the
thorax and abdomen were acquired to determine and correct for
residual 131I radioactivity as a result of infusion of [131I]lepirudin
on the previous day.

To obtain anterior and posterior whole body radioactivity, the
radioactivity in the head, thorax and abdomen, and legs was
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corrected for background radioactivity and/or residual radioactivity
and summed. Regions of interest for the kidneys, bladder, spleen,
and liver were selected to determine organ radioactivity. On the
first day of the experiment, these radioactivities were corrected
for background radioactivity. On the second day, organ radioactiv-
ity was corrected for background radioactivity and residual
radioactivity, measured before the infusion of [131I]lepirudin. The
in vivo organ distribution of [131I]lepirudin was quantified by the
geometric mean method.11

Blood Collection and AnalysissBlood, 4.5 mL in 0.5 mL of
a 3.2% sodiumcitrate solution, was collected before a study was
started and then every 15 min thereafter. The radioactivity in 1
mL of plasma was determined in a gamma counter. Plasma levels
of lepirudin were determined by the ECT method, which was
specifically developed to measure hirudin levels in plasma and
body fluids.10 The activated partial thromboplastin time (aPTT)
was measured with a fibrinometer (Clotex II, Hyland Division,
Travenol Laboratories, Costa Mesa, CA), and reagents were
supplied by the same company. The aPTT was measured to give
an indication of the level of anticoagulation achieved and to show
that the labeled lepirudin was functional.

To determine if the labeling procedure affected the function of
[131I]lepirudin, unlabeled and labeled lepirudin were added to
plasma obtained from 4 baboons. Plasma concentrations were 2.5
and 5.0 µg/mL of lepirudin. In addition, a 50/50 mixture of labeled
and unlabeled protein was also used. The aPTT was determined
on all samples.

Urine Collection and AnalysissUrine was collected into a
urine-collecting bag with a Teflon-coated latex Foley catheter (GRS
Medicals, Kelvin, SA) for up to 24 h and analyzed for lepirudin by
the ECT method.10 The total amount of lepirudin was calculated
from the total urine volume and the concentration in urine.

Urine was also analyzed by sodium dodecylsulfate polyacryla-
mide gel electrophoresis (SDS-PAGE). Samples analyzed were
[131I]lepirudin, urine without [131I]lepirudin (native urine), [131I]-
lepirudin added to native urine, and urine collected from the
treated baboons. The results strongly suggest that [131I]lepirudin
was excreted in an unchanged form. The results are not given.

CalculationssPlasma Half-Lives of Lepirudin and [131I]-
LepirudinsThe elimination half-lives of lepirudin and [131I]-
lepirudin were calculated by adjusting a one-phase exponential
function to the appropriate phases of the log-linear plasma
concentration-time and radioactive count rate-time profiles by
the method of least-squares analysis. The value k, in the function
Cmax x e-kt, was thus found, where Cmax is the maximum lepirudin
concentration or maximum radioactive count rate in plasma. The
half-lives were calculated as t1/2 ) 0.693/k.

Total Clearance of Lepirudin and [131I]LepirudinsFor the
constant infusion, total clearance (CLtotal) was calculated by
dividing the rate of infusion (mg/min or radioactive count rate/
min) by the maximum concentration of lepirudin or radioactive
count rate in the plasma. To estimate the maximum plasma
concentration or plasma radioactive count rate, an exponential
association function was fitted to the data points obtained during
the infusion period and extrapolated to maximum (i.e., an estimate
of steady-state levels).12

For the bolus injection, CLtotal was calculated by dividing the
total dose, or the total counts injected, by the area under the curve
(AUC0-∞) of the plasma lepirudin concentration (µg/mL)-time or
plasma radioactivity (radioactive count rate/ml)-time profiles. The
area under the plasma concentration-time and plasma radioactive
counts rate-time curves up to 90 min (AUC0-90) were calculated
using the trapezoid rule. The curves were extrapolated to ∞ using
the formula AUC0-∞ ) AUC0-90 + Cp*/ke, where Cp* is the plasma
lepirudin concentration or plasma radioactive count rate at the
last sampling time (90 min). The terminal rate constant (ke) was
determined from the slope of the terminal portion of the log-linear
Cp versus time curve.

Renal Clearance of [131I]LepirudinsFor the constant infusion,
renal clearance (CLrenal) was calculated by dividing the rate of
appearance of [131I]lepirudin in the bladder (radioactive count rate/
min) by the maximum counts in the plasma. The latter was
estimated by fitting an exponential association function to the
available radioactive count rate/mL-time profiles and extrapo-
lated to estimate the maximum value where a steady state was
reached.

For the bolus injection, CLrenal was calculated by dividing the
maximum radioactive count rate in the bladder by AUC0-∞ of the
plasma radioactivity (radioactive count rate/mL)-time profiles.

Extravascular ClearancesThe plasma clearance of lepirudin by
the extravascular compartment was estimated by calculating the
difference between the total clearance and the renal clearance.

Determination of Sites of Lepirudin Accumulation in
Sacrificed BaboonssTwo baboons were used. The one baboon
was sacrificed after 30 min of infusion of [131I]lepirudin. The other
one received no lepirudin and was sacrificed to obtain organs and
body fluids that served as controls for immunohistochemistry and
lepirudin determinations, respectively. The baboons were deeply
anesthetized. The test baboon was exsanguinated through the
arterial side of the A-V shunt. About 2 L of saline at 37 °C were
simultaneously infused under pressure (140 mmHg) into the
venous side of the shunt to replace the blood that was lost.

Ex Vivo Quantification of the Distribution of [131I]Lepirudins
The liver, spleen, kidneys, and bladder of the sacrificed baboons
were immediately excised by careful dissection. Residual radio-
activity in the body and that present in the liver, spleen, kidneys,
and bladder were determined by scintillation camera imaging.11

Images of 3 min (64 × 64 word mode) were acquired. Organ
radioactivity was then expressed as a percentage of total body
radioactivity, obtained by summation of residual and organ
radioactivities.

Organ BiopsiessBiopsies of the kidneys (cortex and medulla),
spleen, and liver were collected to establish the location of the
lepirudin by using immunohistochemistry techniques. A primary
antibody, rabbit anti-hirudin antibody (diluted 1:100 in PBS;
Celsus Laboratories, Cincinnati, OH) was added to thin processed
sections of the tissues and incubated for 60 min. A secondary goat
anti-rabbit antibody (Signet kit, Johnson & Johnson, Johannes-
burg, Republic of South Africa) was added to bind to the primary
antibody and a third antibody complex, a peroxidase-antiperoxi-
dase immune complex, was used as the marker complex. These
antibody complexes become visible when the tissues are exposed
to the substrate diaminobenzidine. By adding hydrogen peroxide
to the diaminobenzidine solution, a brown precipitate forms where
lepirudin is present. Light microscopy was used to interpret the
stains. Lightmicrographs of all tissues were enlarged 200 times
and examined for the presence of lepirudin in cells.

Biopsies of the kidneys, liver, and spleen were also homogenized
in saline and centrifuged at 8000 g for 24 h. The ECT method10

was used to test for the presence of lepirudin in the supernatant
of the homogenates.

Collection and Analysis of Duodenal and Gastric Juices and
BilesDuodenal and gastric juices and bile were collected from the
sacrificed baboons to test for the presence of lepirudin by the ECT
method.10

StatisticssStatistical comparison was done using Student’s t
test for paired data. Values of p < 0.05 were considered significant.
The results are expressed as mean ( 1 standard deviation (SD).

Results
Changes in aPTT and Pharmacokinetics of

LepirudinsIn the in vitro studies, concentrations of 2.5
and 5.0 µg/mL lepirudin lengthened the aPTT to 87 ( 4
and 174 ( 5 s. [131I]Lepirudin, at the same concentrations,
lengthened the aPTT to 92 ( 4 and 180 ( 6 s. When labeled
and unlabeled lepirudin were mixed, the aPTT lengthened
to 90 ( 3 and 178 ( 4 s. The difference in measurements
was not significant. The labeling process therefore does not
affect the function of lepirudin.

The in vivo changes in aPTT are summarized in Table
1. The labeled hirudin was biologically active because it
caused a 2-3-fold lengthening in the aPTT. When lepirudin
infusion was stopped and following the bolus injection, the
aPTT rapidly shortened to reach near pre-infusion values
after 90 min.

The changes in circulating lepirudin and labeled lepiru-
din are summarized in Figure 1. Following infusion or the
bolus injection, the plasma levels of lepirudin and [131I]-
lepirudin decreased rapidly. In all studies, the plasma half-
life of lepirudin was 24 ( 9 min. When calculated from the
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disappearance of radioactivity from the blood, it was 21 (
6 min. The difference was not statistically significant (p >
0.05). After infusion of [131I]lepirudin was stopped, lepiru-
din was eliminated from the plasma with a half-life of 23
( 8 min ([131I]lepirudin ) 21 ( 3 min). When the same
amount of [131I]lepirudin was given as a bolus, the half-
life was 18 ( 4 min ([131I]lepirudin ) 19 ( 8 min). The
mean difference in the half-lives between infused and bolus
injected lepirudin was 5 ( 10 min. The 95% confidence
interval of between -5 and 16 min indicates that the
difference was not statistically significant.

Total, renal, and extravascular clearance of lepirudin is
summarized in Table 2. Total clearance was ≈45 mL/min,
whether it was calculated from the data obtained from the
concentration of lepirudin or from labeled lepirudin. Be-
tween 51 and 61% of this lepirudin was cleared by the
kidneys.

In Vivo Distribution of [131I]LepirudinsThe changes
in radioactivity in the kidneys and bladder are summarized
in Figure 2, and the in vivo organ distribution at the end
of the study in Table 3. Only ≈5% of total injected [131I]-
lepirudin was quantified in the liver and the spleen. The
results obtained in the sacrificed baboon, 0.1% of the
injected radioactivity in the spleen and 1.5% in the liver,
also showed that the liver and spleen contained little [131I]-
lepirudin. Between 50 and 60% of the injected labeled
lepirudin could be accounted for in the bladder. At the end
of infusion or shortly after the bolus was injected, the
kidneys contained ≈15% of the injected radioactivity
(Figure 2A).

The presence of lepirudin in the bile and gastric and
duodenal juices of the sacrificed baboon was measured by
the ECT method, and the results are shown in Table 4. Of
these, only the bile contained appreciable amounts as
indicated by the markedly longer than normal ECT results.

Table 1sChanges in APTTa

time (min) infusion bolus

−30 40 ± 4 −
−10 − −

0 131± 20 42 ± 6
30 79 ± 10 98 ± 16
60 64 ± 9 74 ± 13
90 56 ± 8 64 ± 12

a Results are given in seconds and are expressed as mean ± 1 SD.

Figure 1sDynamic changes of (A) plasma lepirudin and (B) [131I]lepirudin
following infusion (open circles) or bolus administration (black circles). Values
are given as a mean ± 1 SD.

Table 2sTotal, Renal, and Extravascular Clearance of Lepirudin and
[131I]Lepirudin

route clearance r-Lepirudin [131I]Lepirudin

infusion total 49 ± 16 52 ± 10
renal − 32 ± 10
extravascular − 20 ± 8

bolus total 42 ± 12 45 ± 12
renal − 23 ± 2b

extravascular − 22 ± 12

a Values are given in mL/min and are expressed as mean ± 1 SD. b p <
0.05, infusion versus bolus (Student’s t test for paired data).

Figure 2sDynamic changes of [131I]lepirudin in the (A) kidneys and (B) bladder
following infusion (open circles) and bolus administration (black circles). The
radioactivity is expressed as a mean percentage ± 1 SD of whole body
radioactivity at the end of each study.

Table 3sOrgan Distribution of [131I]Lepirudin at the End of Treatment

organ infusion bolus

kidneys 4.3 ± 1.5 5.7 ± 2.3
bladder 51.2 ± 5.2 51.2 ± 10.3
liver 1.7 ± 0.8 1.8 ± 0.9
spleen 3.6 ± 2.4 3.0 ± 2.7

a Percent of whole body radioactivity at the end of each study. Values are
given as mean ± 1 SD.

Table 4sECT of Bile and Duodenal and Gastric Juices, and of the
Supernatant of Homogenized Kidney, Liver, and Spleen Tissuea

sample ECT, s

bile 229
gastric juice 49
duodenal juice 39
kidney 77
liver 44
spleen 49

a Control values for the ECT method are between 38 and 40 s.
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The amount of lepirudin excreted by the kidneys was
calculated from the total urine volume and the concentra-
tion of r-hirudin in urine. In two cases (1 × bolus study
and 1 × infusion study), very little urine could be collected.
The results are nevertheless given. After infusion of labeled
lepirudin, 2.2 ( 1.9 mg of lepirudin was excreted, after the
bolus 2.2 ( 1.5 mg was excreted. This amount was ≈54%
of the total dose of lepirudin given.

ImmunohistochemistysThe results are presented in
Figures 3 and 4. The kidney, liver, and spleen of the baboon
that was not treated with lepirudin stained negative when
the tissues were incubated with the anti-hirudin antibody
(Figure 3, A3 and B3, and Figure 4, A3 and B3). This result
indicates that these tissues did not contain proteins that
interact with the antibody. Kidney, spleen, and liver tissue

from baboons treated with lepirudin also stained negative
when the tissues were not incubated with the antibody
(Figure 3, A2 and B2, and Figure 4, A2 and B2), indicating
that the positive staining obtained in the test samples was
not a result of the staining procedure.

In the renal cortex, the cytoplasm of the epithelial cells
of the convoluted tubules, the cytoplasm of the endothelial
cells of the blood vessels, and the connective tissue stained
for lepirudin. The glomeruli stained negative (Figure 3, A1).
The renal medulla stained intensely. It is likely that
lepirudin was present in the epithelium of the thick and
thin segments of the loop of Henly and the collecting tubes.
The cytoplasm of the endothelial cells of the vas recta and
the connective tissues between the cells stained strongly
(Figure 3, B1).

Figure 3sLight micrographs (enlarged 200X) of the (A) renal cortex and (B) medulla. A1 and B1 are from baboons that received lepirudin. A2 and B2 are
negative controls where no anti-hirudin antibody was used. A3 and B3 show the renal cortex and medulla of the control baboon that did not receive lepirudin but
was treated with anti-hirudin antibody.
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The spleen did not stain for lepirudin (Figure 4, A1). On
the other hand, staining of liver is ambiguous (Figure 4,
B1). The cytoplasm of the hepatocytes did not stain
strongly, but the cytoplasm of the endothelial cells of the
hepatic artery and portal vein and that of the epithelial
cells of the bile duct stained strongly.

Discussion
In a study of this nature, where the pharmacokinetics

and mechanism of clearance of a compound labeled with a
radioisotope is studied, it is vital that the labeled compound
reacts in the same way as the native compound. There are
several lines of evidence to show that the behavior of

lepirudin, when labeled with 131I, was not markedly af-
fected by the labeling procedure. First, treatment with the
labeled lepirudin lengthened the aPTT 3-4-fold (Table 1).
In addition, when unlabeled and labeled hirudin, either
alone or as a 50/50 mixture, were added to plasma in vitro,
the lengthening in aPTT was equivalent. This result
indicated that the labeled lepirudin was functional. Second,
when the half-life was measured from the radioactive count
rate in blood, it was 21 ( 6 min, which was not significantly
different from that estimated for lepirudin (24 ( 9 min).
These estimates were also not significantly different from
that obtained in another study.5 Third, after 90 min of
treatment with labeled lepirudin, no accumulation of 131I
was imaged in the thyroid or spleen, both of which rapidly

Figure 4sLight micrographs (enlarged 200X) of the (A) liver and (B) spleen. A1 and B1 are from baboons that received lepirudin. A2 and B2 are negative
controls where no anti-hirudin antibody was used. A3 and B3 show the liver and spleen of the control baboon that did not receive lepirudin but was treated with
anti-hirudin antibody.
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remove free iodine in plasma.13 It is therefore reasonable
to conclude that labeling of lepirudin with 131I did not
adversely affect the function and plasma clearance of
lepirudin and that the 131I remained bound to the lepirudin.
The results obtained with the labeled lepirudin can there-
fore be compared with those of lepirudin, and conclusions
relating to the pharmacokinetics of lepirudin can be made
from the results obtained with labeled lepirudin.

It is evident that lepirudin was mainly excreted by the
kidneys (Figures 2A and B). Between 50 and 60% of the
injected lepirudin was detected in the bladder 90 min after
it was injected (Table 3), which agrees with results obtained
in humans and rhesus monkeys.6,14,15 Because the clearance
of lepirudin approximates that of creatinine in humans, it
was proposed that excretion be by glomerular filtration.14,15

We used immunohistochemical techniques in an attempt
to verify this proposal (Figure 3). The results were rather
confusing and do not confirm glomerular filtration. Glom-
eruli in the renal cortex did not stain for lepirudin. Tissue
surrounding the glomerulus and the blood vessel did stain.
Even more surprising was the fact that the tubuli in the
medulla, and especially the epithelial cells lining the
tubules, stained intensely, which suggests tubular reab-
sorption and secretion. A well-planned study to investigate
glomerular filtration and possible tubular reabsorption and
secretion is called for. Such a study will provide definitive
answers about the mechanisms by which the kidneys
excrete lepirudin.

It is generally accepted that the fraction of lepirudin that
is not excreted by the kidneys is distributed in the
extravascular compartment.14 The in vitro results in this
study however showed that the liver plays a part in the
catabolism of lepirudin and that lepirudin was excreted in
the bile. Although we could not quantify appreciable
quantities of [131I]labeled lepirudin in the liver (Table 3),
immunohistochemical studies showed that lepirudin was
present in the hepatocytes and the tissues surrounding the
blood vessels and bile ducts. The finding that lepirudin was
present in the bile means that it has to be excreted into
the digestive system. We explain the absence of lepirudin
in the duodenal juices (Table 4) and the finding that
lepirudin was not present in the feces of normal humans
24 h after it was administered15 by digestion and absorption
of lepirudin by the enzymes present in the duodenum. It
is reasonable to assume that the 40% of administered
lepirudin that was not excreted by the kidneys, could be
excreted by the liver into the bile. However, a well-planned
study is needed to quantify the contribution of the liver to
the clearance of lepirudin from plasma. It is further evident
that the spleen plays no part in the catabolism of lepirudin
(Table 3, Figure 4).

The plasma elimination half-life of lepirudin was 18 (
4 min when it was injected as a bolus. When the same
quantity was infused over 30 min, the estimated half-life
was not significantly different (23 ( 8 min). This result is
similar to the estimated half-life that we determined in
baboons where different dosages of lepirudin were infused
over 30 min.5 The half-lives estimated in the baboons are
shorter than the 55-70 min measured in humans, rhesus
monkeys, rats, rabbits, and dogs.6,15-17 We have no easy
explanation for this discrepancy.

The total clearance of lepirudin from plasma was ≈45
mL/min, whether the same amount was infused or given
as a bolus. Similar results were obtained when clearance
was calculated from the radioactive radioactive count rates
(Table 2). This value is not very different from that
determined in rhesus monkeys,18 but differs greatly from
the results reported for humans, rats, rabbits, and dogs.6,15

Labeled lepirudin, infused over 30 min, was cleared by the
kidneys at a significantly higher rate than that adminis-

tered as a bolus (Table 2). However, when renal clearance
was expressed as a percentage of plasma clearance, 62 (
16% of infused lepirudin was cleared by the kidneys. The
corresponding value for bolus administrated lepirudin, 55
( 15%, was not significantly different (p > 0.05, Student’s
t test for paired data). Thus, although the rate of clearance
was different, the relative contribution of the kidneys to
plasma clearance was the same. It is important to note that
in rhesus monkeys that received a bolus of lepirudin, renal
clearance also contributed ≈50% to plasma clearance.18

These results are similar to those obtained in this study.
The method of administration of the labeled lepirudin did
not affect the extravascular clearance (Table 2).

In summary, whether 0.3 mg/kg of labeled lepirudin was
infused over 30 min or given as a bolus, it did not influence
its plasma half-life and clearance. This result suggests that
the study was performed with plasma concentrations below
the maximum threshold levels of excretion of lepirudin by
the kidneys. The mode of administration did not affect the
clearance of lepirudin from plasma, nor that by the kidneys
or the extravascular compartment. The kidneys were the
main sites of excretion of lepirudin, where between 50 and
60% was excreted, probably by tubular secretion. It has
been speculated that the remainder may be catabolized by
the kidneys and that the methods used to determine
lepirudin are unable to recognize the degradation prod-
ucts.6,14,18,19 The quantification of the percentage labeled
lepirudin found in the bladder argues against renal catab-
olisation. If the labeled lepirudin was catabolized, much
more than 50 to 60% of administered labeled lepirudin
would have been detected in the bladder at the end of the
study. In addition, SDS-PAGE suggested excretion in an
unchanged form. A surprising finding was that the bile
contained appreciable amounts of lepirudin.
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Abstract 0 In recent studies we found that the topical effectiveness
of acyclovir (ACV) formulations was a single-valued function of C*s
the target site free drug concentration. The topical efficacy was the
same when the therapy was initiated 0, 1, or 2 days after
intracutaneous herpes simplex virus type-1 (HSV-1) inoculation in
hairless mice. The purpose of the present study was to examine the
hypothesis that the topical effectiveness of cidofovir (HPMPC) would
not be a single valued function of C* and that it would be dependent
upon when the therapy was initiated relative to the time of viral
infection. Formulations of HPMPC and ACV in 95% DMSO as a vehicle
were used. Hairless mice intracutaneously infected with HSV-1 were
used, and 20 µL of the test formulation was topically applied twice a
day. In protocol A, the treatment was continued until the fourth day
after virus inoculation, whereas in protocol B the treatment was
terminated on the day of virus inoculation. Treatment was initiated on
various days ranging from day −6 to day 4, and the lesions were
scored on day 5. Treatment of ACV according to protocol A proved
efficacious whether started as early as 6 days before virus inoculation
or later, whereas the efficacy of ACV was annihilated if applied
following protocol B. For HPMPC, on the other hand, the in vivo
efficacies were found to be strongly dependent on how early the
therapy was initiated, and significant efficacy was observed even when
the treatment was terminated on the day of virus inoculation. This
difference was attributed to the virus-independent intracellular phos-
phorylation of HPMPC and slow clearance of its metabolites from the
cell. It was also noted that, similar to ACV, for HPMPC the topical
efficacy is likely to be a function of C* for a fixed protocol. However,
unlike for ACV, for HPMPC the efficacy was not a single-valued
function of C*.

Introduction

In a previous study,1 we found that the topical effective-
ness of acyclovir (ACV) formulations was essentially the
same when the therapy was initiated 0, 1, or 2 days after
intracutaneous herpes simplex virus type-1 (HSV-1) in-
oculation in hairless mice. Also, a good relationship was
found between the free drug concentration at the skin

target site (C*) calculated from in vitro flux data and the
in vivo antiviral efficacy for a variety of ACV formulations
(i.e., topical efficacy was found to be a single-valued
function of C*).2 We have hypothesized that this relatively
straightforward behavior exhibited by ACV is the conse-
quence of the relatively rapid local pharmacokinetics that
ACV may exhibit at the cellular level. A long-term objective
of this research has been to investigate the C* concept
using other anti-herpes model drugs that are similar to,
as well as different from, ACV. A recent report assessed
the relationship of C* with the in vivo efficacy of (E)-5-(2-
bromovinyl)-2-deoxyuridine (BVDU), an antiherpetic drug
with a mechanism of action similar to that of ACV.3
Cidofovir ((S)-1-(3-hydroxy-2-phosphonylmethoxypropyl)-
cytosine or HPMPC) represents a new class of broad-
spectrum antiviral agents that are active against a broad
range of herpes viruses and exhibit rather slow cellular
kinetics; particularly noteworthy is that the active me-
tabolites are retained intracellularly for a very long time.4
The purpose of the present study was to examine the
hypothesis that because of the slow cellular pharmacoki-
netics, the topical effectiveness of HPMPC formulations
would be strongly dependent upon when therapy is initi-
ated relative to the time of virus infection and that,
accordingly, the final outcome may not be a single-valued
function of C*.

Materials and Methods
AnimalssFemale hairless mice strain SKH/HR1 (Charles

River, Bloomington, MA), 6-8 weeks old with average body weight
of 22-27 g, were used throughout this study.

VirussSamples from the same batch of herpes simplex virus
type-1, strain E-377, with a final titer of 4 × 107 PFU/mL, were
used for inoculation. They were stored at -70 °C in aliquots until
used. The preparation and assay methods of the virus have been
previously reported.5

Drug FormulationssHPMPC was generously provided by
Gilead Sciences, Inc. (Foster City, CA). ACV was obtained from
Thera Tech, Inc. (Salt Lake City, UT). DMSO was purchased from
Baker Chemical Company (Phillipsburg, NJ). The formulations
were made with 0.5 and 1% HPMPC and 0.1% ACV in 95% DMSO
as a vehicle and 1% hydroxypropyl cellulose (Klucel, Hercules,
Wilmington, DE) was added as a thickening agent.

In Vitro Flux Measurement and C* PredictionssFor the
in vitro determination of HPMPC and ACV fluxes and C* predic-
tions, a combined in vivo-in vitro experimental procedure reported
earlier1,6 was adopted and performed in triplicate for each
formulation. Briefly, a finite dose of 20 µL of the test formulation
was applied over a rectangular skin area of 2 cm2 on the animal
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dressed in a Velcro jacket twice a day for 2 days. The in vivo
pretreatment was followed by the in vitro flux experiment in which
the pretreated skin was excised from the animal and mounted on
a Franz diffusion cell. Flux measurements were carried out as
reported earlier1 after applying a 10 µL/cm2 dose of the test
formulation. ACV and HPMPC concentrations were analyzed
using the previously reported reversed phase HPLC methods.2,7

The cumulative amount of the test drug transported into the
receiver chamber was plotted as a function of time, and the
instantaneous flux J was estimated from the slope of the line
connecting the two consecutive points. The instantaneous C*
estimates were then calculated using the following equation.

where J is the skin flux and PD is the in vivo dermis permeability
coefficient of the drug. The details of the derivation of this equation
have been reported in our previous study.8 A PD value of 1.4 ×
10-3 cm/s was obtained for ACV. Since the molecular size of
HPMPC is sufficiently close (for the present purpose) to that of
ACV, it was deemed reasonable to use the in vivo PD value of ACV
for HPMPC as a good approximation.

In Vivo Antiviral Efficacy StudiessThe in vivo antiviral
efficacy was evaluated using a group of 8-10 hairless mice per
experiment, and an average of two to six experiments were
performed for each drug formulation. In each experiment a group
of animals treated with a placebo formulation similar to the test
formulation without the drug was always included as a negative
control. For the purpose of these experiments, the animals were
dressed in a Velcro jacket. The details of dressing the animals in
the Velcro jacket and of virus inoculation have been described
earlier.2 Two general treatment protocols were followed. For both
protocols, 20 µL of the test formulation was topically applied twice
a day. In protocol A, the treatment was continued until the fourth
day after virus inoculation, whereas in protocol B the treatment
was terminated on the day of virus inoculation. The day of virus
inoculation was always considered as day 0. Treatment was
initiated on various days ranging from day -6 to day 4, as outlined
in Table 1. The lesions were scored on day 5 as previously
described,9 and the antiviral efficacies were calculated using the
following equations:1

where NTh, NSt, NJ, NNR, and NM are the number of animals
corresponding to each of the five lesion categories and represent
the cases where the lesion passes through (Th), stops (St) at the
edge of, jumps (J) over, does not reach (NR), or misses (M) the
treatment area, respectively.

During the treatment protocol coded -6A, the dosing was
performed over 11 days, and hence the animal was dressed with
the Velcro jacket for that period of time. This raised the question
of the possible effect of stress (induced due to prolonged dressing

in Velcro jackets) on the efficacy results. To assess this, an
experiment was performed in which the animals were dressed in
Velcro jackets on day -6 and the treatment with 0.5% HPMPC
was initiated on day 1. The results of this experiment were
compared with the results obtained with protocol coded 1A (where
the dressing in the jacket and the treatment were both initiated
on day 1). The results of these two experiments were comparable
indicating that prolonged dressing in the Velcro jacket did not
compromise the efficacy results (data not shown). The same
conclusion was drawn from separate experiments with 0.1% ACV
formulation.

Results
Table 2 shows the mean C* estimates obtained from the

combined in vivo-in vitro experiments for the three topical
formulations. For HPMPC, an increase in the applied
concentration resulted in an increase in the predicted C*
levels. The saturation solubility of HPMPC in DMSO was
>10%, and hence an increase in the applied concentration
resulted in essentially a proportional increase in the flux,
which in turn resulted in proportionally higher C* levels.
These results are consistent with those previously observed
with other anti-herpes agents such as ACV and BVDU.2,3

Figure 1 shows the results (mean ( SD) of our prelimi-
nary experiments with 1% HPMPC in 95% DMSO as
vehicle. For this formulation, when the therapy was
initiated 1 day after virus inoculation (and continued for 4
days, protocol 1A), around 45% topical efficacy and 0%
systemic efficacy was observed. However, when the treat-
ment was initiated sooner, high efficacies were obtained,
rising to ∼100% topical efficacy and ∼45% systemic efficacy
when the treatment was started 2 days before virus
inoculation (and continued for 4 days after virus inocula-
tion, protocol coded -2A).

To further extend these findings, we investigated the
effect of starting the treatment even sooner (up to 6 days
before virus inoculation). Also, a lower HPMPC level (of
0.5%) was employed to provide a greater dosage range, and
therefore greater differentiation in the effects. Figure 2A
presents the results of these experiments. As can be seen
here, in general the earlier the treatment was initiated,
the higher were the topical and systemic efficacies with
both reaching a maximum of 100% with protocol coded -6A
(treatment initiated 6 days prior to virus inoculation).

Table 1sTreatment Protocols Followed for the in Vivo Efficacy Experiments. X Indicates Two Applications on that Day

protocol A protocol B

−6A −4A −3A −2A −1A 0A 1A −6B −4B −2B 0B

day −6 X X
day −5 X X
day −4 X X X X
day −3 X X X X X
day −2 X X X X X X X
day −1 X X X X X X X X
day 0 (virus inoculation) X X X X X X
day 1 X X X X X X X
day 2 X X X X X X X
day 3 X X X X X X X
day 4 X X X X X X X
day 5 scoring scoring scoring scoring scoring scoring scoring scoring scoring scoring scoring

Table 2sMean C* Estimates (n ) 3) for 0.5% and 1% HPMPC and
0.1% ACV Formulations

formulation C* (µg/mL) SD

0.5% HPMPC 1.2 0.14
1% HPMPC 2.13 0.38
0.1% ACV 0.12 0.02

C* ) J/PD (1)

topical efficacy (%) )
NSt + NJ + NNR

NTh + NSt + NJ + NNR
× 100 (2)

systemic efficacy (%) )
NNR

NTh + NSt + NJ + NNR + NM
× 100

(3)

Journal of Pharmaceutical Sciences / 531
Vol. 88, No. 5, May 1999



A remarkable contrast is seen when the HPMPC results
are compared to the ACV results. Figure 2B presents the
results of similar experiments with 0.1% ACV. The figure
clearly shows that treatment with ACV beginning as early
as 6 days before virus inoculation (protocol coded -6A) had
no effect on the outcomes when compared to the standard
experiment of beginning the treatment 1 day after virus
inoculation (protocol coded 1A). Clearly, the strong time
dependency seen with HPMPC is absent with ACV.

In another series of experiments, the antiviral efficacies
of 0.5% HPMPC and 0.1% ACV were tested as per protocol
B (Figures 3A and 3B, respectively). In these experiments,
the treatment was stopped on the day of virus inoculation.
There was consequently no application of the drug formu-

lation during the period of virus replication. Once again,
there was a sharp difference in the outcomes with ACV
and HPMPC. For ACV, terminating the treatment on the
day of virus inoculation essentially rendered the treatment
completely ineffective (Figure 3B), indicating that the
application of ACV was required during the time of virus
replication. However, for HPMPC, this was not the case.
Topical efficacies ranging from 25 to 60% were found when
the treatment was initiated 2-6 days prior to virus
inoculation and stopped on the day of virus inoculation
(Figure 3A). HPMPC applied prior to the infection acted
prophylactically and continued to act against viral replica-
tion even though no HPMPC was applied during the time
when the infection was progressing. The efficacy seen in
this case seemed to be related to the duration of the
exposure prior to the treatment, a longer duration of
exposure with a given HPMPC formulation resulting in
higher efficacy. For example, the topical efficacy obtained
with 2 days (-2B) and 6 days (-6B) of exposure were 25
and 61%, respectively.

Discussion

For ACV as the anti-herpes agent, starting treatment
early did not alter its efficacy against cutaneous HSV-1
infections. These results extend the earlier work of Lee et
al.,1 who, employing controlled delivery transdermal sys-
tems, found that topical efficacy was independent of
whether ACV treatment was started on day 0, 1, or 2 after

Figure 1sThe topical and systemic efficacy of 1% HPMPC in 95% DMSO
as a function of the treatment protocol (n ) 3).

Figure 2sThe topical and systemic efficacy of (A) 0.5% HPMPC and (B)
0.1% ACV in 95% DMSO as a function of the treatment protocol (n ) 3−6).

Figure 3sThe topical and systemic efficacy of (A) 0.5% HPMPC and (B)
0.1% ACV in 95% DMSO as a function of the treatment protocol (n ) 2).
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virus inoculation. The present data show that initiating
treatment with ACV several days prior to virus inoculation
essentially has the same effect as initiating treatment 1
day after virus inoculation. These results are consistent
with our earlier findings2 that topical efficacy of ACV
formulations is a single valued function of C* and can be
explained by the relatively rapid pharmacokinetics of ACV
at the cellular level.

Cell culture studies have shown that ACV is converted
to its mono-, di-, and triphosphorylated forms (ACVp,
ACVpp, and ACVppp, respectively) in cells infected with
HSV-1.10 The initial phosphorylation of ACV to ACVp is
catalyzed by the HSV-1-induced thymidine kinase. Subse-
quent phosphorylation to ACVpp and ACVppp is carried
out by cellular enzymes. In the uninfected cells, phospho-
rylation of ACV occurs to a very limited degree. The end
product of phosphorylation, ACVppp, is a selective inhibitor
of viral DNA polymerase and is the active metabolite
responsible for efficacy.

The intracellular concentration of the active metabolite
(species) can be regarded as a function of (a) C* (extracel-
lular drug concentration), (b) the rate of cellular uptake of
the drug, (c) the rate of conversion of the drug to the active
species, and (d) the rate of elimination of the active species.
When the treatment with ACV is started prior to virus
inoculation, step c is very slow. The uninfected cells lack
the virally induced thymidine kinase which is responsible
for conversion of ACV to ACVp (a required precursor for
the active species). The rate of formation of ACVppp in the
uninfected cells is approximately several orders of magni-
tude smaller than that in the infected cells.11 On the other
hand, step d, the rate of elimination of active species, is
fairly rapid for ACV. In cell culture studies, the levels of
ACVppp declined rapidly after the removal of the drug from
the medium. The initial half-life of the triphosphate was
1.2 h in the absence of ACV in the medium with the levels
reaching a plateau after 6 h.11 The combined effect of the
above would mean that the intracellular levels of the active
species of ACV are negligible until the infection sets in.
This can explain the results obtained with protocol B,
where no protective effect was seen when ACV was applied
as pretreatment only. With protocol A there was no
additional effect afforded by ACV pretreatment. It should
also be noted that in the infected cells, steps b-d are
relatively rapid for ACV, and a steady state is reached
quickly. Due to this rapid uptake and elimination, the
intracellular level of the active ACV species and its efficacy
seems to be a single-valued function of C*, the extracellular
drug concentration.

HPMPC is somewhat different from ACV in its mecha-
nism of action. HPMPC is a nucleoside phosphonate (thus
a nucleotide) analogue, in a way similar to ACVp. In cells,
HPMPC is phosphorylated by host enzymes to its mono-
and diphosphates (HPMPCp and HPMPCpp, respectively).
HPMPCpp (similar to ACVppp) is a selective inhibitor of
viral DNA polymerase and is the active species responsible
for efficacy.12 The HPMPCp-choline adduct is another
intracellular moiety identified in cell culture studies. A
significant difference from ACV is that the phosphorylation
is carried out by the host cell enzymes and is therefore not
dependent on virus infection. It has been shown that
following treatment with a fixed extracellular HPMPC
concentration, levels of HPMPCp, HPMPCpp, and HP-
MPCp-choline adduct in the cells infected with HSV-1 are
the same as those in the uninfected cells.12 This allows the
opportunity for building up metabolites prior to virus
infection and priming the cells to resist viral replication.
It would also explain, at least in part, the results of Figure
3A where pretreatment with HPMPC acted prophylacti-
cally to resist a subsequent virus infection.

Another difference between ACV and HPMPC is their
rate of cellular uptake and rate of conversion to the active
metabolites. In cell culture studies (for ACV), the intrac-
ellular levels of ACVppp reach a maximum after 8 h of
exposure of the cells to ACV.11 For HPMPC, the intracel-
lular levels of HPMPCpp continued to rise for 24 h after
the cells were exposed to HPMPC.13,14 More notable is the
fact that the clearance of the metabolites of HPMPC from
the cells is extremely slow. Various studies reported the
intracellular half-life of HPMPCpp to be in the order of 17-
24 h.12-14 The long intracellular half-life of HPMPCpp after
the extracellular drug is removed would be expected to lead
to persistence of antiviral activity. The intracellular half-
life of HPMPCp-choline adduct was reported to be >48 h.
The long intracellular half-life of this adduct may produce
an intracellular reservoir of drug from which the active
metabolite is slowly released. This may contribute to the
long duration of antiviral action of HPMPC. These facts
further explain the protective effects seen with HPMPC
pretreatment in Figure 3A. Also, because of the slow build-
up of the metabolites and their slow elimination, it is
expected that longer duration of exposure would result in
higher levels of the active species and a correspondingly
higher efficacy. This pattern is clearly seen in Figures 2A
and 3A.

It must be noted that as for ACV, the intracellular
concentration of active species of HPMPC, and in turn its
in vivo efficacy, is also a function of its extracellular
concentration or C*. It was reported in cell culture studies
that the HPMPCpp concentration inside the cell increased
in response to increased extracellular HPMPC concentra-
tions, and it was speculated that the antiviral efficacy
should show dose responsiveness.12 Results obtained for the
treatment of HSV-1 infection with HPMPC in a murine
model support this theory.15 In a separate series of experi-
ments we observed that for a fixed protocol coded 1A,
increasing the dose of HPMPC from 0.5% to 10% resulted
in an increase in the C* values from 1.2 µg/mL to 4.7 µg/
mL, which in turn resulted in an increase in topical efficacy
from 17% to 100% (Figure 4). These results are very similar
to those obtained with ACV.2 However, for HPMPC,
although efficacy is a function of C*, it is not a single-valued
function of C*. Apart from C*, the rate of its cellular
uptake, rate of conversion to its active metabolites, and rate
of elimination of active metabolites all have an effect on
the efficacy. In conclusion, for ACV, because of the rela-

Figure 4sThe topical efficacy of HPMPC as a function of C*. The mean C*
estimates for different concentrations of HPMPC were obtained from combined
in vivo−in vitro experiments (n ) 3). The in vivo efficacies were obtained
using protocol coded 1A (n ) 1−6) (see text for details).
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tively rapid pharmacokinetics, the intracellular level of the
active metabolites as well as the in vivo efficacy may be
time-independent and a single-valued function of the C*.
In contrast, for HPMPC, the in vivo efficacy is strongly time
dependent and is not a single-valued function of C* because
of slow cellular kinetics of the drug and its active metabo-
lites.
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Abstract 0 A spectrophotometric technique was used to determine
the acidity constants of 4-dedimethylamino sancycline (Col-3), a new
antitumor drug. The apparent pKa values of Col-3 in 0.5% methanol
aqueous media at approximately 25 °C with a constant ionic strength
of 0.2 were calculated manually and graphically to be 5.64 ± 0.17
(pKa1) and 8.35 ± 0.07 (pKa2). In addtion, the computer program
SQUAD was used to confirm Col-3 pKa values. The pKa values
obtained by SQUAD were pKa1 5.63 ± 0.14 and pKa2 8.39 ± 0.04.
These results are in agreement with the tetracycline-like structure of
Col-3.

1. Introduction
4-Dedimethylamino sancycline (Col-3) is a new synthetic

derivative obtained by chemical synthesis from sancycline
methiodide. Col-3 exhibits in vitro and in vivo activity as
an inhibitor of matrix metalloproteinases, tumor invasion,
and metastasis of a variety of tumor types. Due to its oral
biovailability, Col-3 has been formulated for oral admin-
istration by the National Cancer Institute (NCI).

Col-3 can be classified as the simplest tetracycline.
Structurally, it differs from tetracycline by the absence of
the 4-dimethylamino, 6-hydroxyl, and 6-methyl groups. The
chemical structures of Col-3, sancycline, and tetracycline
are presented in Figure 1.

Due to the absence of the 4-dimethylamino group, Col-3
cannot exist as a zwitterion and, therefore, differs from the
tetracyclines in its acid-base properties. The main goal of
this study is to determine the macroscopic acid dissociation
constants of Col-3. Spectrophotometry was chosen for the
determination of pKa values of Col-3 because it is too
insoluble (Sw ≈ 0.01 mg/mL) for potentiometry, and also
the ionized and neutral forms of this compound absorb
differently in the UV/vis regions of the spectrum.

2. Materials and Methods
2.1. MaterialssCol-3 was used as received from the National

Cancer Institute (Bethesda, MD). Methanol was Burdick &
Jackson (Muskegon, MI) HPLC grade. Phosphoric acid, monoso-
dium phosphate, disodium phosphate, and sodium chloride were
purchased from Sigma Chemical Co. (St. Louis, MO) and used
without further purification.

2.2. InstrumentationspH measurements were performed
using a Corning pH meter (model no. 140) equipped with a
combination glass electrode filled with potassium chloride gel. A

Beckman DU-640 UV spectrophotometer was used for Spectral
scan and fixed wavelength measurements.

2.3. MethodssAliquots of stock solution of Col-3 in methanol
were added to buffers ranging from pH 2 to 11. All buffers were
prepared with 0.05 M phosphate buffer and adjusted to an ionic
strength of 0.2 with sodium chloride. Buffer solutions were spiked
with 20 µL of the stock solution to produce 5.0 µg/mL (1.3 × 10-5

M) solutions with a final methanol concentration of 0.5%. The
absorbance vs wavelength profiles of the resulting solutions were
immediately obtained. All determinations were performed in
duplicate at room temperature (approximately 25 °C).

3. Results and Discussion

It has been determined that the tetracycline antibiotics
contain three ionizable groups1-3 as shown in Figure 2. The
first dissociation constant is due to the tricarbonyl system
consisting of C1, C2, and C3 and their substitutes, the

* To whom correspondence should be addressed.
† Prince of Songkla University.
‡ University of Arizona.
§ National Cancer Institute.

Figure 1sChemical structure of Col-3, sancycline, and tetracycline.

Figure 2sStructural groupings in the tetracyclines.

© 1999, American Chemical Society and 10.1021/js980398l CCC: $18.00 Journal of Pharmaceutical Sciences / 535
American Pharmaceutical Association Vol. 88, No. 5, May 1999Published on Web 04/02/1999



second due to the phenolic diketone system consisting of
C10, C11, C12 and their substitutes, and the third relates
to the dimethylammonium functional group at C4.2,3 The
approximate pKa values for each of these groups in some
tetracycline derivatives are shown in Table 1.1,3

Col-3 has the first two of the acidic groupings of the
tetracyclines. However, due to the absence of the dim-
ethyammonium functional group at C4, Col-3 does not
possess the third pKa. The two pKa values suggest that this
drug can exist depending on the pH species as either the
un-ionized, a monovalent anion, or a divalent anion. The
UV/vis absorption spectra of Col-3 in aqueous solutions at
various pH values are plotted in Figure 3.

As with most of the tetracyclines, an absorption band at
about 260 nm is due to the â-tricarbonyl system, while a
visible band at about 360 nm is produced by the phenolic
diketone moiety.4-7 Both anionic sites are stabilized by
resonance, and they are separated from each other by
carbon 12a. This sp3 hybrid atom isolates the two light-
absorbing regions and makes it possible to determine their
pKa values independently by spectrophotometry.

In this investigation, absorptions between 275 and 300
nm of the first band and between 370 and 390 nm of the
second band were chosen as the analytical wavelengths for
determining the first and the second pKa values, respec-
tively. These two wavelength intervals were chosen due to
their maximum absorbance changes with pH.

The absorbance-pH curve of Col-3 at 286 nm is shown
in Figure 4. The profile shows that the absorbance of the
drug increases in the pH range of 4.0 to 7.0 and is constant
below pH 4 and above pH 7.0. At this wavelength, the
absorbance of the ionized species is higher than that of the
un-ionized species, while the mono- and divalent species
cannot be differentiated. The first pKa of Col-3 was
calculated at 275-300 nm using:

where Ai and Au are the absorbance of the ionized and the
un-ionized species, respectively. The results are shown in
Table 2. The calculated pKa1 (5.64) is approximately equal
to the pKa determined using the derivative graph shown
in Figure 4B.

Similarly, the second pKa was calculated using the
absorbance changes at 370-390 nm over the pH range of
7.39 to 8.37. At these wavelengths, the absorbance of
divalent species is higher than that of the monovalent
species, while the un-ionized and monovalent species
cannot be differentiated. Thus, eq 1 can be used to calculate
the second pKa. The results are shown in Table 2. Both
methods eq 1 and derivative graph were used to determine

Table 1sThe pKa Values of the Tetracyclines in Aqueous Solution at
25 °C

R1 R2 R3 R4 pKa1 pKa2 pKa3

tetracycline H CH3 OH H 3.3 7.7 9.5
chlortetracycline Cl CH3 OH H 3.3 7.4 9.3
demeclocycline Cl H OH H 3.3 7.2 9.3
oxytracycline H CH3 OH OH 3.3 7.3 9.1
doxacycline H H CH3 OH 3.4 7.7 9.7
minocycline N(CH3)2 H H H 2.8 7.8 9.3

Figure 3sAbsorbance vs wavelength profiles of Col-3 at different pH values.

Table 2sSpectroscophotometric Determined pKa Values of Col-3 at Several Wavelengths and pH Values

pKa1 at λ pKa2 at λ

pH 275 280 281 282 284 286 288 290 295 300 370 374 376 378 380 382 384 386 390

5.53 5.84 5.75 5.75 5.76 5.73 5.74 5.72 5.71 5.74 5.77
6.06 5.69 5.74 5.73 5.71 5.71 5.72 5.73 5.74 5.73 5.76
6.20 5.63 5.69 5.66 5.71 5.68 5.69 5.71 5.70 5.68 5.60
6.45 6.04 6.00 5.93 5.98 5.94 5.94 5.93 5.92 5.98 6.06
6.75 5.12 5.54 5.48 5.51 5.53 5.60 5.60 5.60 5.39 4.90
7.39 8.26 8.24 8.23 8.23 8.23 8.23 8.24 8.24 8.24
7.86 8.35 8.35 8.35 8.35 8.35 8.35 8.35 8.36 8.36
8.00 8.42 8.41 8.41 8.41 8.42 8.42 8.42 8.42 8.42
8.37 8.39 8.39 8.40 8.39 8.40 8.39 8.39 8.39 8.39

average pKa1 ) 5.64 ± 0.17 average pKa2 ) 8.35 ± 0.07

Figure 4spH−absorbance profile of Col-3 at 286 nm (A) and the first derivative
of absorbance respective to pH (B).

pKa ) pH + log
Ai - A
A - Au

(1)
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the second pKa as previously. The calculated value of 8.35
is again in good agreement with the value determined from
the derivative graph.

From the results, the spectroscopically determined pKa
values of Col-3 are 5.64 (pKa1) and 8.35 (pKa2). Notice that
its second pKa value which corresponds to the loss of a
proton from the phenolic diketone moiety is closed to those
of the tetracyclines (∼7.8). However, the first pKa value,
which is due to the loss of a proton from the tricarbonyl
methane system, is shown to be over two pH units higher
than that those of the tetracyclines (∼3.3). This difference
is due to the absence of the electron-withdrawing dimethyl-
ammonium group at the C-4. A similar increase of the pKa
value of this system due to the absence of the dimethyl-
ammonium group is found in desdedimethylaminotetracy-
cline, which has a pKa value of 5.94. In addition to the
above methods, the computer program SQUAD (Stability
QUotients from Absorbance Data) was used to confirm
Col-3 pKa values.8 SQUAD calculates overall stability
constant values such as pKa values by means of a nonlinear
least-squares approach. The data fed to SQUAD are
absorption spectra, Col-3 total concentration, and a chemi-
cal model to describe the system (i.e., H2A f HA- +H+ f
A2- + 2H+). The pKa values obtained by SQUAD were pKa1
5.63 ( 0.14 and pKa2 8.39 ( 0.04. Note that the manually
calculated (Table 2) and computer caluculated (SQUAD)
pKa values are in good agreement.

4. Conclusions
The macroscopic acid dissociation constants of Col-3 were

determined by means of a spectrophotometric technique.
The apparent pKa values of Col-3 in 0.5% methanol
aqueous media at approximately 25 °C with a constant
ionic strength of 0.2 were calculated manually and graphi-
cally to be 5.64 ( 0.17 (pKa1) and 8.35 ( 0.07 (pKa2). The
SQUAD calculated vales were pKa1 5.63 ( 0.14 and pKa2

8.39 ( 0.04. These results are in agreement with the
tetracycline-like structure of Col-3.
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Abstract 0 A curve-fitting program based on the Finite Element
Method, MULTI(FEM), was developed to model nonlinear local
disposition of a drug in the liver under non-steady-state conditions.
The program was written in FORTRAN on an IBM-compatible personal
computer. The validity of MULTI(FEM) was confirmed by analyzing
the outflow kinetics of oxacillin (a model drug) following a pulse input
to isolated, perfused rat livers, according to both linear and nonlinear
dispersion models. Four dose levels (300, 1000, 3000, and 5000 µg)
of oxacillin were administered to observe the dose-dependency in
the hepatic local disposition. First, the individual outflow time-profiles
at the same dose were averaged, and the average time-profile was
analyzed by MULTI(FEM) based on linear dispersion models to yield
a single curve fit. The fitted parameters at each dose level were
compared with parameters estimated using MULTI(FILT), a program
based on fast inverse Laplace transform, to analyze linear pharma-
cokinetics. The estimated parameters by MULTI(FEM) were in good
agreement with those by MULTI(FILT). The apparent elimination rate
constant (ke) decreased with an increase in dose, whereas other
parameters showed no discernible dependency on an increase of dose.
Second, the average outflow time-profiles at the four dose levels were
simultaneously analyzed by MULTI(FEM) based on dispersion models
featuring Michaelis−Menten elimination. The outflow time-profiles of
oxacillin were well approximated by a two-compartment dispersion
model with central Michaelis−Menten elimination. The maximum
elimination rate constant (Vmax) and the Michaelis constant (Km) were
estimated to be 1520 µg/mL/min and 41.3 µg/mL, respectively. Thus,
the capability of MULTI(FEM) was demonstrated in evaluating capacity-
limited local disposition in the liver.

Introduction
The liver is an essential organ for the metabolism and

elimination of drugs. After oral administration, a drug
absorbed into the portal system may be eliminated to a
large extent during its first pass through the liver. Thus,
the liver shields the body from the excess inflow of
xenobiotics into the systemic circulation. However, hepatic
clearance can exhibit capacity-limited kinetics. Therefore,
when the portal drug concentration is extremely high and/
or metabolic function is compromised by a hepatic mal-
function or drug-drug interaction, a greater fraction of the
absorbed dose escapes into the systemic circulation, by-
passing first-pass hepatic elimination. Thus, the evaluation
of capacity-limited (nonlinear) disposition in the liver is
crucial for understanding the influence of dose and absorp-
tion kinetics on drugs which undergo significant first-pass
metabolism.

In situ liver perfusion experiments following infusion or
bolus injection have often been used to assess hepatic local

disposition of drugs in vivo. The time-profile of drug outflow
from the liver following a pulse input is more informative
of intrahepatic disposition than data obtained at steady
state. The well-stirred and parallel-tube models offer
straightforward analysis of steady-state kinetic data from
perfusion experiments.1-6 In contrast, the dispersion
model5-11 and the distribution model5,6,12-15 have been
developed to explain the outflow time-profile following a
pulse input. The dispersion model equations with flexible
initial and boundary conditions can explain a variety of
outflow drug kinetics at non-steady-state.7,9 A local disposi-
tion model that features several linear dispersion processes
has been proposed to analyze the distribution of a drug in
the perfused rat hindlimb.16 However, the dispersion model
equations, which are second-order partial differential equa-
tions, are difficult to solve analytically. Linear mass-
balance rate equations can readily be solved by the Laplace
transform. MULTI(FILT)9-11,18 is one well-recognized com-
puter program for curve-fitting that is based on the
transformed equations. However, no analysis program is
available to quantitatively evaluate dose-dependent, non-
steady-state, local disposition kinetics which are expressed
by nonlinear partial differential equations.

Thus, the purpose of the present investigation is to
develop a new curve-fitting program, MULTI(FEM), based
on the Finite Element Method which has been used in
structural19,20 and hydrodynamic analyses.21-23 MULTI-
(FEM) enables the use of local disposition models described
by nonlinear partial differential equations with dispersion
terms. To confirm the validity of MULTI(FEM), a rat liver
perfusion experiment was performed at several dose levels
of oxacillin to represent a typical local disposition system
of a drug. First, linear dispersion models were adopted in
the fitting of data at each dose level, and the estimated
parameters were compared with those by MULTI(FILT).
Second, outflow time-profiles at the different doses (300,
1000, 3000, and 5000 µg), which were confirmed to exhibit
dose-dependent (nonlinear) kinetics, were simultaneously
analyzed by MULTI(FEM) based on dispersion models with
Michaelis-Menten elimination.24

Theory

Five dispersion models (two linear and three nonlinear)
were considered. The linear dispersion models involve one-
compartment model and two-compartment models with
either central and peripheral elimination. However, it is
known that the linear two-compartment models, unlike
nonlinear models, are not kinetically distinct, because the
parameters in the two-compartment model with central
elimination are convertible (mapable) to those with pe-
ripheral elimination.9 Thus, the only central elimination
process is adopted in our analysis of the linear two-
compartment dispersion model. In contrast, the nonlinear
two-compartment model with central elimination is kineti-
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cally distinguishable from that with peripheral elimination.
Therefore, the one-compartment model with Michaelis-
Menten elimination and two-compartment models with
central and peripheral Michaelis-Menten elimination were
considered as the nonlinear dispersion models.

One-Compartment Dispersion ModelsIn the one-
compartment dispersion model, complete mixing between
perfusate and hepatic tissues is assumed as shown in
Figure 1A. The equation of this model with linear elimina-
tion is described by

where C(t,v) is the perfusate concentration in the liver, Q
is the perfusate flow rate, k′ is the partition ratio which is
the measure of extent of drug partition into the hepatic
tissue, Dc is the corrected dispersion coefficient, v is the
volume axis, and ke is the first-order elimination rate
constant.

For a pulse input, eq 1 can be solved by Laplace
transform under the initial and boundary conditions given
by eq 2. The image equation is given by eq 3.9

where VB is the blood volume which was assumed to be
15.5% of liver weight.25,26

If the drug is eliminated according to Michaelis-Menten
equation as shown in Figure 1B, the one-compartment
dispersion model is described by

where Vmax is the maximal elimination rate, and Km is the
Michaelis constant. It is noted here that Vmax and Km are
the lumped parameters which reflect the transfer of a drug
from the sinusoid to the tissue space, the uptake into

hepatocytes by active transport, and the enzymatic activity
in hepatocytes.

Two-Compartment Dispersion ModelsA two-com-
partment dispersion model with linear elimination from
central compartment, as shown in Figure 2A, is described
by eq 5. The equilibrium distribution phase, which is
kinetically included in the central compartment of the liver,
was predicted in the previous paper using BOF-4272, a
drug for treatment of hyperuricemia.26

where C1(t,v) and C2(t,v) are the concentrations in the
central and peripheral compartments, respectively, k12 and
k21 are the forward and backward transfer rate constants
between central and peripheral compartments, ε is the
volume ratio of peripheral compartment to central com-
partment, and ke is the first-order elimination rate con-
stant. Under the initial and boundary conditions given by
eq 6 for a pulse input of drug, the image equation for the
central compartment is described by eq 7.9

where VB is the volume of central compartment. It is noted
that the volume ratio ε disappears in eq 7.

A two-compartment dispersion model with central Michae-
lis-Menten elimination (Figure 2B) is described by eq 8.

A two-compartment dispersion model with peripheral
Michaelis-Menten elimination (Figure 2C) is described by
eq 9.

Although eqs 4, 8, and 9 are not solvable by Laplace
transform, a numerical solution can be achieved with
MULTI(FEM).

Figure 1sOne-compartment dispersion model with linear elimination (A) and
nonlinear elimination (B).
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Danckwerts’s condition27 given by eq 10 is adopted as
the boundary condition in MULTI(FEM), because it is
easily programmed in MULTI(FEM).

Numerical Procedure
MULTI(FEM) written in Microsoft FORTRAN (ver. 3.2)

was newly developed on a IBM-compatible personal com-
puter (PentiumII, 266 MHz and 96 MB). Equations 3 and
7, which are given as Laplace-transformed equations, were
numerically solved by fast inverse Laplace transform
(FILT).9-11 Equations 1 and 5, which are given as linear
partial differential equations, were numerically solved by
MULTI(FEM). The outflow time-profiles following the same
dose of oxacillin (300, 1000, 3000, or 5000 µg) were
averaged, and the average time-profile at each dose was
fitted by MULTI(FILT) and MULTI(FEM) based on the
linear dispersion model. Equations 4, 8, and 9, which are
given as nonlinear partial differential equations, were fitted
by MULTI(FEM) simultaneously to all four average time-
profiles at the different doses.

Ten sets of outflow time courses at the four dose levels
were generated by adding 10% random normal errors to
theoretical curves calculated from parameter values esti-
mated by MULTI(FEM). The generated time courses were
fitted by MULTI(FEM), and the estimated parameters
were compared with the original parameters to verify the
stability of MULTI(FEM).

Materials and Methods
ChemicalssOxacillin was purchased from Sigma Chemical Co.

(St. Louis, MO). Sodium pentobarbital solution (NEMBUTAL
forcanimal injection, Abbott Laboratories, Chicago, IL) was used
to anesthetize the rats. All other reagents used for preparing the
perfusate and HPLC mobile phase were of guaranteed reagents
grade or HPLC grade.

AnimalssMale Wistar rats weighing 200-240 g were pur-
chased from Shimizu Experimental Materials Co. (Kyoto, Japan).
All rats were maintained on standard rat chow, and water was
allowed ad libitum before the experiments.

Single-Pass Perfusion Experiment Using Rat Livers
Isolated rat livers were prepared and perfused according to the
Mortimore method28 using Krebs-Ringer bicarbonate buffer (pH
7.4) containing 10 mM glucose and saturated with 95% O2-5%
CO2. The bile duct was cannulated with a polyethylene tube
(PE10). The perfusate was maintained at 37 °C and delivered by
a roller pump (RP-NP2, Furue Science Co., Ltd., Tokyo, Japan)
through a polyethylene cannula (1.67 mm o.d.) placed in the portal
vein. The perfusate flow rate was 14.6-15.6 mL/min, and the
recoveries of perfusate were greater than 99%. The bile flow rate
was measured to monitor the viability of the liver. The liver
perfusion data were rejected when the bile flow rate was less than
4 µL/min. At 20 min after the operation, a 250 µL volume of
oxacillin in saline solution (1.2 mg/mL, n ) 3; 4.0 mg/mL, n ) 3;
12.0 mg/mL, n ) 2; 20 mg/mL, n ) 3) was injected into the liver
using a six-way valve injector. The outflow sample was collected
at intervals of 1 s. After the perfusate collection, the validity of
the perfusion experiment was confirmed by uniform coloration and
decoloration of the liver after injection of Evans Blue. The lag time
was calculated from the total void volume (half volume of the
injector tube plus full volume of the catheter) divided by the
perfusate flow rate, and was subtracted from sampling times. The
liver weights were 8.66-12.0 g.

Analytical ProceduresThe perfusate sample (0.2 mL) was
diluted up to 10-fold with blank perfusate, when oxacillin concen-
tration was too high. Acetonitrile (0.3 mL) was added to the sample
(0.2 mL) to precipitate proteins, and an aliquot of the supernatant
(15 µL) obtained by centrifugation at 2000 rpm was injected into

HPLC. An HPLC system (LC-10A series, Shimadzu Company,
Kyoto, Japan) was equipped with the Chemcosorb 5-ODS-H
reversed-phase column (5 µm, 150 × 4.6 mm i.d., Chemco Scientific
Company, Ltd., Osaka, Japan). The HPLC conditions described
by Yano et al.9 were modified as follows. The mobile phase
consisted of a 1:1 (v/v) mixture of 100 mM sodium acetate buffer
(pH5.2)/methanol. Mobile phase flow rate, detection wavelength,
and column temperature were 1.0 mL/min, 220 nm, and 40 °C,
respectively. The peak area was recorded on Chromatopack C-R6A
(Shimadzu Company). A linear calibration plot was made over the
oxacillin concentration range of 1.0-300 µg/mL, according to the
method of the variance-stabilizing transformation.29 Accuracy and
precision were within 10% at all concentrations.

Results and Discussion
Figure 3 presents the average outflow time-profiles and

the predicted time courses by MULTI(FILT) and MULTI-
(FEM) based on a two-compartment dispersion model with
linear elimination. Table 1 shows the parameter estimates.
The curve fittings based on the one-compartment disper-
sion model gave much larger Akaike’s Information Crite-
rion (AIC)30 values than those based on the two-compart-
ment model and were deemed unacceptable. The predicted
time courses by MULTI(FILT) and MULTI(FEM) agreed
well with the experimental data points. The pharmacoki-
netic parameters by MULTI(FEM) coincided well with
those by MULTI(FILT), which demonstrates the validity
of MULTI(FEM). It is noted in Table 1 that ke increases
with a decrease in dose from 5000 to 300 µg, whereas other
parameters show no systematic change with dose. Thus,
this suggested that the average outflow time-profiles at the
four dose levels would be better described by a dispersion
model with capacity-limited elimination.

Figure 4 shows the outflow time profiles of oxacillin and
the curves predicted by MULTI(FEM) fit to the two-

Dc(∂C(t,v)
δv )

v)0
) QC(t,0) and Dc(∂c(t,v)

∂v )
v)VB

) 0

(10)

Figure 2sTwo-compartment dispersion model with linear elimination (A), with
central Michaelis−Menten elimination (B), and with peripheral Michaelis−Menten
elimination (C).
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compartment dispersion models with Michaelis-Menten
elimination from the central compartment and from the
peripheral compartment. The local disposition parameters
estimated from curve-fittings are shown in Table 2. Be-

cause AIC assumed a smaller value for the central elimina-
tion model (AIC ) 854) than for the peripheral elimination
model (AIC ) 996), the two-compartment dispersion model
with central capacity-limited elimination was considered
to better represent the outflow time-profiles of oxacillin.
The maximum elimination rate constant (Vmax) and the
Michaelis constant (Km) were estimated to be 1520 µg/mL/
min and 41.3 µg/mL, respectively. Since the AIC based on
the nonlinear one-compartment model was much larger
than those based on two-compartment models, the results
were not presented. To verify the stability of MULTI(FEM)
fits, 10 sets of outflow time courses at four dose levels were
generated by adding 10% random normal errors to theo-
retical curves calculated using mean parameter estimates
from the earlier data fitting. The generated time courses
were fitted by MULTI(FEM). The parameter values from
the fit of noise-added data (Dc: 2.20 ( 0.18 mL2/min, VB:
1.50 ( 0.02 mL, k12: 3.45 ( 0.21min-1, k21: 10.8 (
0.49min-1, k′: 0.319 ( 0.026, Vmax: 1520 ( 120 µg/mL/
min and Km: 41.5 ( 6.8 µg/mL) were in good agreement
with the original parameter estimates (Dc: 2.14 mL2/min,
VB: 1.49 mL, k12: 3.45 min-1, k21: 10.7 min-1, k′: 0.322,
Vmax: 1520 µg/mL/min and Km: 41.3 µg/mL), respectively.

In conclusion, dose-dependency kinetics in local organ
disposition kinetics at steady state2,3 has been well-

Figure 3sOutflow time-profiles averaged at 300 µg (O, n ) 3), 1000 µg (4, n ) 3), 3000 µg (b, n ) 2) and 5000 µg (2, n ) 3) doses of oxacillin and
theoretical curves predicted by MULTI(FILT) (left) and MULTI(FEM) (right). The time-profiles are given by means and standard deviations in two-compartment
dispersion model with linear elimination. The bottom figures and the inserts at the top show the semilogarithmic and the expanded plots, respectively.

Table 1sKinetics Parameters of Oxacillin Calculated Using
MULTI(FILT) and MULTI(FEM) in Two-Compartment Dispersion Model
with Linear Elimination

dose (µg)

5000 3000 1000 300

MULTI(FILT)
Dc (mL2/min) 1.93 2.37 1.63 1.71
VB (ml) 1.46 1.63 1.49 1.51
k12 (min-1) 2.19 0.929 1.19 1.02
k21 (min-1) 13.4 11.7 13.8 11.7
k′ () k12/k21) 0.163 0.0796 0.0856 0.0871
ke (min-1) 1.01 2.52 4.14 8.80

MULTI(FEM)
Dc (mL2/min) 2.10 2.40 1.68 1.95
VB (mL) 1.45 1.58 1.47 1.53
k12 (min-1) 2.31 1.53 1.54 0.881
k21 (min-1) 13.9 15.2 16.4 7.44
k′ () k12/k21) 0.167 0.101 0.0942 0.118
ke (min-1) 1.05 2.58 4.24 8.65

Journal of Pharmaceutical Sciences / 541
Vol. 88, No. 5, May 1999



characterized, but investigations of the disposition under
transient or non-steady-state conditions have been scarce.
MULTI(FEM) enables the evaluation of dose-dependent
drug clearance kinetics in the hepatic perfusion system
following a pulse input, i.e., to allow detailed description
of intrahepatic Michaelis-Menten disposition kinetics in
the liver. The present analysis further showed that the
central and peripheral elimination models can be distin-
guished based on perfusate outflow data under the non-
linear condition. With the availability of MULTI(FEM), the

dispersion model may be applicable to analyzing the dose-
dependency in other perfused organ experiments, such as
those with intestine and kidney.
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Abstract 0 Four diastereomeric propranolol ester prodrugs (1S2S,
1S2R, 1R2S, 1R2R) were synthesized by treating pure R- and
S-propranolol hydrochloride with pure enantiomers R- and S-
phenylbutyryl chloride. A HPLC technique using R-1 acid glycoprotein
(chiral AGP) column was developed to study the racemization of
propranolol enantiomers during synthesis and hydrolysis studies. A
reversed phase HPLC method was also developed to simultaneously
analyze propranolol and the ester prodrug. Hydrolysis of these esters
was studied in different rat tissue homogenates, i.e., liver, intestine,
plasma, skin, brain, and pure plasma cholinesterases, i.e., butyryl
cholinesterase (EC 3.1.1.8) and acetyl cholinesterase (EC 3.1.1.7).
In vitro percutaneous permeation studies across full thickness shaved
rat skin were performed using standard side-by-side diffusion cells at
37 °C. The disappearance of the diastereomeric ester prodrugs in
rat tissue homogenates followed apparent first-order kinetics and was
stereoselective. The ratio of brain to plasma hydrolytic rate constants
are 27.8, 5.58, 6.07, and 2.97 for 1S2S, 1R2R, 1R2S, and 1S2R
esters, respectively. Hydrolysis of all four diastereomeric ester prodrugs
was faster by acetyl cholinesterase than butyryl cholinesterase and
is stereoselective. The permeability coefficients [Kp × 103 (cm h-1)]
are 1.40 ± 0.30, 1.41 ± 0.27, 42.20 ± 1.24, 29.26 ± 3.41, 16.27 ±
3.12, 12.99 ± 2.84 for (R)-propranolol, (S)-propranolol, 1S2S, 1R2S,
1S2R, and 1R2R ester prodrugs, respectively. The results indicate
that the 1R2S diastereomeric ester prodrug of propranolol shows
greatest stability in liver and intestinal tissues while it exhibits fairly
rapid conversion in plasma. The results also suggest the configuration
on the second chiral carbon atom to be the determinant in the rate of
hydrolysis of all the diastereomeric prodrugs in all biological media
examined. The Kp of all four prodrugs markedly increased compared
to that of the parent drug, with 1S2S showing a 30-fold increase in
skin permeability, the highest among all four prodrugs.

Introduction

Propranolol (PL), an adrenergic â-blocker, is a widely
accepted and clinically effective cardiovascular agent,
indicated in the treatment of angina pectoris, hypertension,
and cardiac arrhythmia. Very low and variable bioavail-
ability of the drug follows oral administration, which may
be attributed to extensive stereoselective hepatic first-pass
metabolism.1-4 Alternative noninvasive administration
modes including rectal,5 transdermal,6 and nasal7,8 routes
have been explored to improve the systemic bioavailability
of propranolol. These routes can allow the drug to reach
the systemic circulation, bypassing the liver and escaping

first-pass metabolism. Since one of the major metabolites
is the O-glucuronide of PL,9 O-acylation of PL may be a
potentially useful way to reduce presystemic metabolism,
as has already been demonstrated.10,11

The transdermal route of administration also allows
systemic drug absorption bypassing hepatic first-pass
effects, thus achieving higher bioavailability of the drug.6,12

However, relative impermeability of lipoidal stratum cor-
neum, the outermost keratinized layer of skin, offers
considerable resistance to the permeation of PL through
the skin. The prodrug approach represents an alternative
and promising method of enhancing the skin permeability
of drugs by increasing their lipophilicity. Permeability
characteristics of individual enantiomers of chiral species
in comparison to their racemates have been studied in some
detail recently. Wearly et al.13 reported that the maximum
flux of a new antifungal compound from a saturated
solution, through human cadaver skin, was 1 order of
magnitude lower for the racemic compound than that of
either of its enantiomers. Roy et al.14 compared the perme-
ability of pure enantiomers of keterolac acid, a potent
analgesic, through human cadaver skin, and showed that
there was no significant difference in the intrinsic perme-
ability coefficients of the racemic compound and the enan-
tiomers. Touitou et al.15 proposed the Melting Temperature
Membrane Transport concept, which showed the simple
dependence of permeation flux ratio on the melting behav-
ior of chiral compounds.

Propranolol has two optical isomers, dextro-PL ((R)-PL)
and levo-PL ((S)-PL). The drug shows stereoselective
activity, i.e., the S-isomer is 100 times more potent than
the R-isomer as a â blocker.16 A number of studies have
demonstrated stereoselective disposition of the drug in
various species including man17 and dog.18 In addition,
Stoschitzky et al.,19 reported that half the dose of optically
pure (S)-propranolol generates an equally effective â-ad-
renergic receptor agonist activity relative to the racemic
mixture and that (R)-PL inhibits thyroid hormone activity.

Esterases are ubiquitous in nature and have broad
substrate specificity. Stereoselective hydrolysis of ester
prodrugs including PL prodrugs is largely dependent on
the type of species and the tissue of origin.20-25 Variability
in the esterase content may have a significant effect on the
rate of regeneration, tissue uptake, and disposition of the
prodrug. Thus, consideration of stereoselectivity during
prodrug design is very important. The chirality of a
compound is critical to receptor-binding interactions: there-
fore, differences in biological activity are common. Chirality
can also effect the way in which molecules fit together in
a crystal structure. Diastereomers may differ in crystal
structure and may cause differences in melting point and
thereby differences in solubilities.13 Therefore, diastereo-
meric prodrugs having at least two chiral centers may
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significantly alter the permeation of the enantiomeric
parent drug.

This research article describes the influence of a chiral
promoiety on the stereoselective hydrolysis and permeation
of R and S propranolol prodrugs. Specifically the stereo-
selective hydrolysis and skin permeation of four diastere-
omeric PL ester prodrugs have been studied. 2-Phenylbu-
tyryl chloride was chosen as a model chiral promoiety for
the syntheses of four diastereomeric ester prodrugs of PL,
as it offers both chirality and the aromatic group, which
would aid in increasing the lipophilicity considerably.

Materials and Methods
MaterialssThe pure (R)- and (S)-propranolol hydrochloride,

(R)- and (S)-2-phenylbutyric acids and pure esterases, acetyl
cholinesterase (EC 3.1.1.7) and butyryl cholinesterases (EC 3.1.1.8),
were obtained from Sigma Chemical Co. (St. Louis, MO). All other
reagents were of analytical grade and used as received (Fisher
Scientific).

AnimalssMale Sprague Dawley rats (250-275 g) were ob-
tained from Harlan Sprague Dawley, Indianapolis, IN. Animals
were fasted overnight prior to conducting any experiment. Water
was allowed ad libitum.

Synthesis of Acid ChloridesThe acid chloride was synthe-
sized by slightly modifying a previously published report.26 Briefly,
pure (R) or (S)-2-phenylbutyric acid (200 mg) was mixed with
thionyl chloride (0.24 mL) (freshly redistilled) at 0 °C and then
kept at 70 °C for 30 min. Dry benzene was added, and the mixture
was evaporated to dryness. Another portion of dry benzene was
then added, and the mixture was reevaporated to remove the last
traces of thionyl chloride. The residue was dissolved in 2.4 mL of
dry benzene and stored in the refrigerator in a glass-stoppered
flask. The new acid chloride bands in the IR spectra appeared at
about 1810 cm-1 with the concomitant disappearance of hydroxyl
bands. The purity of the acid chloride was determined by TLC,
HPLC, and 1H NMR. No significant (p > 0.05) difference in the
optical activity between the acid {[R]20

D ) -94/+93.8 (c ) 0.9,
C6H5CH3)} and acid chloride {([R]20

D ) -94.8/+94 (c ) 0.9, C6H5-
CH3)} was noticed for a particular enantiomer.

Synthesis of Propranolol Diastereomeric Ester Prodrugss
The synthetic method is a slight modification of the methods
described previously.27,28 Pure (R)- and (S)-propranolol HCl (100
mg, 0.34 mmol) was dissolved in chloroform and heated under
reflux conditions for 5 h with pure (S)- or (R)-2-phenylbutyryl
chloride (1.36 mmol). Excess acid chloride was removed under high
vacuum, and the residue was repeatedly treated with toluene and
evaporated to dryness to ensure removal of any remaining acid
chloride. The diastereomeric esters were obtained as an oily
residue. The νmax at 1810 cm-1 in the IR spectrum due to acid
chloride disappeared over 3 h and a strong νmax at 1740 cm-1 due
to O-acylation appeared. The structural identity and purity of the
diastereomeric esters were confirmed by IR, 1H NMR, mass
spectrometry, TLC, and HPLC.

Solubility DeterminationsA normal equilibrium solubility
determination was undertaken in 0.01 M acetate buffer (pH 4.0,
25 °C). To 1 mL of buffer, 2-3 mg of hydrochloride salts of ester
prodrug or 300 mg of propranolol HCl was added. The samples
were sonicated for 60 min at room temperature and subsequently
shaken mechanically in a temperature-controlled water-bath at
25 °C for 16 h. The solution was then filtered through a 0.2 mm
filter (Millipore) and, after dilution, the solubility of each diaste-
reomer was determined by reversed phase HPLC. The solubility
of each diastereomer was also determined in DMSO/acetate buffer
mixture used in the skin permeation study according to the
procedure outlined above.

Measurement of Partition CoefficientsPartition coeffi-
cients of propranolol and the prodrugs were determined in
1-octanol/pH 4.0 phosphate buffer (µ ) 0.155) since the prodrugs
are most stable at pH 4.0. Aqueous buffer solution and 1-octanol
were mutually presaturated at 25 °C before use. Propranolol or
the prodrug concentration in pH 4.0 buffer was measured by a
reversed phase HPLC method before and after shaking with equal
volume of 1-octanol for 1 h. The partition coefficients were
determined as the ratios between the concentrations measured
in 1-octanol and pH 4.0 phosphate buffer.

Preparation of Liver and Intestinal HomogenatessRats
were sacrificed by decapitation and the upper two-thirds of the
small intestine and liver were removed rapidly, washed with ice-
cold 0.15 M KCl, blotted to dryness, and weighed. The intestine
was cut into approximately 5 cm long sections, and the subsequent
tissue manipulations were conducted at 4 °C. Fat and omentum
from the small intestine were removed, and the lumen was washed
with saline. The mucosal layer was collected by scraping with a
glass slide. The mucosal cells and the liver were homogenized in
five volumes of 1.15% KCl with a tissue homogenizer (Biospec)
and then centrifuged at 10000g for 20 min at 4 °C. To adjust the
protein content (2 mg/mL in liver sample and 1.5 mg/mL in
intestine sample), the supernatant fraction was diluted with 1.15%
KCl solution. Blood was collected in heparinized tubes, and plasma
was separated by centrifugation (10000g) for 15 min at 4 °C. The
protein content in the tissue homogenates was estimated by the
method of Lowry et al.29

Preparation of Rat Brain HomogenatesAnimals (male rats,
Sprague-Dawley) were sacrificed by decapitation, and brains were
removed and homogenized in ice-cold 1.15% KCl (w/v) solution
[brain tissue/solution, 1:4] with a homogenizer (Tissue Tearor,
Biospec). The homogenate was centrifuged at 9000g for 20 min.
The supernatant fraction containing soluble and microsomal
esterases was stored in aliquots at -80 °C until further use.
Protein contents were determined by the method of Lowry et al.
with bovine serum albumin as the standard.

Preparation of Skin Homogenate FractionssAll operations
were carried out at 0-4 °C. After sacrificing the animal by
decapitation, cutaneous strips were removed from the back and
the abdomen. Fat and the surrounding muscular tissues as well
as capillaries adhering to the dermis were removed. The skin was
minced and mixed with 10 volumes of cold Tris-HCl buffer (pH
7.4) containing 0.15 M KCl and homogenized for 10 min. The whole
homogenate was filtered with a funnel through buffer-soaked
cotton and centrifuged at 10 000g for 20 min at 0-4 °C to remove
mitochondria and nuclei. The postmitochondrial fraction was
centrifuged at 100 000g for 1 h with a Beckman TL 100 ultracen-
trifuge, and the cytosolic supernatant was separated. The mi-
crosomes obtained from the pellet were resuspended in 5 mL of
Tris buffer. Washed microsomes were isolated by recentrifugation
at 100 000g for 1 h.

Hydrolysis StudiessIn BuffersStock solution of diastereo-
meric ester prodrugs (0.05 M) was prepared in dimethyl sulfoxide.
An aliquot (20 µL) was added to 10 mL of preincubated (37 °C)
buffer solution (pH 7.4, µ ) 0.155) in a shaker water bath to
initiate the hydrolysis reaction. At appropriate time intervals,
samples (100 µL) were withdrawn and directly analyzed by HPLC.

In PlasmasFive microliters of stock solution of each diastere-
omeric prodrug was added to 2.5 mL of fresh plasma preincubated
at 37 °C for 5 min to initiate the reaction. At appropriate time
intervals 20 µL samples were withdrawn and immediately added
to 100 µL of acetonitrile kept in an ice-water bath to precipitate
the plasma proteins. The mixture was vortexed and centrifuged
at 10 000g for 10 min at 4 °C. The supernatant was separated
and stored at 4 °C until analysis by HPLC.

In Liver, Intestinal, and Brain HomogenatessStock solutions
of the liver, mucosal cells, and brain homogenate preparations
were diluted to approximately 1 mg/mL protein content with ice-
cold phosphate buffer (pH 7.4; µ ) 0.155). The rest of the procedure
was similar to that described for hydrolysis in plasma.

In Skin PreparationssProtein concentrations of the cytosol and
microsomal fractions were adjusted to 2 mg/mL with ice-cold pH
7.4 phosphate buffer (µ ) 0.155). The rest of the procedure was
similar to that described for hydrolysis in plasma.

In Pure EsterasesPure cholinesterases, i.e., buytyryl and acetyl,
were diluted with phosphate buffer (100 mM, pH 7.4) to a suitable
protein concentration (1 mg/mL) and were used to study the
hydrolysis kinetics of diastereomeric propranolol esters. The rest
of the procedure is similar to that described above.

ChromatographysA Beckman 100 A liquid chromatographic
system equipped with a fluorescence spectrophotometer (Schoeffel
FS 970) was used at excitation (λex) and emission (λem) wavelengths
of 290 and 340 nm, respectively. Propranolol and diastereomeric
ester prodrug concentrations were determined with a C18 Novapak
column (150 mm × 3.9 mm i.d., 5 mm, Waters). A chiral AGP
column (100 mm × 4 mm, 5 mm, Alltech) was used to separate
enantiomers of propranolol. The eluent systems were composed
of acetonitrile: 2% v/v acetic acid (70:30), pH 4.0 adjusted with

Journal of Pharmaceutical Sciences / 545
Vol. 88, No. 5, May 1999



ammonia (C18 column), and 20 mM ammonium acetate buffer (pH
4.1)/acetonitrile (98:2) (AGP column). A constant flow rate of 1.5
mL/min (C18 column), and 1.0 mL/min (AGP column) was main-
tained. The chromatographic separations were carried out at
ambient temperature. Samples of 20 µL were injected onto the
chromatograph. The retention times were 11.5, 13, 14.5, and 17
min for 1S2R, 1S2S, 1R2R, and 1R2S, respectively.

In Vitro Permeation StudysIn vitro percutaneous perme-
ation study was performed with a side-by-side diffusion cell
apparatus. The rats were sacrificed by decapitation, and the hair
of the abdominal region was removed immediately using an animal
clipper (Oster A2) and a razor. A rectangular section of dorsal skin
was excised from the animal with surgical scissors. Adhering fat
and visceral debris were removed from the undersurface with
tweezers. The excised skin was immediately mounted between the
half-cells, with the dermis side in contact with the receptor fluid
(0.01 M acetate buffer, pH 4). The area of skin available for
diffusion was 0.636 cm2. The prodrugs (7.5 mg) 1S2S, 1S2R, and
1R2R were solubilized in 7% v/v DMSO, and the volume was
subsequently adjusted to 3 mL with 0.01 M pH 4 acetate buffer
and added to the donor half-cell. The 1R2S prodrug (7.5 mg) was
solubilized in 20% DMSO since this prodrug was the least soluble
one. The saturation solubility of the prodrugs, determined in the
buffer-DMSO system, was used for calculating the permeability.
The solubility of the prodrugs in these systems ranged from 1 mM
(1R2S) to 1.6 mM (1S2S). Enantiomer transport of propranolol
hydrochloride from actate buffer (pH 4.0) was studied using 230
mM donor concentration. The half-cells were maintained at 37 °C
connected to a circulating water bath (Isotemp, 1016P, Fischer
Scientific). A 200 µL sample was withdrawn periodically for 24 h
and replaced with equal volume of buffer. The fractions were stored
at 4 °C until analyzed by HPLC for regenerated propranolol and
the intact prodrugs. Cumulative amount of propranolol and the
prodrugs transported (sum of intact prodrug and regenerated
propranolol) was plotted against time, and the flux was obtained
from the apparent steady-state linear portion of the graph.

The permeability coefficients of propranolol and its prodrugs
were calculated30 by

where Kp is the permeability coefficient, Js is the steady-state flux,
and Cs is the saturation solubility of the prodrugs in the buffer-
DMSO system or PL in acetate buffer.

Statistical AnalysissResults of hydrolysis and permeation
experiments were expressed as the mean ( SD. The student’s t
test was applied, where necessary, to evaluate significance of
difference.

Results and Discussion
A major problem associated with the preparation of

O-acetyl derivatives of propranolol and similar O,N-
bifunctional compounds is the competing N-acetyl reac-
tions. Indeed, the previously reported hemisuccinate de-
rivative of propranolol has been shown to have the N-
rather than the O-acetyl structure.31 Irwin and Belaid28

showed that O-acetylation is possible only by allowing the
reaction of propranolol hydrochloride to take place with an
appreciable, i.e., 4-5-fold, excess of the acid chloride
without a catalyst. Under either synthetic or hydrolysis
reaction conditions racemization at any one/two of the
chiral centers of the prodrug can occur. It has been reported
that, oxazepam undergoes racemization in aqueous me-
dium.32 The factors and the implications of racemization
of enantiomers were discussed in detail elsewhere.33 Such
possible racemization was checked by reversed phase
HPLC. Racemization of propranolol after prodrug hydroly-
sis is also possible, and this was also cross-checked under
chiral column HPLC conditions. Interestingly, neither O
to N transfer nor racemization were observed during
synthesis or hydrolysis of the prodrugs.

Physicochemical PropertiessPhysicochemical pa-
rameters, such as aqueous solubility, have been shown to

influence membrane flux, therapeutic activity, and phar-
macokinetic profiles of medicinal agents. Therefore the
physicochemical properties of propranolol and the prodrugs
are important, especially in determining loading and
release properties from a transdermal therapeutic device.
The ester derivatives of propranolol used in this study
undergo chemical hydrolysis, particularly under alkaline
conditions as described later. Therefore the compounds are
relatively unstable for normal equilibrium aqueous solubil-
ity determination around neutral pH range. To overcome
this problem, the solubility of the prodrugs was determined
at pH 4 (acetate buffer; µ ) 0.155) in which the prodrugs
are found to be most stable. Analysis by HPLC showed
insignificant degradation (<0.05%) of the esters during the
solubility determination. The physicochemical properties
such as solubility and partition coefficients (PC) of the four
diastereomeric prodrugs are shown in Table 1. Diastereo-
mers by definition exhibit different physicochemical prop-
erties. However, as shown in Table 1, only 1R2S showed
significantly (p < 0.05) different aqueous solubility com-
pared to the other diastereomers. The aqueous solubilities
of the PL diastereomeric esters decreased and the partition
coefficients increased compared to those of PL. Lipophilicity
is very important for transdermal permeation because the
stratum corneum, the major barrier to drug permeation,
is lipid in nature and generally favors the permeation of
lipophilic drugs. It has also been reported recently that an
effective dermal prodrug should possess not only high
lipophilicity but also adequate aqueous solubility.34

Hydrolysis in Buffer and Tissue Preparationss
Hydrolysis of all four diastereomeric prodrugs was inves-
tigated in aqueous solution at 37 °C over a wide pH range.
At constant pH and temperature, the disappearance of the
prodrugs displayed apparent first-order kinetics for several
half-lives (data not shown). The prodrugs were completely
hydrolyzed to propranolol in buffer (pH 1.2-8.0) although
the propranolol prodrugs can undergo both hydrolysis and
intramolecular aminolysis in alkaline solution.35 The hy-
drolysis rate of prodrug increased with increasing pH. The
shape of the pH-rate profile indicated proton- and hy-
droxyl-catalyzed degradation of the protonated prodrug
together with a hydroxyl-catalyzed degradation of the
unprotonated form. The V-shaped pH-rate profile (slope
close to unity [0.78]) (Figure 1) indicated that water-
catalyzed spontaneous degradation does not significantly
contribute to the overall reaction. The maximum stability
of the prodrugs was observed at around pH 4.0. No
significant (p > 0.05) differences were observed among the
hydrolytic rate constants of four diastereomeric PL ester

Kp ) Js/Cs

Table 1sSolubility and Partition Coefficients (PC) of Propranolol and
Its Diastereomeric Ester Prodrugs

compound solubility,a mg/mL PCb

propranolol HCl 116.521(38) 2.50
1S2S 0.303 ± 0.031 11.85
1R2R 0.231 ± 0.005 17.90
1S2R 0.301 ± 0.021 11.00
1R2S 0.040 ± 0.006 * 20.70

a Determined in pH 4.0 acetate buffer at 25 °C. b Done in octanol−pH 4.0
phosphate buffer (µ ) 0.155) at 25 °C; *p < 0.05 compared to the other
prodrugs.
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prodrugs in the phosphate buffer solution at a given pH,
suggesting that H+, OH-, or spontaneous hydrolytic rate
constants for an ester may not depend on the stereochem-
istry of the attached R group. The features of chemical
kinetics are in agreement with those findings earlier
reported for other propranolol esters.20,35

The first-order degradation of the diastereomeric ester
prodrugs in plasma and liver homogenates is shown in
Figure 2, and apparent first-order rate constants were
determined from the slopes of the linear plots. Absence of
any detectable peaks other than the propranolol and
prodrug indicated the possibility of ester hydrolysis without
rearrangement. Similar findings have been reported for
other propranolol esters in rabbit serum.36 The rate con-
stants for the hydrolysis of four diastereomeric PL ester
prodrugs with various tissue preparations are summarized
in Table 2. Hydrolysis was accelerated by the addition of
plasma or tissue homogenate, and stereoselectivity was
observed. The order of hydrolytic rate constant of diaster-
eomeric esters was found to be (1S2S < 1R2S < 1R2R <
1S2R) in plasma, and brain tissue homogenates. However,
the order was changed in liver homogenates (1R2S < 1S2S
< 1S2R < 1R2R) and intestinal homogenate (1S2S < 1R2S
< 1R2R < 1S2R). The data clearly suggests that the
configuration on the second chiral carbon atom (see prodrug
structure in Table 1) to be the determinant in the rate of
hydrolysis of all the diastereomeric prodrugs in all biologi-
cal media examined (slowest 1X2S and fastest 1Y2R). The
rate of hydrolysis of each diastereomer shows tissue
dependency, with highest rate constants observed in in-
testinal homogenate and the lowest being in the plasma.

As judged from the rate constants shown in Table 2, the
diastereomeric PL esters may be hydrolyzed mainly by
esterases in the intestine and liver. These esterases consist
of several isozymes, and esterase activity differs among
various tissues. It was reported that oxazepam succinate
was stereoselectively hydrolyzed and the selectivity differed
between brain and liver.37 This study clearly demonstrates
that hydrolysis of diastereomeric PL prodrugs by plasma,
liver, and intestine is stereoselective.

In an attempt to characterize these differences, hydroly-
sis of these prodrugs was carried out with pure plasma
esterases such as acetyl cholinesterase (EC 3.1.17) and
butyryl cholinesterase (EC 3.1.1.8). The hydrolytic rate
constants by these esterases were expressed in min-1 mg-1

and are tabulated in Table 2. It was found that the
hydrolysis of all four diastereomeric ester prodrugs was
faster by acetyl cholinesterase than by butyryl cholinest-
erase and was stereoselective.

The hydrolysis of these four diastereomeric ester pro-
drugs has also been studied in rat brain tissue homogenate,
and results are shown in Table 2. Though there is no
significant difference in the hydrolytic rate constants
among the four diastereomeric ester prodrugs in the rat
brain tissue homogenate, the plasma rate constants suggest
significantly higher stability of the all diastereomers. In
fact, when these rate constants were compared with those
obtained in plasma, 1S2S prodrug was found to be 27 times

Figure 1sTypical pH−rate profile for the hydrolysis of diastereomeric ester
prodrug (1S2S) in aqueous solution at 37 °C.

Table 2sStereoselective Hydrolysis Rate Constants of Diastereomeric Ester Prodrugs of Propranolol in Different Rat Tissue Homogenates at 37 °C

rate constantsa (× 104, min-1 mg-1 protein)

prodrug plasma liver intestine brain cytosolc microsomesc EC 3.1.1.7b EC 3.1.1.8b

1S2S 1.89 ± 0.03 30.12 ± 0.18 83.64 ± 0.16 52.59 ± 0.99 0.003 ± 0.000 0.189 ± 0.020 1.32 ± 0.02 50.31 ± 1.21
1R2R 10.79 ± 0.13 129.10 ± 1.62 236.9 ± 3.27 60.29 ± 1.54 0.042 ± 0.005 0.090 ± 0.008 0.72 ± 0.01 32.43 ± 0.78
1R2S 9.12 ± 0.20 4.59 ± 0.09 84.18 ± 3.44 55.39 ± 0.01 0.015 ± 0.001 0.860 ± 0.008 0.15 ± 0.01 33.02± 0.66
1S2R 24.52 ± 0.37 97.72 ± 2.25 334.5 ± 5.64 73.01 ± 1.44 0.020 ± 0.002 0.183 ± 0.016 0.11 ± 0.01 41.18 ± 0.92

a Each value is the mean ± SD (n ) 3). b Expressed as min-1 units-1. c Skin.

Figure 2sFirst-order plots for hydrolysis of diastereomeric propranolol ester
prodrugs in plasma (A) and liver (B) homogenates.
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more stable in plasma (rate constant 0.189 ( 0.03 × 10 -3

min-1 mg-1), compared to the brain tissue (rate constant
5.259 ( 0.99 × 10-3 min-1 mg-1), making it a likely prodrug
candidate if brain targeting is needed for this drug.

Percutaneous PermeationsTopically applied drugs
may be subject to considerable metabolic conversion.
Simultaneous metabolism may affect the overall transport
and disposition of the active species. It is possible to
synthesize prodrugs, which permeate the skin more rapidly
than the parent molecule, but are metabolized to the active
form at the site of action. Simultaneous transport and
metabolism after topical application of a drug is of interest
to rationalize and develop a topical dosage form. Studies
with propranolol have been conducted in the past using
hairless mouse skin on the premise that there is no
stereoselective penetration of propranolol.38 In this study,
shaved skin of male Sprague Dawley rats has been used.
No stereoselective permeation of propranolol was observed.
This is consistent with the findings of Heard et al., where
no stereoselective permeation of propranolol through hu-
man skin was reported.39

All the diastereomeric ester prodrugs were hydrolyzed
simultaneously during permeation and permeated as both
intact prodrug and PL. To make the comparison simple
only the total permeated amount (sum of intact prodrug
and converted PL) of each diastereomeric prodrug was
considered. The permeation parameters are shown in Table
3. The highest flux of the prodrugs was obtained with the
1S2S diastereomeric prodrug. The target rate of delivery
(Ro) for propranolol and the prodrugs was calculated from
reported values of the pharmacokinetic parameters for
propranolol,40 namely, clearance (Cl) and desired thera-
peutic steady-state concentration (Css) by:

The clearance of (S)-propranolol is 16 mL min-1 kg-1,
and the required steady-state concentration for control of
resistant ventricular arryhthmias is 1 µg mL-1. Using these
values, the target delivery rate for (S)-propranolol and its
prodrugs is 0.672 mg h-1 and for (R)-propranolol and its
prodrugs 67.2 mg h-1 for a 70 kg individual. This difference
in delivery rate arises because the S isomer of propranolol
is 100 times more potent than the R isomer. On the basis
of this and the comparatively lower flux values obtained
with the other prodrugs, the 1S2S prodrug is by far the
best candidate for transdermal delivery. Taking into
consideration the size of a patch for delivery, a patch size
of 22.68 cm2 is required for the 1S2S prodrug, and a size
of 7.07 cm2 is required for (S)-propranolol. Delivery of (R)-
propranolol and its prodrugs is, however, problematic
because of the relatively higher target for delivery and
constraints in patch size.

From the in vitro diffusion studies, it appears that there
is a 3- to 12-fold higher flux value associated with propra-

nolol than with the prodrugs. However, it should be noted
that the donor concentration of the 1S2S prodrug in the
diffusion studies was approximately 1.6 mM and that of
propranolol was 230 mM. The permeability coefficient (Kp)
is independent of donor concentration and serves as an
important parameter in comparing permeation potential.
The Kp value was higher for all prodrugs compared to that
of propranolol. From the flux and Kp values, it can be
concluded that the 1S2S prodrug is promising in that it
allows greater permeation with a lower concentration of
the drug. This is preferable, since chances of skin irritation
may be minimized.38

Hydrolysis of prodrugs in the cytosol and microsomal
fraction of the skin were conducted to determine the
location of the esterases. Stereoselective hydrolysis was
observed in both fractions. The hydrolytic rate constants
of the four diastereomeric ester PL prodrugs are sum-
marized in Table 2. The prodrugs were hydrolyzed to a
lesser extent in the cytosol as compared to microsomes. An
interesting observation was that the prodrugs made with
(S)-2-phenylbutyryl chloride were hydrolyzed to a lesser

Table 3sCalculated Flux (Js) and Permeability (Kp) Values for
Propranolol and the Prodrugs

compound
solubility in donor
phase (µg/mL)d

Js

(µg cm-2 h-1)
Kp × 103

(cm h-1)

(R)-propranolol − 94.48 ± 11.09 1.40 ± 0.30
(S)-propranolol − 95.61 ± 14.08 1.41 ± 0.27
1S2S 702 ± 48 29.63 ± 0.26 42.20 ± 1.24b,c

1R2S 450 ± 27 13.17 ± 0.16 29.26 ± 3.41b,c

1S2R 650 ± 39 10.58 ± 0.34 16.27 ± 3.12b

1R2R 628 ± 40 8.16 ± 1.24 12.99 ± 2.84b

a Each value is the mean ± SD (n ) 3). b p < 0.05 compared to propranolol.
c p < 0.05 compared to the other prodrugs. d Determined as described in
Materials and Methods.

Ro) CssCl

Figure 3sPenetration of propranolol enantiomers (A) and diastereomeric
prodrugs (intact prodrug and transported propranolol) (B) across full thickness
rat skin at 37 °C.
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extent in the cytosol than those made with (R)-2-phenyl-
butyryl chloride. This assumes significance in light of the
fact that the S isomer of propranolol is 100 times more
potent than the R isomer. These prodrugs being more
efficient at avoiding metabolism further help in improving
the skin permeation of propranolol.

In Figure 3, the cumulative amount of propranolol and
the diastereomeric ester prodrugs (sum of intact prodrug
and regenerated propranolol) transported through the full
thickness rat skin was plotted against time. It appears that
all four drugs impart increase in lipophilicity as compared
to parent PL as indicated by their PC data. The hydrolysis
data in conjunction with the flux data clearly suggests that
the prodrug, which has optimum stratum corneum parti-
tioning and exhibits the most resistance to enzymatic
hydrolysis, is able to cause the highest permeation. As
shown (Figure 4), the transdermal fluxes may be inversely
related to their skin cytosolic enzymatic rate constants.
Therefore, a design of prodrugs should not only involve
optimization of physicochemical parameters, i.e., lipophi-
licity and aqueous solubility, but must also include opti-
mum evaluation of biochemical stability by membranes
containing degradative enzymes.
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Abstract 0 A near-infrared (NIR) spectroscopic method based on
the use of a fiber optical probe for the analysis of a commercially
available pharmaceutical preparation is proposed. The analyte is
identified by comparison with a second-derivative spectral library, using
the correlation coefficient as the discriminating parameter. Once a
sample has been positively identified, the active principle is quantified
with partial least-squares (PLS) calibration. The proposed method was
validated for use as a control method; to this end, the selectivity of
the identification process, and the repeatability, intermediate precision,
accuracy, linearity, and robustness of the active principle quantitation,
were assessed.

Introduction
“Quality” is gaining crucial significance in many fields,

where it is becoming a necessity rather than a secondary
goal as in former times. Achieving and ensuring quality
entails strict control of raw materials, production processes
(via the analysis of intermediate products), and end-
products. Controlling every single step and product in-
volved in a manufacturing process entails performing a
large number of analyses. Conventional analytical meth-
odologies involve pretreating the sample, which accounts
for most of the time expended in the analysis, produces
most of the errors arising during the control process, and
uses substantial amounts of reagents and solvents. This
has promoted the development of expeditious, reliable
alternative methodologies, enabling thorough control of a
production process via the simultaneous determination of
several parameters.

Near-infrared (NIR) spectroscopy is gaining wide ac-
ceptance in the pharmaceutical industry as both the
expeditiousness with which information can be obtained
and the fact that the NIR signal depends on the chemical
composition and physical properties of the sample make
this technique widely applicable.1,2 The most important
physical properties that affect the spectra of pharmaceuti-
cal samples are the particle size and granulation, bringing
about modifications on the spectrum like shifts or drifts of
the baseline.

One of its most appealing applications of NIR is the use
of a fiber optical probe coupled to the spectrophotometer
to make measurements with no sample preparation, thereby
avoiding the need for reagents and solvents. Although the
most common use of fiber optical probes in routine analyses

is the identification of raw materials,3 its potential for
quantitative analyses has also been demonstrated.4-6

As regards qualitative applications, NIR spectroscopy
has solved various problems such as preliminary investiga-
tions in the analysis of mixtures or discrimination among
similar products;7 more widespread, however, is the iden-
tification of pure chemicals by reference to an existing
spectral library.3,4,8 In this work, we used the correlation
coefficient as the discriminating parameter to identify the
spectrum for the unknown sample with one in the library.

As far as quantitative analysis is concerned, NIR spec-
troscopy allows the determination of active principles and/
or excipients in various pharmaceutical preparations by use
of different multivariate calibration techniques9 (e.g. mul-
tiple linear regression, principal component regression) of
which partial least-squares (PLS) regression, used in this
work, is the most widely employed choice. In quantitative
analysis the modification on the spectra due to the physical
properties are minimized by applying spectral pretreat-
ments (derivatives, SNV, MSC, etc.) and/or including
variability in the calibration to model it; using these
procedures it is expected that the physical characteristics
of the sample do not affect on the prediction capability of
the model.

One more advantage of the use of NIR is the possibility
to identify and quantify a sample using the same experi-
mental data. Mathematically both methods are indepen-
dent; spectral pretreatment used in each method is opti-
mized to get the best results. For the quantification method
we optimized the spectral mode to get the best prediction
capability, but for the identification procedure we used the
second derivative because it is the usual method that the
commercial softwares includes. After defining the spectral
mode needed in each method (identification or quantitative)
in routine analysis, the software automatically transforms
the absorbance spectral data of the recorded spectrum to
the proper spectral mode previously defined for each
method.

Once a new analytical protocol has been developed, it
must be validated if it is to be accepted for use in routine
analyses; in this way, the method is guaranteed to perform
in such a way as to provide quality results every time.

There are several reported guidelines for the practical
validation of analytical methods.10,11 Official ones such as
those issued by the United States Pharmacopeia (USP),12

the International Conference on Harmonization (ICH),13

or the Food and Drug Administration (FDA)14 provide a
framework for the validation process. As a rule, methods
for regulatory submission must include studies on specific-
ity, linearity, accuracy, precision, range, quantitation limit,
and robustness.
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The ICH has lately made strong harmonization efforts
aimed at validating methods for the control of formulations
and substances. However, chemists continue to be faced
with the problem that every existing regulation of this type
is concerned with the validation of chromatographic meth-
ods. The lack of officially endorsed methodologies where
sample treatment differs markedly from that of a chro-
matographic procedure makes validation a process for
which no preset rules exist.

The objective of this work is the development and
validation of a NIR quantitative method. To carry out this
objective, two requirements are necessary. First, the
validation regulation demands a guarantee of the sample
identity before quantifying the sample. Second, once a
method is established, conventional tests are adapted to
the specific NIR needs in order to demonstrate their
suitability.

Experimental Section

SamplessA pharmaceutical preparation (CBIC) commercially
available in granular form contains ferrous lactate dihydrate (770
mg/g as anhydrous ferrous lactate) as active principle, and sodium
croscarmellose (50 mg/g) and talc (20 mg/g) as excipients. Samples
of the pure components and of the pharmaceutical preparation
from different production batches were supplied by Laboratorios
Menarini S.A.

Apparatus and SoftwaresThe spectra were recorded on a
NIRSystems 5000 near-infrared spectrophotometer equipped with
a reflectance detector and an AP6645 ANO3P fiber optical probe.
The instrument was governed by the software package NSAS v.
3.30, from Perstorp Analytical, NIRSystems, which includes
modules for acquisition and treatment of NIR spectra. It also
includes IQ,2 a program for developing the routine qualitative and
quantitative analyses.

A Turbula Type T2C shaker mixer from WAB (Basel, Switzer-
land) was used to homogenize laboratory-made solid samples.

Calibration was performed by using the commercially available
multivariate calibration software package Unscrambler v. 5.03,
from Camo AS (Trondheim, Norway), which enables principal
component analysis (PCA) and partial least-squares regression
(PLS) and has additional capabilities for variable selection and
outlier detection. The NIR spectra processed by this program were
previously exported in JCAMP format from the spectrophotometer.

Sample PreparationsTwo types of samples (laboratory and
production) were used. Laboratory samples were prepared by
weighing variable amounts of the active pure principle and adding
different amounts of sodium croscarmellose and talc until the
appropiate ferrous lactate concentration was obtained; the active
principle content varied evenly over a concentration range about
(15% of the nominal value (viz. 650-850 mg/g). Each sample was
shaken about 1 h and then a NIR spectrum was recorded; the
shaking process was repeated again for 10 min and then a second
NIR spectrum was recorded. When two consecutively recorded
spectra were identical, the sample was considered homogeneous;
otherwise, the shaking process was repeated.

The production samples were granulated samples obtained from
different production batches, and their NIR spectra were recorded
without any treatment.

Recording of NIR SpectrasThe spectrum for each sample
was recorded over the wavelength range 1100-2500 nm by
inserting the fiber optical probe into the containers where the
samples were received, so preparation of the sample for the
analysis it was not necessary.

All samples were recorded in triplicate; after each single
measurement the powder was stirred with the aid of a spatula to
record different parts of the sample. The average of the three
spectra for each sample was used for analysis.

Figure 1 shows the NIR spectrum for each individual component
of the pharmaceutical preparation, together with that for a
production sample.

Reference MethodsThe active principle in the pharmaceuti-
cal was determined by measuring the ferrous ion in ferrous lactate
by redox titration15 with Ce4+ ion. An amount of ca. 0.2 g of sample

was supplied with 100 mL of 1:50 H2SO4:H2O, 0.5 g of NaHCO3,
and 1-2 drops of ferroin (indicator) and titrated with a previously
standardized 0.1 M Ce4+ solution.16 The active principle content
in each sample was obtained as the average of three determina-
tions by the reference volumetric method.

The ferrous lactate content in the laboratory samples was
calculated from weights of the pure components used to prepare
them.

Data ProcessingsIdentificationsSamples were identified by
comparison of their spectra with standard spectra in a reference
library. To this end, a library containing spectra for the pharma-
ceutical preparation, the active principle, and the excipients was
compiled; for each product, a set of sample spectra that met the
specifications and represented all the variability in the manufac-
turing process were available. The library was constructed from
second-derivative spectra in order to facilitate discrimination
among different products and decrease spectral variability due to
scattering.

Similarity between products was expressed through the cor-
relation coefficient or match index, Fjk, given by

where the subscripts k and j denote the sample and product
reference spectra, respectively, acquired at p wavelengths, xik and
xij are measured values of the sample and the product reference
at wavelength i, and xjj is the value of the average spectrum j over
all p wavelengths.

The match index ranges between -1 and +1. A value of +1
indicates perfect similarity between the unknown product and a
product in the library. However, random noise associated to
measurements may preclude obtainment of this value, so an
identification threshold must usually be established.

Quantitative AnalysissAll models tested were based on the PLS
algorithm17 and constructed by cross-validation, using as many
segments as samples in the calibration set. All were constructed
for the spectral range 1100-2200 nm and thus avoided the upper
zone of the spectrum and hence the high background noise
associated with the use of a fiber optical probe. The number of
significant PLS components was taken to be the minimum number
for which the prediction error sum of squares (PRESS) was not
significantly different from the lowest PRESS value.18

The quality of the results was assessed in terms of the relative
standard error of prediction,19

Figure 1sNIR spectra for a production sample and the pure components of
the pharmaceutical. (1) Production sample. (2) Ferrous lactate dihydrate. (3)
Sodium croscarmellose. (4) Talc.
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where CLABi is the reference concentration and CNIRi the PLS
calculated concentration.

Results and Discussion
The proposed analytical procedure uses a single spectral

measurement for the simultaneous qualitative (identifica-
tion) and quantitative analysis of a commercially available
pharmaceutical preparation.

Unknown samples are identified by comparing their
spectra with the average spectrum for each product in a
library. If the sample is positively identified, then its active
principle content is automatically quantified by reference
to a previous PLS calibration.

After the proposed method was developed, it was vali-
dated for use as a routine control method.

IdentificationsA library consisting of 45 spectra for
four different products, viz. the pharmaceutical preparation
(five different CBIC production batches) and its three pure
components (ferrous lactate dihydrate, sodium croscarmel-
lose, and talc) was compiled. The spectra in the library were
all recorded over the 1134-2200 nm range and converted
into their second derivatives to lessen the effects of scat-
tering. The library thus obtained exhibited no internal
conflicts and correctly identified every spectrum used for
self-validation.

All production samples studied (calibration and predic-
tion sets) exhibited correlation coefficients between 0.95
and 1. An unknown sample was assumed to be positively
identified if its correlation coefficient exceeded the estab-
lished threshold (0.95). If any sample surpassed such a
threshold for more than one product in the library, it was
positively matched to that with the highest coefficient.

Quantitative AnalysissAvailable samples were split
into a calibration set and a prediction set. The calibration
set consisted of laboratory samples and samples from
different batches of the pharmaceutical preparation (see
Table 1). The laboratory samples used for calibration
spanned the whole concentration range of interest in a
uniform manner; these samples are powdered, and do not
have the same physical properties that the real samples
(granulation) have, so production samples were included
in the calibration set in order to introduce the variability
of the manufacturing process. Generally, a calibration set
composed of only laboratory samples causes high prediction
errors in production samples; in this case, using a calibra-
tion set composed of laboratory samples alone (12 samples)
the prediction of production samples always gave under-
estimated results (except one) and a RSEP ) 3.8%, an error
that we considered too high.

To improve the prediction, we introduced production
samples in the calibration set.6,20 The Principal Component
Analysis (PCA) was used to select the production samples
to include to the calibration set. A PCA of second derivative
spectra was calculated using the eight production samples
available when the calibration was constructed; as can be
seen from Figure 2, the samples selected were those
exhibiting the greatest variability in a plot of the first
component against the second, which, together, accounted
for 89% of the variance. After this selection, the calibration
set was composed of 17 samples, 12 of which were labora-
tory-made and 5 from production batches; the prediction

set was composed of 19 samples, 9 laboratory-made samples,
and 10 production batches.

Absorbance, first-derivative, and second-derivative PLS

RSEP(%) ) x∑
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(CLABi
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∑
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Table 1sDetermination of Ferrous Lactate by Use of the Proposed
NIR Spectroscopic Method and Reference Method

sample reference method (mg/g) NIR method (mg/g)

Calibration Set
1 671 668
3 685 688
5 701 697
7 720 720
9 739 745
11 758 759
13 777 780
15 795 805
17 816 813
19 831 832
20 841 839
21 850 846
K-4M 791 784
K-11 778 780
K-16 771 765
K-18 771 770
K-19 754 757

RSEP(C) ) 0.6%
Prediction Set

2 677 673
4 694 694
6 710 712
8 730 729
10 747 747
12 766 769
14 786 784
16 805 813
18 813 816
K-9M 750 759
K-11M 770 765
K-12 777 765
K-14 765 763
K-17 761 763
K-20 765 760
K-21 756 760
K-22 763 754
K-23 761 758
K-24 771 759

RSEP(P) ) 0.8%

Figure 2sScores plot for the first and second principal component of the
production samples. (2) Calibration samples. (b) Prediction samples.
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models were tested. Table 2 shows the relative standard
error of prediction (RSEP) for the different quantitative
models studied. As can be seen, the best results were
provided by derivative models, with no significant differ-
ences between first- and second-derivative ones. A quan-
titation model based on first-derivative spectra was chosen
as optimal, as it was more simple; it used one fewer PLS
component and gave slightly lower errors than the rest.
As can be seen from the results (Table 1), this calibration
model allows the accurate prediction of real-world samples
with no adverse effect on the quantitation of laboratory
samples.

The specification limit for acceptance of the active
principle content in the pharmaceutical was (5% of the
nominal value, which is clearly larger than the prediction
errors obtained with the optimum calibration procedure for
the production samples; in fact, none of the samples
assayed provided a relative error in excess of 1.5%.
Therefore, the proposed calibration procedure is precise
enough for use as a control methodology.

Validation of the ProceduresThere is no universally
accepted procedure for validating a quantitative method
by NIR spectroscopy. In this work, we adapted the ICH
general guidelines13 to the purpose. The specific aspects of
the NIR method that differ most markedly from the usual
regulatory analysis are the use of a multivariate calibration
method and the need for no sample pretreatment, i.e.
sample spectra are directly recorded.

The factors considered in validating the proposed method
included selectivity in the identification step, and repeat-
ability, intermediate precision, accuracy, linearity, and
robustness in the quantitation step. The concentration
range spanned by the calibration is another parameter
usually examined for validation; however, the use of PLS
regression to determine the active principle entails the a
priori selection of the concentration range of interest.
During the validation process, solid evidence was obtained
that the resulting quantitation errors were acceptable
throughout the concentration range studied.

IdentificationsSensitivitysThe proposed method is
able to positively identify the pharmaceutical and distin-
guish it from its pure components.

The identification selectivity of the proposed method was
assessed by comparing the results of the NIR analysis of
CBIC samples with those for the active principle and
excipients in the pharmaceutical. Table 3 shows the
correlations for a production sample and samples of the
pure components with the different products included in
the spectral library. As can be seen, the production sample

was identified as CBIC (the material for which the highest
correlation coefficient, in excess of 0.95, was obtained).

The closeness of the correlation coefficients between
CBIC and ferrous lactate dihydrate reveals that the two
products are very similar. To avoid conflicting identifica-
tions, Table 4 shows the correlation coefficients with CBIC
and ferrous lactate dihydrate of the different production
batches not used in compiling the library. No spurious
identifications were made provided the established criter-
ion was adhered to by virtue of the small spectral differ-
ences introduced by the presence of excipients in the
pharmaceutical.

Quantitative AnalysissRepeatabilitysThe repeatabil-
ity of the proposed method was evaluated by performing
12 determinations of a production batch. Table 5 shows the
results obtained from measurements made by the same
operator on the same day. The active principle contents
obtained in the 12 determinations exhibited a coefficient
of variation CV ) 0.3%, which is well below the usual
accepted limits (<1%).

Intermediate PrecisionsThe intermediate precision was
assessed on two different production samples by evaluating
two variable parameters in the routine control of the
preparation, namely, day and operator. Table 6 shows the
quantitative results obtained from measurements made by

Table 2sRelative Standard Error of Prediction (%) for the Calibration
and Prediction Sets [RSEP(C) and RSEP(P), respectively]

PLS-components RSEP(C) RSEP(P)

absorbance 5 1.2 2.9
derivative 1 4 0.6 0.8
derivative 2 5 0.5 0.9

Table 3sCorrelation Coefficient Found in the Identification of
Unknown Samples Using the Spectral Library

samples analyzed

products included
in the library CBIC

ferrous
lactate dihyd

croscarmellose
sodium talc

CBIC 0.984 0.989 0.056 0.056
ferrous lactate dihyd 0.974 0.997 −0.056 0.000
croscarmellose sodium 0.054 −0.060 0.999 −0.017
talc 0.049 −0.002 −0.012 0.997

Table 4sCorrelation Coefficients for Different Production Batches
Relative to Products in the CBIC Library and Ferrous Lactate
Dihydrate

sample CBIC lactate ferrous dihydrate

K-17 0.959 0.955
K-12 0.984 0.983
K-14 0.977 0.973
K-11M 0.973 0.967
K-20 0.967 0.964
K-21 0.960 0.954
K-22 0.959 0.955
K-24 0.980 0.977
K-9M 0.983 0.972
K-23 0.985 0.982

Table 5sStudy of Repeatability. NIR Results of 12 Analyses of the
Same Production Batch

measurement ferrous lactate (mg/g)

1 773
2 775
3 773
4 771
5 772
6 777
7 774
8 778
9 773

10 777
11 776
12 775

mean: 774
CV: 0.3%

Table 6sStudy of Intermediate Precision. NIR Results Obtained by
Two Different Analysts on Three Different Days

sample day 1 day 2 day 3

1 operator 1 760 751 760
operator 2 748 757 761 CVglobal ) 0.7%

2 operator 1 754 751 758
operator 2 749 763 755 CVglobal ) 0.7%
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two different analysts on three different days. As can be
seen, the coefficient of variation for the two samples studied
was slightly higher than that obtained in the repeatability
study as a result of new sources of variation being
introduced in the analyses; in any case, the CV values were
within accepted limits for this type of test (<2%).

The variability between days and that between operators
were evaluated jointly by two-way analysis of variance
(ANOVA), which revealed that neither source produced any
systematic errors.

AccuracysBecause the results could be affected by
physical properties of the samples, the accuracy of the
proposed procedure was only evaluated in production
batches. For this purpose, the NIR results were compared
with those provided by a well-characterized (reference)
method.

A paired t test21 was used to check whether the mean
value and that held as true (viz. the average value provided
by the volumetric method) were significantly different.
From the results for 10 samples (Table 7), a texp value of
1.41 was obtained (the ttab value for P ) 0.05 and 9 degrees
of freedom is 2.26). Because texp < ttab, the results provided
by NIR spectroscopy and the reference method are not
significantly different.

LinearitysLinearity is usually estimated by evaluating
the goodness of the variation of the analytical signal as a
function of the analyte concentration.10 With multivariate
calibration (e.g. PLS regression), however, an alternative
test suited to the methodology in question must be used.
To determine the linearity of the proposed method, the NIR
and reference results were compared via the following
equation:

The samples used to check for linearity should span the
whole concentration range studied, which is known to be
the case with production samples only. To include samples
of variable concentration with physical features as close
as possible to those of the production samples, under- and
overdosed samples were prepared in the laboratory. Such
samples were obtained by adding variable amounts of the
active principle or excipients, respectively, to samples from
different production batches and homogenizing them in the
shaker mixer before their NIR spectra were recorded. Their
active principle contents were determined by using the
reference procedure.

Table 8 shows the results for the 16 samples studied (5
of which were production samples and 11 samples used to
assess linearity). As can be seen, the results provided by
both techniques were quite consistent throughout the
concentration range studied. A plot of NIR concentration
against reference concentration was linear, with a slope of
1.03 ( 0.06, an intercept of -20 ( 51, and a correlation
coefficient r ) 0.994. The curve has an origin and a slope

not significantly different from zero and one, respectivity,
so the proposed method is subject to no systematic or
matrix errors in relation to the reference method over the
concentration range studied.22

Finally, a paired t test between the values provided by
the two methods21 was carried out in order to check
whether the NIR method provided accurate results through-
out the calibration range. The texp value thus obtained for
the samples of Table 8 was 1.45 (ttab for P ) 0.05 and 15
degrees of freedom is 2.13); since texp < ttab, the average
results provided by the two methods are not significantly
different.

RobustnesssThe proposed NIR method involves no
sample pretreatment, so the only experimental variables
potentially affecting the results are those inherent in the
spectrophotometer, which are set before any spectra are
recorded.

The proposed analytical method can be validated by
comparing its results with those of a reference method over
a period of time. The production samples analyzed in the
accuracy study were manufactured over a 4-month period.
Also, after the proposed method was accepted as a valid
control method, an overall 10 production batches have been
analyzed over a period of 8 months. The results exhibit
more than acceptable accuracy (the average error relative
to the theoretical value is 1.3%) and coefficients of variation
(1.5%). The method is thus quite robust.

Conclusions
A near-infrared spectroscopic method for a commercially

available pharmaceutical preparation that affords direct
analyses of untreated samples in the solid phase was
developed. The analytical process involves the identification
of the unknown sample and the quantitation of the active
principle in the pharmaceutical. Identification relies on the
correlation coefficient; the method allows the positive
identification of the pharmaceutical and discriminates it
from its pure components, and also even from the active
principle, which is the major component. After the sample
is identified, PLS regression allows the quantitation of the
active principle with a prediction error well below the
accepted limit for the pharmaceutical.

The method was validated by determining its selectivity,
precision, linearity, and robustness. The results demon-
strate that the proposed NIR spectroscopic method for the
identification and determination of ferrous lactate in the
pharmaceutical preparation CBIC is a valid alternative to

Table 7sStudy of Accuracy. NIR and Reference Results, Together
with Relative Errors (%)

sample NIR method (mg/g) reference method (mg/g) relative error (%)

K-9M 750 759 −1.2
K-11M 770 765 0.6
K-12 777 765 1.5
K-14 765 763 0.3
K-17 761 763 −0.3
K-20 765 760 0.6
K-21 756 760 −0.5
K-22 763 754 1.1
K-23 761 758 0.3
K-24 771 759 1.5

NIR value ) a + b × reference value

Table 8sStudy of Linearity. NIR and Reference Results, Together
with Relative Errors (%)

sample reference method (mg/g) NIR method (mg/g) relative error (%)

1 669 674 0.7
2 681 675 −0.9
3 721 726 0.7
4 737 732 −0.7
5 740 746 0.8
6 742 750 1.0
7 756 760 0.5
8a 761 758 −0.3
9a 761 763 0.3

10a 765 763 −0.3
11a 770 767 −0.4
12a 770 765 −0.6
13 794 799 0.7
14 804 818 1.7
15 832 835 0.4
16 837 841 0.4

a Production samples.
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existing methods for this purpose and that it allows the
successful analytical control of its production process.
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Abstract 0 Phase plane plots are graphical expressions for differential
equations ploting the state derivative dc/dt versus the state c. Using
these plots, we developed a novel method for the estimation of the
terminal slope from time−concentration data. The values of the
derivatives used for the construction of the phase plane plots were
calculated by two different methods of numerical differentiation. The
first method (D1) is based on the classical calculation of slope of the
line connecting two successive data points. The alternative method
(D2) relies on an initial second-order polynomial interpolation utilizing
three successive data points followed by the calculation of the
derivative at each one of the concentration values. A forced-through-
zero linear regression of the phase plane plot data is used to derive
an estimate for the slope. For comparative purposes, the standard
approach based on the semilogarithmic plot was also applied. For a
hypothetical drug absorbed by first-order process into a one-
compartment model, simulated time−concentration data disturbed by
a Gaussian zero mean random error with various coefficients of
variation were generated. Various sampling schedules, with two, three,
four, or five data points, were utilized for the estimation of the terminal
slope. Performances of the proposed methods on simulated data were
expressed by means of root-mean-squared error, bias, and standard
deviation. In all cases, D2 was superior to D1. The D2 method
outperforms the standard method in that it furnishes estimates closer
to the real values in all cases when two data points and in most
cases when three data points were used. All methods behave similarly
when four or five data points were used.

Introduction

The estimation of the terminal slope in time (t)-
concentration (c) data can play an important role in
pharmacokinetic, bioavailability, and bioequivalence stud-
ies. Routinely, this estimation is accomplished on the
semilogarithmic plot of c vs t, where the slope is determined
by the best line fitting the data. In some cases, two or three
data points have been used to derive an estimate for the
terminal slope.1-6 Although the use of two data points to
estimate terminal slope by log-linear regression is not
statistically or theoretically justified, the method can be
quite satisfactory when limited experimental error is
encountered. However, a poor estimate may be obtained
when the experimental error is high because measure-
ments in the proximity of the least quantifiable concentra-
tion have been carried out and/or sampling has not be

continued for a long enough time to ensure that absorption
or disposition processes do not disturb the elimination
process.

In the present study, a novel method is proposed for the
estimation of the terminal slope. The method relies on the
phase plane plot, which has been used for the analysis of
various kinetic phenomena.7-10 Moreover, phase plane plots
of dye-dilution curves have been used to determine the
cardiac output.11 Also, this method was utilized recently
for the discernment of absorption kinetics.12

Theoretical Section
In our previous study,12 it was proven that for drugs

obeying one-compartment model disposition and irrespec-
tive of the absorption kinetics, the slope of the terminal
segment of the phase plane plot (dc/dt vs c) corresponds to
the elimination rate constant. Similarly, when the compu-
tation was applied to a two-compartment model, this slope
was equal to the smaller hybrid rate constant.12 This
observation applies to drugs following multiexponential
disposition; for example

where Ai are fictitious constants in concentration units and
λi (i ) 1, ..., z) are hybrid rate constants (λ1 > λ2 > ... > λz).
As time goes toward infinity, all but the terminal expo-
nential term in eq 1 vanish and the latter is reduced to

Taking the derivative of eq 2, we have

where λz is the terminal slope, which plays an important
role in kinetic data analysis for determining the terminal
half-life.

The last equation indicates that the negative slope of the
last segment of the phase plane curve (dc/dt vs c) corre-
sponds to the terminal slope. Obviously, the final state of
the system (t f ∞), when all the drug has been eliminated,
corresponds to c ) 0 and dc/dt ) 0 [i.e., the last point of
the phase plane is always the point (0,0)]. These observa-
tions encouraged us to examine the potential of estimating
the terminal slope using the terminal limb of the phase
plane curve and taking into consideration the last point
(0,0), which is exact (Figure 1).

Methods
To illustrate feasibility of the proposed method and to evaluate

its performances with respect to other computational approaches,
a simulation study was undertaken. To this end, the one-
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c(t) ) ∑
i)1

z

Aie
-λit (1)

c(t) ) Aze
-λzt (2)

dc(t)
dt

)-λzAze
-λzt ) -λzc(t) (3)

© 1999, American Chemical Society and 10.1021/js980317l CCC: $18.00 Journal of Pharmaceutical Sciences / 557
American Pharmaceutical Association Vol. 88, No. 5, May 1999Published on Web 04/03/1999



compartment model was used associated with first-order absorp-
tion process. At time t, concentrations c(t) are given by the
following equation:

For normalization, the coefficient [f‚D/V] is set to unity. The
parameters ka and ke are absorption and elimination rate con-
stants, respectively. Equation 4 was used to simulate concentra-
tions in the following 5-factor controlled experimental protocol.

1. Model ParameterssOne ke value was set to reflect a 7 h half-
life. Two ka values set to reflect 1.7 and 4.6 h half-lives. Thus, the
elimination rate constant was set to ke ) 0.1 h-1 while low and
high [ka/ke] ratios, equal to 1.5 and 4, respectively, were used.

2. Sampling SchedulessShort and long sampling schedules
were examined [{6, 8, 12, 16, 20, 24} and {16, 20, 24, 28, 32, 36}
h]; that is, the sampling lasts for 3.4 and 5.1 half-lives, respec-
tively.

3. Measurement ErrorsUsing eq 4, concentrations were com-
puted at the sampling times and then they were corrupted by a
Gaussian random zero mean measurement error. The error was
variable with 5 levels of coefficient of variation (CV) at 10, 20, 30,
40, and 50%.

4. Computational MethodssThe phase plane plots were con-
structed using two alternative methods of numerical differentia-
tion. The first method (D1) is based on the classical calculation of
slope of the line connecting two successive data points. This slope
corresponds to the derivative for the mid-time point of the two
data points considered. The alternative method (D2) is based
initially on a second-order polynomial interpolation utilizing three
successive data points. Further, the derivative is calculated at each
one of the three time points considered. The method D2 as well
as its application to the present study are described in the
Appendix. Finally, a forced-through-zero linear regression analysis
utilizing two, three, four, or five (dc/dt, c) data points is performed.
In other words, a line of the form y ) ax is used for the fitting; the
slope of this line provides an estimate for -λz or for -ke for the
model considered in this study. For comparative purposes, the data
were also analyzed by the standard method (S) using linear
regression on the semilogarithmic plot.

5. Data AnalysissSeparate analyses were carried out utilizing
either the last two, three, four, or five data points for both sampling
schedules examined.

For each combination of the first two controlled factors (model
parameters and sampling schedule) and at each one of the 5 levels
of CV, 1000 measurements errors were randomly obtained and
used to disturb the error-free simulated concentrations. Because
of the high range of CV used, simulated data leading to positive
slopes were excluded from the calculations for all methods studied.
However, additional simulations were carried out to ensure a total
of 1000 runs with negative slopes in all cases examined.

Simulations were done with Mathematica. The results of this
simulation study were evaluated statistically. The root-mean-
square error (RMSE), which provides the spread of the measures
around the theoretical value (0.1 h-1) of the terminal slope, was
calculated. Further, RMSE was split into its two components,
namely, (i) the standard deviation (std), which evaluates the
spread of the measures around their average value, and (ii) the

bias, which provides the difference of the average of the measures
from the theoretical value.

Results

For various combinations of the controlled factors utiliz-
ing either two or three data points (Figure 2) shows the
results for RMSE, std, and bias. All results were derived
only from data with negative slopes. The number of
simulations leading to data with positive slopes increased
as the level of the % CV increased for all combinations of
the rest-controlled factors. Overall, the range of the per-
centages of data with positive slopes was 0-1.4, 0-15.2,
1-32.1, 5.6-42.8, and 18.5-57.0% for 10, 20, 30, 40, and
50% CV, respectively.

When two data points were utilized and irrespective of
the CV levels, D2 yielded the lower RMSE and std values;
in contrast, S yielded the higher RMSE and std values
(Figure 2). In general, the higher the CV levels, the lower
the performances of the methods in terms of RMSE and
std. As far as the bias is concerned, D2 is the less dependent
method on the CV levels.

When three data points were utilized, the performances
of the methods were less dependent on the CV level (Figure
2). Moreover, in both sampling schedules, D2 method
performs slightly better.

When four or five data points were utilized, the perfor-
mances (not shown) of the methods were again less
dependent on the CV level. All methods exhibit similar
performance in terms of RMSE, std, and bias for all
scenarios examined.

Discussion

The D1 and D2 methods based on the phase plane plot
were developed for the estimation of the terminal slope.
These methods were evaluated statistically and compared
with the standard approach (S).

Two important arguments in support of the proposed D1
and D2 methods can be pointed out. First, the evaluation
of the terminal slope in both methods relies on the slope
of the “real terminal” segment of the phase plane curve
irrespective of the sampling design applied. Second, the
slope of this segment is drastically influenced by the
theoretical (0,0) datum point; that is, the forced-through-
zero linear regression (Figure 1).

When two data points were used, the proposed methods
(D1 and especially D2) perform better than the S approach
for all combinations of controlled factors examined. In
particular, the D2 method had remarkably smaller RMSE,
std, and bias than the D1 and S methods. The superiority
of the D1 and D2 methods with respect to the S approach
should be attributed to the considerable contribution of the
exact datum point (0,0) in determining the slope of the
regression line in the phase plane plot. In fact, the
regression line (i) passes through this errorless datum point
and (ii) satisfies the least squares condition for the other
two (dc/dt, c) data points. These observations should be
considered in conjunction with the low std and the negli-
gible bias of the D2 method when applied to the long
sampling interval conditions. Hence, the best performance
of the D2 method is noted when two data points near the
end of the sampling schedule are used. The poorer char-
acteristics of the D1 method in comparison with the D2
method are most likely associated with the refined meth-
odology used for the calculation of the derivatives in the
D2 method. In addition, the D2 method utilizes the same
number, whereas the D1 method utilizes one less of the
data points (dc/dt, c) than the available (c, t) data points.

Figure 1sSchematic representation of the estimation of the terminal slope
using the phase plane plot. In this example, two data points are used; the
regression line is forced through (0,0), which is not an actual data point but
a theoretical asymptotic limit for infinite time. The slope of the line is equal to
−ke.

c(t) ) fD
V

‚
ka

ka - ke
‚(e-ket - e-kat) (4)
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The D2 method draws power from the computational
method that adds another data point at 0,0. Clearly, this
power is more dramatic with few data points.

When three data points were used, the D2 method is
marginally superior to the others for both sampling sched-
ules. Methods D1 and S exhibit higher dependence on the
CV levels for all parameters studied (Figure 2). This higher
dependence is so despite the diminished contribution of the
errorless datum point (0,0), which is now one out of four
data points in determining the slope. However, for the
worst scenario (short schedule-low ratio of rate constants),
the D2 method underestimates the true value of ke (Figure
2).

We recently used the phase plane approach jointly with
the D1 method in investigating the absorption kinetics.12

The results of the present study comparing the D1 and D2
methods in estimating the terminal slope allow someone
to infer that the analytical power of the phase plane
approach in investigating the absorption kinetics will be
improved if the D2 method is used in place of the D1
method. Indeed, we carried out a number of simulations
(results not shown), and the D2 method was superior.

For the sake of completion, one should add that the
forced-through-zero classical linear regression analysis
applied to the phase plane plot data does not take into
account the error associated with the x-variable (c in
abscissa). Special procedures are used in the literature in
those situations where both variables are subject to er-
ror.13,14 To this end, we applied the D2 method to our
simulated data utilizing the geometric mean functional
relationship (GMFR)14 approach to linear regression for
fitting. For the same sets of data, the GMFR approach did
not provide better estimates for ke when compared with
the estimates derived from the classical linear regression.
It seems likely that the error associated with the y-variable
(dc/dt in ordinate) is considerably higher than the corre-
sponding for x-variable (concentration c) and, therefore, the
GMFR approach does not offer any advantage over the
classical regression for the proper analysis of data.

Conclusions

The phase plane methods D1 and D2 perform better than
the semilogarithmic approach for all scenarios examined
when two or three data points are used for the estimation
of the terminal slope. When four or five data points are
available, all methods, D1, D2, and S, behave similarly.

The D2 method described here appears to be a robust
approach to provide a reliable estimate for the terminal
slope when two or three data points are available. Although
essentially new, the D2 method can be handled computa-
tionally by simple calculations of the derivative at the
various time points using interpolation techniques, such
as spline functions, Lagrange polynomials, etc.15 It should
be emphasized that the technique of Lagrange polynomials
used here provides a unique polynomial for a given (c,t)
data set and, therefore, the method developed is not user
dependent.

Appendix

The D2 method relies on the general problem of finding
the Lagrange interpolating polynomial,15 which is equal to
the function describing the time course of drug in the body
at a certain number of specified time points; that is, the
experimental data points (cj, tj). We use three successive
data points (j ) 1, 2, 3) and derive the unique quadratic
polynomial c ) pt2 + qt + h, which passes through these
points.

The polynomial coefficients p, q, and h can be calculated
by solving the following system:

Furthermore, the derivative dcj/dt at any of these three
points cj is given by

Figure 2sFor all combinations of the controlled factors and for the three methods S, D1, and D2, utilizing either two or three data points, the RMSE, the std,
and the bias are shown as a function of CV of measurement errors. Key: (]) method S; (0) method D1; (4) method D2.

pt1
2 + qt1 + h ) c1

pt2
2 + qt2 + h ) c2

pt3
2 + qt3 + h ) c3

} (A1)
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Solving the system A1 and replacing in A2 we obtain the
following required derivatives:

for every middle point of the data set j ) 2. For the first
and the last data points of the set that are not surrounded
by other points, j is taken to be 1 and 3, respectively.

It is well-known that the derivative is more accurately
calculated at the middle point.15 In the present study, we
took advantage of this fact and calculated all the deriva-
tives of the data points used for the estimation of ke by
applying j ) 2 in eq A3; for example, for the sampling
schedule {6, 8, 12, 16, 20, 24} h, the derivatives at 8, 12,
16, and 20 h were calculated from the triplets (6, 8, 12),
(8, 12, 16), (12, 16, 20), and (16, 20, 24) h, respectively.
Unavoidably, the derivatives at the final points were
calculated with eq A3 using j ) 3 [e.g., for the sampling
schedule just mentioned, the derivative at 24 h was
calculated from the triplet (16, 20, 24) h].
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Abstract 0 Nipecotic acid (1), one of the most potent in vitro inhibitors
of neuronal and glial γ-amino butyric acid (GABA) uptake, is inactive
as an anticonvulsant when administered systemically. To obtain in
vivo active prodrugs of (1), we synthesized four new nipecotic acid
esters (3−6), which were obtained by chemical conjugation with
glucose, galactose, and tyrosine. These compounds were assayed
to evaluate their in vitro chemical and enzymatic hydrolysis. In addition,
their anticonvulsant activity was evaluated in vivo in Diluted Brown
Agouti (DBA)/2 mice, an excellent animal model for the study of new
anticonvulsant drugs. Esters (3−6) appeared stable, at various
temperatures, in a pH 7.4 buffered solution and showed susceptibility
to undergoing in vitro enzymatic hydrolysis. Intraperitoneally injected
nipecotic acid (1) and esters (3−5) did not protect mice against
audiogenic seizures; conversely, nipecotic tyrosine ester (6) showed
a significant dose-dependent anticonvulsant activity. The in vivo
protective activity of the ester (6) and the inefficiency of nipecotic
acid (1) in the same experimental conditions suggest that this ester
prodrug could be actively transported intact across the blood−brain
barrier, beyond which it could be hydrolyzed.

Introduction
Several potentially central nervous system (CNS)-active

drugs have relatively unfavorable physicochemical char-
acteristics that hinder their transport into the brain. In
fact, the brain microvessel endothelium provides a barrier
to the passive transport of hydrophilic drugs into the brain.
Several strategies have been developed to overcome this
problem.1-3 The prodrug approach represents a very prom-
ising method to enhance drug delivery to the brain. In fact,
prodrugs are normally inactive and must generate active
drug at their target by enzymatically or chemically medi-
ated cleavage of their promoiety. The development of CNS-
active prodrugs has been generally aimed at obtaining an
improvement in the lipophilic character of the drug by
transiently masking ionized group(s) of the parent drug.
However, the preferential delivery of drugs or their deriva-
tives to brain may be improved by using endogenous
facilitated transport systems present at the blood-brain
interface. Thus, chemical conjugation of potentially CNS-
active drugs with an amino acidic or glycoside moiety

actively transported across the blood-brain barrier (BBB)
represents a plausible means of improving their brain
delivery by providing suitable substrates for active mem-
brane transport. In particular, conjugation with tyrosine
or glucose has recently been shown to be a successful means
of selective drug delivery; for example, phosphonoformate-
L-tyrosine conjugate is actively transported,4 by means of
active amino acid carriers, through monolayers of porcine
brain microvessel endothelial cells, and a glycosyl phos-
photriester prodrug of 3′-azido-3′-deoxythymidine (AZT)
shows good delivery to the CNS.5 Similarly, conjugating
glucose or galactose to poorly absorbable drugs can improve
their intestinal absorption by means of glucose transport
carriers in the small intestine;6-8 for example, tocopherol
conjugation to a monocarboxylate or glycoside moiety has
appeared to provide suitable substrates for active eryth-
rocyte membrane transport.9

Nipecotic acid (1) is one of the most potent in vitro
inhibitors of neuronal and glial γ-aminobutyric acid (GABA)
uptake.10 Disorders such as Parkinson’s disease, Hunting-
ton’s chorea, and epilepsy may result from abnormalities
in the GABA system and, thus, enhancement of the activity
of GABA may be a useful treatment for these disorders.
Unfortunately, nipecotic acid is a highly polar compound
that does not easily penetrate the BBB, and is therefore
inactive as an anticonvulsant when administered systemi-
cally.11,12

Successful prodrugs of nipecotic acid should be readily
transported into the CNS and hydrolyzed there to the
parent drug. Several esters of nipecotic acid (e.g., alkyl-,
substituted phenyl-, and triaryl-nipecotic esters) have been
synthesized with the goal to increase drug lipophilicity and
have been reported to have varying degrees of anticonvul-
sant activity and to inhibit in vitro GABA uptake after
conversion to the parent drug.13-15

The purpose of our research was to synthesize new
nipecotic acid esters (3-6) obtained by chemical conjuga-
tion with essential nutrients, such as glucose, galactose,
or tyrosine, that are actively transported across the BBB.
These compounds were assayed to evaluate their in vitro
chemical stability and enzymatic hydrolysis. In addition,
their anticonvulsant activity was evaluated in vivo in
Diluted Brown Agouti (DBA)/2 mice, an excellent animal
model for the study of certain kinds of epilepsy and for
testing new anticonvulsant drugs.16,17

Methods and Materials
MaterialssNipecotic acid was obtained from Sigma Chemical

Company, Boc-L-tyrosine was purchased from Fluka Chemical
Company. All other reagent chemicals were from Aldrich Chemical
Company.
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Liquid Chromatographic (LC) grade acetonitrile and water, used
in high-performance liquid chromatography (HPLC), were ob-
tained from Merck and Carlo Erba, respectively.

ApparatussMelting points were taken on Buchi 510 capillary
melting point apparatus and are uncorrected.

The 1H NMR and 13C spectra were recorded on a Bruker WM
250 and on a Bruker AMX 500, respectively, using CDCl3 as
solvent. Chemical shifts are reported in ppm (δ) relative to
tetramethylsilane as internal standard for 1H NMR and in ppm
relative to the solvent for 13C NMR. Elemental analyses were
performed on a Carlo Erba model 1108 elemental analyzer.

The flash chromatography was performed on Merck silica gel
(0.040-0.063 mm) column. The HPLC apparatus consisted of a
Varian 5000 system (Varian, Walnut Creek, CA) equipped with a
20-µL loop and an HP 1046A fluorescence detector (Hewlett-
Packard, D-76337 Waldbrom, Germany). Integration of the chro-
matographic peaks was achieved with a 4290 integrator (Varian).

General Synthetic MethodsAll esters (3-6) were prepared
as outlined in Scheme 1.

Initially we started from N-Boc nipecotic acid (2) obtained by
treatment of (1) with di-tert-butyl-dicarbonate. Esterification of
(2), in the presence of 1,11-carbonyldiimidazole (CDI), with 1,2,3,4-
O-tetramethyl carbonate-D-glucose (TMCG), diacetone-D-glucose
(DAG), 1,2:3,4-di-O-isopropylidene-D-galactopyranose (DIPG), or

N-Boc-L-tyrosine, afforded the corresponding esters (7-10). These
esters, submitted to deprotection, allowed us to obtain compounds
3-6.

N-Boc-Nipecotic Acid (2)sNipecotic acid (1; 1 g, 7.75 mmol) was
dissolved in dioxane (10.7 mL) and NaOH solution (1 N, 9.6 mL,
9.6 mmol). The resulting solution was stirred for 5 h, with the
addition of the di-tert-butyl-dicarbonate (1.9 g, 10.0 mmol). The
solvent was evaporated, and the resulting aqueous mixture was
layered with ethyl acetate (EtOAc; 15 mL). Then, 1 N HCl solution
was added with vigorous stirring until the pH of the aqueous phase
was 2. The layers were separated, and the aqueous layer was
extracted with EtOAc (3 × 10 mL). The EtOAc phases were
combined, washed with brine (6 mL), dried over Na2SO4, filtered,
and concentrated to give 1.42 g of (2) as a white solid (80% yield).

1H NMR (CDCl3): δ 4.1 + 3.85 (m, 2H, 2-H), 3.05 + 2.85 (m,
2H, 6-H), 2.50 (m, 1H, 3-H), 2.05 + 1.72 (m, 2H, 4-H), 1.70 + 1.46
(m, 2H, 5-H), 1.45 (m, 9H, -Boc).

N-Boc-Nipecotic Acid (1′,2′,3′,4′-O-Tetramethyl carbonate)-D-
glucopyranos-6′-yl Ester (7)sTo a stirred solution of N-Boc nipe-
cotic acid (2; 1 g, 4.36 mmol) in CH2Cl2-dimethyl formamide (DMF)
(9:1, 30 mL) was added CDI (706 mg, 4.36 mmol), and the mixture
was stirred for 1 h at room temperature (RT). A solution of 1,2,3,4-
tetramethyl carbonate-D-glucose (TMCG; 2.17 g, 5.26 mmol) in
CH2Cl2/DMF (1:5, 30 mL) was added in a dropwise manner and

Scheme 1sSynthesis of nipecotic acid eters (3−6): synthetic routes and chemical structures of the obtained compounds (abbreviations: TMCG,
1,2,3,4-tetramethylcarbonate-D-glucose; DAG, diacetone-D-glucose; DIPG, 1,2,3,4-diisopropylidene-D-galactose).
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stirred for 24 h at RT. Most of the DMF was removed in vacuo,
and the reaction mixture was taken up in EtOAc (30 mL), washed
with water (20 mL) and brine (20 mL), and dried. Solvent was
removed in vacuo and the crude was purified by flash chromatog-
raphy eluting with hexane/EtOAc (6:4) to provide 1.90 g of (7) as
a pale yellow oil (69.5% yield).

1H NMR (CDCl3): δ 6.00 (m, 1H, 11-H), 5.40 (m, 1H, 31-H), 4.92
(m, 1H, 21-H), 4.60 (m, 2H, 61-H), 4.15 (m, 2H, 41-H and 51-H),
4.05 + 3.85 (m, 2H, 2-H); 3.65 + 2.75 (m, 2H, 6-H), 3.55 (m, 12H,
methyl carbonate groups), 2.55 (m, 1H, 3-H), 2.15 + 1.80 (m, 2H,
4-H), 1.45 + 1.35 (m, 2H, 5-H), 1.20(m, 9H, Boc).

Nipecotic Acid D-glucos-6′-yl Ester (3)sTo a solution of 7 (1.90
g, 3.04 mmol) in CH2Cl2 (5 mL), 5 mL of trifluoroacetic acid (TFA)
was added, and the mixture was stirred at RT for 2 h. Evaporation
of the solvent gave a residue that was poured into a saturated
solution of NaHCO3 (20 mL) and extracted with CHCl3 (3 × 15
mL). The organic layers were dried over Na2SO4 and concentrated
in vacuo. This material (1.5 g) was taken directly into the next
reaction without further purification. To a solution of crude (1.5
g) in MeOH (10 mL) was added K2CO3 (100 mg), and the mixture
was stirred at RT for 12 h. Evaporation of the solvent gave a
residue that was taken up in water and neutralized with 6 N
aqueous HCl, diluted with more water, and washed with CHCl3.The
aqueous layers were concentrated in vacuo, and the residue was
submitted to cation-exchange chromatography, eluting with 10%
pyridine in water to give 610 mg of (3) (69% yield) as a pale yellow
solid (mp 145-146 °C).

1H NMR (D2O): δ 4.65 (m, 1H, 11-H), 4.60 (m, 1H, 31-H), 3.70
(m, 1H, 21-H), 3.50 (m, 3H, 61-H and 51-C), 3.15 (m, 3H, 31-C and
2-H), 2.95 + 2.75 (m, 2H, 6H), 2.45 (m, 1H, 3-H), 1.90 + 1.65 (m,
2H, 4-H), + 1.55 (m, 2H, 5-H).

13C NMR (D2O + MeOD): δ 172 (-COOR), 96.84 (C-11), 76.86-
76.66 (C-31), 75.71 (C-21), 75.31-75.08 (C-51), 70.56 (C-41), 63.57-
63.33 (C-61), 48.78 (C-2), 45.02-44.91 (C-6), 39.57 (C-3), 26.63 (C-
5), 21.98 (C-4).

N-Boc Nipecotic Acid Diacetone-R-D-glucofuranos-3′-yl Ester (8)s
To a stirred solution of N-Boc-nipecotic acid (2; 1 g, 4.36 mmol) in
CH2Cl2/DMF (9:1, 30 mL) was added CDI (706.97 mg, 4.36 mmol),
and the mixture was stirred for 1 h at RT. A solution of DAG (1.36
g, 5.23 mmol) in CH2Cl2/DMF (9:1, 30 mL) was added in a dropwise
manner and stirred for 24 h at RT. Most of the DMF was removed
in vacuo, and the reaction mixture was taken up in EtOAc (30
mL), washed with water (20 mL) and brine (20 mL), and dried.
Solvent was removed in vacuo, and the crude was purified by flash
chromatography, eluting with hexane/Et2O (8:2) to provide 1.34 g
of 8 as a white oil (65% yield).

1H NMR (CDCl3): δ 5.85 (m, 1H, 11-H), 5.25 (m, 1H, 31-H), 4.41
(m, 1H, 21-H), 4.15 (m, 3H, 61-H and 51-H), 4.05 (m, 1H, 41-H),
3.95 (m, 2H, 2-H), 2.85 + 2.72 (m, 2H, 6-H), 2.48 (m, 1H, 3-H),
2.00 + 1.70 (m, 2H, 4-H), 1.70 + 1.55 (m, 2H, 5-H), 1.40 (m, 21H,
-Boc and ketals).

Nipecotic Acid D-Glucos-3′-yl Ester (4)sTo a solution of (8; 1.34
g, 2.84 mmol) in CH2Cl2 (5 mL) was added TFA (5 mL), and the
mixture was stirred at RT for 12 h. Evaporation of the solvent
gave a residue that was taken up in water (20 mL) and neutralized
with 10% aqueous NH4OH, diluted with more water, and washed
with CHCl3 (3 × 15 mL). The aqueous layers were concentrated
in vacuo, and the residue was submitted to cation-exchange
chromatography, eluting with 10% pyridine in water to give 690
mg of 4 (84% yield) as a pale yellow solid (mp 135-136 °C).

1H NMR (D2O): δ (m, 1H, 11-H), 4.41 (m, 1H, 31-H), 3.65 (m,
1H, 21-H), 3.50 (m, 2H, 61-H), 3.21 (m, 1H, 51-H), 3.15 (m, 2H,
41-H), 3.15 + 3.03 (m, 2H, 2-H), 2.90 + 2.81 (m, 2H, 6-H), 2.42 (m,
1H, 3-H); 1.81 + 1.67 (m, 2H, 4-H), 1.51 (m, 2H, 5-H).

13C NMR (D2O + MeOD): δ 180.03 (sCOOR), 97.17-93.30 (C-
11), 77.96 (C-31), 77.06 (C-21), 75.44 (C-51), 70.85 (C-41), 61.87 (C-
61), 48.53 (C-2), 46.78 (C-6), 39.44 (C-3), 26.60 (C-5), 22.01 (C-4).

N-Boc-Nipecotic Acid (1′,2′:3′,4′-diisopropylidene)-R-D-galacto-
pyranos-6′-yl Ester (9)sTo a stirred solution of N-Boc-nipecotic acid
(2; 1 g, 4.36 mmol) in CH2Cl2/DMF (9:1, 30 mL) was added CDI
(706 mg, 4.36 mmol), and the mixture was stirred for 1 h at RT.
A solution of DIPG (1.36 g, 5.23 mmol) in CH2Cl2/DMF (1:5, 30
mL) was added in a dropwise manner and stirred for 24 h at RT.
Most of the DMF was removed in vacuo, and the reaction mixture
was taken up in EtOAc (30 mL), washed with water (20 mL) and
brine (20 mL), and dried. Solvent was removed in vacuo, and the
crude was purified by flash chromatography eluting with hexane/
Et2O (8:2) to provide 1.75 g of 9 (85% yield) as a white oil.

1H NMR (CDCl3): δ 5.50 (m, 1H, 11-H), 4.60 (m, 1H, 31-H), 4.32
(m, 1H, 21-H), 4.20 (m, 3H, 61-H and 51-H), 4.00 (m, 1H, 41-H),
2.95 (m, 2H, 2-H), 2.75 (m, 1H, 3-H), 2.75 + 2.50 (m, 2H, 6-H),
2.05 + 1.70 (m, 2H, 4-H), 1.55 + 1.40 (m, 2H, 5-H), 1.40 (m, 21H,
Boc and ketals).

Nipecotic Acid D-Galactos-6′-yl Ester (5)sTo a solution of 9 (1.75
g, 3.71 mmol) in CH2Cl2 (5 mL), TFA (5 mL) was added, and the
mixture was stirred at RT for 2 h. Evaporation of the solvent gave
a residue that was taken up in water (20 mL), neutralized with
10% aqueous NH4OH, diluted with more water, and washed with
CHCl3 (3 × 15 mL). The aqueous layers were concentrated in
vacuo, and the crude was submitted to cation-exchange chroma-
tography, eluting with 10% pyridine in water to give 915 mg of 5
(84% yield) as pale yellow solid (mp 138-139 °C).

1H NMR (D2O): δ 4.95 (m, 1H, 11-H), 4.28 (m, 1H, 31-H), 3.60
(m, 1H, 21-H), 3.42 (m, 2H, 61-H), 3.35 (m, 1H, 51-H), 3.25 (m, 1H,
41-H), 3.10 + 2.95 (m, 2H, 2-H), 2.80 (m, 2H, 6-H), 2.33 (m, 1H,
3-H), 1.75 + 1.65 (m, 2H, 4-H), 1.45 (m, 2H, 5-H).

13C NMR (D2O + MeOD): δ 179.41 (sCOOR), 96.72 (C-11),
75.15 (C-31), 72.04 (C-21), 70.40 (C-51), 68.82 (C-41), 60.97 (C-61),
46.01 (C-2), 43.99 (C-6), 40.76 (C-3), 25.73 (C-4), 21.01 (C-5).

N-Boc-Nipecotic Acid N-Boc-L-Tyrosyl Ester (10)sCDI (0.71 g,
4.37 mmol) was added to a solution of 2 (1 g, 4.37 mmol) in CH2-
Cl2/DMF (3:1, 50 mL), and the resulting mixture was stirred at
RT. After disappearance of the starting materials (determined by
thin-layer chromatography), N-Boc-L-tyrosine (1.11 g, 4.15 mmol)
in CH2Cl2/DMF (3:1, 150 mL) was added in a dropwise manner to
the mixture over 120 min, and stirring was then continued for 12
h. After evaporation of the solvent, the residue was taken up in
EtOAc (60 mL) and washed with water (2 × 30 mL). The organic
layer was dried on Na2SO4 and evaporated to give a residue (3 g)
that was submitted to flash chromatography, eluting with CHCl3/
MeOH/AcOH (95:4.5:0.5) to afford the title compound (10) as a
pale yellow oil (1.5 g, 71%).

1H NMR (CDCl3): δ 6.85 (d, 2H J ) 7 Hz, 21-H and 61-H), 6.64
(d, 2H J ) 7 Hz, 31-H and 51-H), 4.91 (br, 1H, -NH-Boc), 4.45
(m, 1H, 81-H), 4.15 + 3.80 (m, 2H, 2-H), 2.85 (m, 2H, 71-H), 2.84
+ 2.75 (m, 2H, 6-H), 2.40 (m, 1H, 3-H), 2.00 + 1.43 (m, 2H, 4-H),
1.40 (m, 20H, 5-H and -Boc).

Nipecotic Acid L-Tyrosyl Ester (6)sTo a solution of 10 (1.75 g,
3.71 mmol) in CH2Cl2 (5 mL), TFA (5 mL) was added, and the
mixture was stirred at RT for 2 h. Evaporation of the solvent gave
a residue that was taken up in water (20 mL), neutralized with
10% aqueous NH4OH, diluted with more water, and washed with
CHCl3 (3 × 15 mL). The aqueous layers were concentrated in
vacuo, and the crude was submitted to cation-exchange chroma-
tography, eluting with 10% pyridine in water to give 760 mg of 6
(73% yield) as a white solid (mp 134-135 °C).

1H NMR (DMSO): δ 7.30 (d, 2H J ) 7 Hz, 21-H and 61-H), 7.20
(d, 2H J ) 7 Hz, 31-H and 51-H), 4.00 (m, 1H, 71-H), 3.50 + 3.30
(m, 2H, 2-H), 3.19 (m, 2H, 61-H), 3.05 (m, 2H, 6-H), 2.95 + 1.82
(m, 2H, 4-H), 1.82 + 1.70 (m, 2H, 5-H).

13C (DMSO): δ 173.50 (-COOH); 172.84 (-COOs), 156.35 (C-
41), 134.64 (C-11), 131.75-131.63 (C-21 and C-61), 116.79 (C-31 and
C-51), 55.87 (C-71), 44.96 (C-2), 44.84 (C-6), 39.20 (C-3), 36.31-
36.06 (C-61), 25.52 (C-5), 21.73 (C-4).

Chemical StabilitysNipecotic ester solutions were prepared
by dissolving an aliquot of 3-6 in pH 7.4 phosphate buffer to give
a final concentration of ≈10-5 M. The solution was maintained at
37 °C, and aliquots were withdrawn every 2 h for the initial 12 h
of incubation and successively every 12 h for 7 days. The disap-
pearance of the nipecotic esters was followed by HPLC analysis
using the method reported later. Pseudo-first-order rate constants
for chemical hydrolysis were determined from slopes of linear plots
obtained by reporting the logarithm of residual nipecotic ester
against time. All experiments were carried out in triplicate.

Enzymatic StabilitysEnzymatic hydrolysis of nipecotic esters
(3-6) was determined using the procedure described in the
literature.18 Porcine liver esterase (obtained from Sigma) was
diluted 10 times with phosphate buffer and used to hydrolyze
nipecotic esters. Nipecotic ester solutions were prepared by
dissolving an aliquot of 3-6 in phosphate buffer to give a final
concentration of ≈10-5 M. The solution was maintained at 37 °C,
and 325 µL of porcine esterase were added to achieve a concentra-
tion of 1.3 U/mL. Aliquots of 300 µL were withdrawn every hour
for 16 h and combined with 600 µL of 0.01 N HCl in methanol.
After centrifugation at 5000 × g for 5 min, an aliquot of
supernatant was derivatized by the method reported later and
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then monitored by HPLC. Pseudo-first-order rate constants for
enzymatic hydrolysis were determined from the slopes of linear
plots obtained by reporting the logarithm of residual nipecotic ester
against time. All experiments were carried out in triplicate.

Analytical ProceduressFor dansyl derivatization of nipecotic
acid (1) and of 3-5, 100 µL of sample or of stock standard solutions
(prepared in pH 7.4 phosphate buffer) were combined with 9 µL
of dansyl chloride (1.5 mg/mL in acetonitrile) and 100 µL of 80
mM Li2CO3, pH 9.5. The mixture was kept at room temperature
for 2 h in darkness. The reaction was stopped by adding 10 µL of
2% methylamine hydrochloride solution. For derivatization of
nipecotic tyrosine ester (6), 125 µL of sample or of stock standard
solutions (prepared in pH 7.4 phosphate buffer) were combined
with 55 µL of fluorescamine (2 mg/mL in acetone) and 125 µL of
120 mM phosphate buffer, pH 8.0; then, the mixture was mixed
by vortex for a few minutes. An aliquot of derivatized drug
solutions (20 µL) was analyzed by the chromatographic method
described next.

HPLC analysis was performed with an ODS Hypersil column
(particle size, 5 µm; 125 × 4 mm i.d.; Hewlett-Packard, D-76337
Waldbrom, Germany). The mobile phase consisted of sodium
acetate buffer (100 mM)/acetonitrile (75:25). The flow rate was set
at 1.0 mL/min. Each sample was filtered prior to injection with a
Millex HV13 filter (Waters-Millipore Corporation, Milford, MA),
and an aliquot (20 µL) was injected into the HPLC apparatus.
Dansyl derivatives of nipecotic acid (1) and 3-5 were monitored
at 330 nm (excitation wavelength) and 510 nm (emission wave-
length), and the fluorescamine derivative of the nipecotic tyrosine
ester (6) was monitored at 260 nm (excitation wavelength) and
470 nm (emission wavelength). The retention times of dansyl
derivatives of 1 and 3-5 were 6.29, 6.7, 6.9, and 7.37 min,
respectively. The retention time of the fluorescamine derivative
of ester 6 was 4.65 min. The limit of sensitivity was <2 µM for
detection of dansyl derivatives of 1 and 3-5 and <3 µM for
detection of the fluorescamine derivative of the ester 6.

Anticonvulsivant ActivitysDBA/2 mice, purchased from
Charles River (Calco, Como, Italy), were used to evaluate the
anticonvulsant activity of 1 and 3-6. The DBA strain of the house
mouse, Mus musculus, inbred since 1909, has been known since
1947 to be susceptible to sound-induced seizures. Nearly 100% of
the males and females of the DBA/2 strain undergo an age-
dependent, often fatal, sequence of convulsions (a wild running
phase, followed by clonic convulsions and tonic extensions, ending
in respiratory arrest or full recovery) when initially exposed to a
loud mixed-frequency sound (12-16 kHz; 90-120 dB) such as a
door bell. The age of maximum susceptibility of the DBA/2 strain
to the sound-induced seizures has been reported as 20-39 days,
21-28 days, or 16-26 days. Other strains of audiogenic mice often
require acoustic priming in the neonatal period to attain a similar
degree of seizure susceptibility.19

In our study, male DBA/2 mice (10 for each experimental group),
21-28 days old, were exposed to auditory stimulation (109 dB for
60 s or until tonic extension occurred), 30 min following injection
of the drugs tested 1 and 3-6 or of a same volume of their vehicle.
Compounds 1 and 3-5 were dissolved in isotonic phosphate buffer,
pH 7.4; 6 was dissolved in 20% EtOH/H2O (v/v). The injection
volume (both for drug solutions and the vehicle alone) was 0.1 mL/
10 g body weight.

The intensity of seizure response (SR) was assessed on the
following scale: 0 ) no response, 1 ) wild running, 2 ) clonus, 3
) tonus, and 4 ) respiratory arrest. The maximum response was
recorded for each animal. Rectal temperature was recorded
immediately prior to auditory testing using an Elektrolaboratoriet
thermometer type T.E.3. Behavioral changes (spontaneous activ-
ity, explorative behavior, tremor, spontaneous convulsions) were
observed during the period between drug administration and
auditory testing.

Statistical comparisons between controls and drug-treated
groups were carried out with Fisher’s exact probability test
(incidence of seizure phases) and the Mann-Whitney U test. The
percentage of incidence of each seizure phase was calculated for
the different doses of the drugs administered. Fifty percent
efficient doses (ED50s) with 95% confidence limits (95% CL) of the
nipecotic tyrosine ester (6) were estimated, concerning tonus and
clonus phases, by the method of Litchfield and Wilcoxon.

Results and Discussion

Data concerning chemical and enzymatic stability of
ester prodrugs 3-6 are reported in Table 1. Figure 1 and
Figure 2 show the times courses of disappearance of
nipecotic esters (3-6) in pH 7.4 buffer solution and in the
presence of porcine esterase. When we evaluated their
chemical stability, the compounds appeared stable in a pH
7.4 buffered solution; however, prodrugs 3-5 disappeared
more slowly than the ester 6.

To confirm that the tested prodrugs can be enzymatically
hydrolyzed, we evaluated their stability in the presence of
porcine esterase. The findings indicate that each of the four
esters 3-6 is capable of being cleaved in vitro by esterase.

Half-life times concerning enzymatic stability were
notably lower than those obtained in buffer solution.
Moreover, we found a good correlation between chemical
and enzymatic decomposition rates of the prodrugs exam-
ined.

Table 2 shows the results obtained in in vivo experiments
with a genetically seizure-prone strain (DBA/2) of mice.
DBA/2 mice are a useful model to test compounds acting
on the GABAergic system;20 furthermore, this model avoids
the problem of possible effects of tested substances on the
absorption or metabolism of the convulsant compound that
arises with drug-induced seizures.21,22 According to data
reported by other authors, we confirmed that nipecotic acid
(1; 0.75 mmol/kg), given systemically 30 min before sound
exposure, possesses no anticonvulsant effect.11,12 Also, 3-5,
intraperitoneally injected in the same experimental sched-
ule at dose levels up to 0.75 mmol/kg, did not protect mice
against all phases of audiogenic seizures. Conversely, when
the ester prodrug 6 was administered systemically, a
significant dose-dependent anticonvulsant activity was
observed. In fact, a marked reduction in the incidence of
each phase (wild running, clonus, tonus, respiratory arrest)
of audiogenic seizures was evident at the dose levels
studied (0.125, 0.17, 0.21, 0.25, 0.5, and 0.75 mmol/kg).
Furthermore, no behavior alteration or change in rectal
temperature in comparison with control animals were
recorded after administration of 3-6 (data not shown).

The in vivo protective activity of systemically adminis-
tered nipecotic tyrosine ester 6 against audiogenic seizures
and the inefficiency of nipecotic acid (1) under the same
experimental conditions suggest that this ester prodrug is
transported intact across the BBB, beyond which it could
be hydrolyzed. Tyrosine enters the brain through the large
neutral amino acid transporter system. This system,
present in the brain microvessel endothelial cells, has been
extensively characterized and is of particular interest in
the transport of amino acid drugs into the brain.23,24

Moreover, Walker and co-workers4 have recently demon-
strated that a phosphonoformate-L-tyrosine conjugate
possesses a high affinity for large amino acid transporters
in monolayers of porcine brain microvessel endothelial cells
and so might be a substrate for facilitated transport at the
BBB. As to our findings, one tempting hypothesis is that
the tyrosine moiety acts as a vector, which should allow

Table 1sChemical and Enzymatic Stability of Esters 3−6

t1/2 (h)a

drug pH 7.4 buffer esterase (1.3 U/mL)

3 150.00 8.30
4 169.42 10.70
5 197.48 14.0
6 27.37 2.5

a t1/2 was calculated from the equation: t1/2 ) (ln 0.5)/K1, where K1 is the
pseudo-first-order rate constant.
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the transport of the nipecotic tyrosine ester (6) across the
BBB; as the drug appears to achieve pharmacologically
active concentrations in the brain, it could be supposed to
be endowed with a high affinity for the amino acid carriers.
Unfortunately, the almost absolute insolubility of nipecotic
tyrosine ester (6) in water made it impossible to calculate
its water/oil partition coefficient. Of course, further studies
are needed to clarify if the ability of 6 to cross the BBB is
dependent also on its lipophilicity. For example, Stark et
al.25 have demonstrated that des-tyrosine1-D-phenylala-
nine3-beta-casomorphin is able to cross the BBB by para-
cellular transport without using a carrier system. One
could to point out that the nipecotic tyrosine ester (6) seems
more potent than other lipophilic nipecotic acid esters, such
as (+)ethyl nipecotate12 or pivaloyloxymethyl ester;11 how-
ever, its ED50s calculated for tonus (ED50, 0.130 mmol/kg;
95% CL, 0.115-0.146 mmol/kg) and clonus (ED50, 0.173
mmol/kg, 95% CL, 0.162-0.186 mmol/kg) are very higher
than those of tiagabine (a GABA uptake inhibitor, struc-
turally related to nipecotic acid), as measured in the same
experimental models26 (tonus: ED50, 1 µmol/kg; clonus:
ED50, 5 µmol/kg).

Furthermore, the present findings do not allow us to
establish exactly whether the observed anticonvulsant
activity of 6 could be due to nipecotic acid derived from its
enzymatic hydrolysis or, partially at least, to the intact
compound. However, several papers have provided infor-
mation that the anticonvulsant effect and GABA uptake

inhibition, induced by various esters of nipecotic acid, are
mostly due to free nipecotic acid generated after hydrolysis
in the brain.27,28

Similar results have also been reported for esters of
isoguvacine, a GABA uptake inhibitor, structurally related
to nipecotic acid.29 Finally we can exclude that the observed
anticonvulsant effect of 6 is due to the free promoiety
(tyrosine) generated in the brain; in fact, tyrosine, systemi-
cally injected under the same experimental conditions at
a dose level of 0.75 mmol/kg, elicited no protective effect
against audiogenic seizures (data not shown).

Concerning prodrugs 3-5, several possible explanations
can be offered for their lack of anticonvulsant activity.
First, â-D-glucose and galactose enter the brain through
the transporter GLUT-1.30 A high transporter affinity is
required, so that a drug may be efficiently transported by
the carrier across the BBB. Prodrugs 3-5 might have
insufficient affinity for this carrier to achieve significant
brain uptake and/or their transport through the BBB might
be limited by competition with the endogenous substrate.
In addition, the hydrophilic character of esters 3-5 would
preclude their passive transport through the BBB.

Second, carbohydrate receptor-mediated targeting of
drugs has been proposed as a potential method for site-
specific delivery of drugs to cells possessing carbohydrate
receptors on their surface. Several types of galactosylated
drugs are reported to be interesting candidates for suc-
cessful delivery to liver cells.31 So, nipecotic derivatives

Figure 1sTime courses of disappearance of nipecotic esters (3−6) in pH 7.4 buffer solution obtained by plotting time (h) versus drug concentration (µM). Each
point represents the mean ± SD of three experiments.
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3-5, obtained by the conjugation with glucose and galac-
tose, could be rapidly taken up and degraded by the liver

after systemic injection. Therefore, these derivatives are
hindered in the achievement of pharmacologically active
concentrations in the brain.

Finally, a correlation between in vitro rates of enzymatic
hydrolysis and its pharmacologic activity is generally
expected for CNS-active prodrugs.29 In fact, the rate of
hydrolysis in plasma would have to be sufficiently slow to
allow the prodrug to gain access to the brain, but not so
slow as to remain inactive within the brain. Compounds
3-5 appeared much more resistant to enzyme-catalyzed
hydrolysis (t1/2 ) 8.30, 10.70, and 14.0 h, respectively, for
3, 4, and 5) than the prodrug 6 (t1/2 ) 2.5 h), but unlike 6
do not give protection against audiogenic seizures 30 min
after administration. Moreover, no anticonvulsant effect
was observed when audiogenic seizures were induced 1, 2,
or 3 h after injection of 3-5 (data not shown). Further
investigations would clarify if a significant pharmacological
effect may be detectable at longer times after administra-
tion of the very slowly hydrolyzed esters 3-5.

In conclusion, the present findings indicate that nipecotic
tyrosine ester 6 is an excellent prodrug for potential
application in the treatment of epilepsy and of other
disorders resulting from abnormalities in the GABA sys-
tem. Further studies are in progress to investigate the
bioavailability of this compound and to clarify its mecha-
nism of action.

Figure 2sTime courses of disappearance of nipecotic esters (3−6) in the presence of porcine esterase obtained by plotting time (h) versus drug concentration
(µM). Each point represents the mean ± SD of three experiments.

Table 2sEffects of Intraperitoneal Injection of 1, 3, 4, 5, and 6 on
Audiogenic Seizures in DBA/2 Micea

% response

drug dose, mmol/kg W.R.b clonus tonus R.A.b SRb nb

controls Ac vehicle (0) 100 100 80 60 3.40 10
1 0.750 100 100 88.8 55.5 3.44 9
3 0.750 100 100 88.8 55.5 3.44 9
4 0.750 100 100 88.8 55.5 3.44 9
5 0.750 100 100 88.8 55.5 3.44 9
controls Bd vehicle (0) 100 100 87.5 50 3.37 8
6 0.125 75 75 50 25 2.25 8
6 0.170 60 50 40 10 1.6e 10
6 0.210 40 40 30 0 1.1e 10
6 0.250 20 20d 20d 0d 0.60e 10
6 0.500 20d 10d 0d 0d 0.30e 10
6 0.750 20d 20d 0d 0d 0.40e 10

a The incidence of each seizure phase is expressed as the percentage of
mice in each group displaying that phase. b W.R. ) wild running; R.A. )
respiratory arrest; SR ) seizure response expressed as arithmetic mean of
the maximum individual response in each group; n ) number of mice. c Mice
given buffer, pH 7.4, 10 mL/kg, ip. d Mice given 20% EtOH/H2O solution, 10
mL/kg, ip. e p < 0.05 from controls B, as assessed by Fisher’s exact probability
test. f p < 0.05 from controls B, as assessed by Mann−Whitney U test.
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Abstract 0 Indinavir follows nonlinear pharmacokinetics upon oral
administration at clinical doses. A study employing the stable isotope
administration technique in a three-treatment design was conducted
to identify the source of the nonlinearity and to determine the dose-
dependency of systemic bioavailability. In treatment A, 400 mg of
unlabeled indinavir (D0) was coadministered orally with 16 mg of a
hexadeutero analogue of indinavir (D6) intravenously. In treatment B,
800 mg of D0 po was coadministered with 16 mg of D6 intravenously.
In treatment C, 16 mg of iv D6 was infused concurrently with 16 mg
iv of D0. Plasma concentrations of D0 and D6 were determined by an
LC/MS/MS assay method. Concentrations of indinavir in plasma
increased greater than dose-proportionally over the 400- to 800-mg
dose range. No meaningful kinetic isotope effects were found in
treatment C. Plasma concentrations of D6 were dependent on the
coadministered D0-indinavir dose and were lowest in treatment C,
higher in treatment A, and highest in treatment B. The bioavailability
of indinavir was high (60−65%) and comparable between the 400-
and 800-mg doses. There was a significant contribution of nonlinear
kinetics in the systemic circulation to the observed disproportional
increase in plasma concentrations following oral dosing. The high
bioavailability at clinically relevant doses suggests a high degree of
saturation of first-pass metabolism. These results further demonstrate
that the concomitant administration technique in combination with the
LC/MS/MS method can provide a realistic and reliable means of
elucidating important pharmacokinetic properties of drug candidates
during product development.

Introduction

Characterization of biopharmaceutical and pharmaco-
kinetic attributes of a drug candidate is an integral part
of the drug product development. When properly studied
and evaluated, such information provides the scientific
basis for the optimal definition of dosage regimens. Among
the many important properties are the pharmacokinetics
of drug absorption and disposition and their dependence
on dose or concentration. Procedures for bioavailability
assessment differ, depending on whether linear kinetics
prevail in the therapeutically relevant concentration range.

For a drug exhibiting linear pharmacokinetics, as dem-
onstrated by proportional increases in plasma concentra-
tion with dose, plasma clearance can be assumed to be
independent of the concentration. Clinical studies for
determination of the systemic bioavailability are often
conducted in a crossover fashion. The bioavailability of the
oral treatment relative to the reference intravenous treat-
ment is estimated by comparing the dose-normalized areas
under the drug concentration curve (AUC). The crossover
study design eliminates the intersubject variation and
results in improved reliability of the estimates.

For a drug with nonlinear disposition kinetics, its
clearance is concentration-dependent, and the above-cited
crossover bioavailability study design may not be valid.1-4

Under special circumstances, concomitant administration
of the intravenous reference dose and the oral dose may
provide a viable approach of obtaining reliable bioavail-
ability estimates.1-3,5 In this approach, the reference treat-
ment is distinguished from the oral treatment by the use
of a tracer dose of the isotopically labeled drug.2,4,6 With
recent advances in the LC/MS/MS assay detector technol-
ogy,7,8 simultaneous tracking and quantitation of both the
unlabeled and labeled analytes can be reliably achieved.9,10

Due to its potential of high specificity and sensitivity, the
technique is most useful when the labeled dose, given
intravenously, is small in mass relative to that of the
unlabeled dose given orally. With the concurrent dosing
study design, the intrasubject variation is eliminated.
Further, stable isotope-labeled analogues may be repeti-
tively administered in clinical studies. The concurrent
dosing design may also provide a means of identifying the
source(s) of pharmacokinetic nonlinearity.

Indinavir, a potent HIV protease inhibitor, exhibited
greater than dose-proportional increases in plasma con-
centrations following oral administration in clinical stud-
ies.11,12 Possible causes of the observed nonlinearity include
the dose-dependent absorption or first-pass metabolism,
nonlinear systemic disposition, or both. Based on the LC/
MS/MS assay technology, a clinical study was conducted
to examine the source(s) of the nonlinearity and to com-
pensate for the observed nonlinearity and thereby enabling
estimates of the systemic bioavailability in the therapeutic
dose range. The purpose of this communication is to present
the design and findings of the study.

Materials and Methods

Equation 1 forms the basis of computing the bioavailability (F)
of a given dose (D) based on the observed drug concentration (C(t)):
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where CL(t) is the clearance at time t, and subscripts iv and po
denote the mode of administration. In general, the time profile of
CL(t) is concentration-dependent and is unknown in a system
where the disposition kinetics are nonlinear. The integrated
quantities in eq 1 represent the respective amount of the drug
which has been eliminated from the systemic circulation following
the administration of test and reference treatments. In the present
case, Fiv is assumed to be unity.

Upon simultaneous administration of a tracer intravenous dose
and an oral dose, the systemically available drug from both doses
is subject to the same time-course of clearance, CL(t):

Under the situation where Civ(t) is an exact multiple of Cpo(t)
at all times, the ratio of the two would remain constant:

Substituting eq 3 into eq 2:

Expressions similar to eqs 2 and 3 in bioavailability assessment
under concurrent administration conditions have been discussed
and reported previously.5 In actual practice, due to differences in
the absorption rate and infusion rate, eq 3 is virtually impossible
to achieve since the ratio of the two concentrations will invariably
fluctuate with time. As an approximation, an apparent zapp is
defined as follows:

By analogy to eq 4, the bioavailability is estimated by the
following:

In a nonlinear disposition system, the bioavailability computed
with eq 6 would not be exact but would be an approximation. The
degree of the imperfection would depend on the degree to which
the concentration ratios, shown in eq 3, fluctuated with time. The
magnitude of fluctuations in such a system might be minimized,
but not eliminated, with properly designed clinical studies. To
reduce the errors, other study designs, such as delaying the iv
bolus or varying the infusion period to various fractions of plasma
peak time (Tmax), have been discussed previously.5

With the present approach, the estimation of bioavailability is
based on the comparison of dose-normalized AUCs, and specific
assumptions regarding the underlying mechanism(s) of the non-
linearity are not required. This represents a model-independent
approach, with its computational procedures being identical to that
of the conventional AUC method. It is worth noting that in a linear
pharmacokinetic system, the accuracy of bioavailability estimation
is independent of the fluctuations shown in eq 3.

Study Subjects and Dosing RegimenssThe study was
conducted as an open-label, three-period, single-dose study with
12 healthy subjects (6 males and 6 females, age range: 21 to 31
years; mean age, 25.3 years; weight range: 53 to 92 kg; mean
weight, 70.9 kg). The protocol was approved by the Medeval

Independent Ethics Committee, and informed consent was ob-
tained from all subjects. The study subjects received doses of the
unlabeled indinavir (D0) as well as indinavir which was labeled
with six deuterium atoms on the pyridomethyl side chain (D6).
The three treatments were as follows:

Treatment A: 400 mg D0 orally as one 400-mg dry-filled capsule
(DFC) plus 16-mg D6 dose intravenously as an infusion.

Treatment B: 800 mg D0 orally as two 400-mg DFC’s plus 16-
mg D6 dose intravenously as an infusion.

Treatment C: Simultaneous intravenous infusion of 16 mg D0
and 16 mg D6 over 30 min.

Subjects fasted from midnight before drug administration and
remained fasted until 2 h after the dosing. In treatments A and
B, each oral D0-indinavir dose was administered at 0 h with 240
mL water, and each intravenous D6 dose was administered as a
30-min infusion, starting at 15 min and ending at 45 min following
the ingestion of the oral dose. The infusion regimen was designed
to minimize the fluctuations in the ratio between the expected
plasma concentrations of D0 and D6 over time. Previous clinical
studies11-13 indicated an average Tmax of 0.8 h and often with a
lag time <0.25 h in absorption following oral administration.

Treatment C was designed to examine (a) the disposition
kinetics of indinavir at concentrations significantly lower than that
generally achieved following oral dosing; and (b) the possible in
vivo enzymatic isotope effect on the metabolism (and therefore the
systemic disposition) of indinavir. Depyridomethylation is known
to be one of the CYP3A-mediated oxidative biotransformations of
indinavir in humans.14,15

Treatments A and B were administered according to a random-
ized two-period crossover design. Treatment C was administered
in the third period. All iv solutions contained 0.05 mg/mL of D6-
indinavir. In treatment C, the iv solution also contained 0.05 mg/
mL of D0-indinavir. All indinavir doses were expressed as the
milligram equivalent of anhydrous free base of unlabeled drug.

Plasma samples for assay of indinavir were obtained in treat-
ments A and B at 0 (predosing), 20, 25, 35 and 45 min, and at 1,
1.5, 2, 4, 6, 8, 10, 12, 16, and 24 h following oral dosing; and in
treatment C at 0, 5, 10, 20, 30, and 45 min, and at 1, 1.5, 2, 4, 6,
8, 10, 12, 16, and 24 h postdosing. All samples were stored at -20
°C until assayed.

Analytical MethodsConcentrations of D0-indinavir and D6-
indinavir in plasma were quantified by an LC/MS/MS method.16

Briefly, the analytes and internal standard were isolated from
plasma via liquid-liquid extraction with methyl tert-butyl ether.
Multiple reaction monitoring of the parent f product ion combina-
tions of m/z 614 f 465, 620 f 471, and 654 f 505 were used to
quantify D0-indinavir, D6-indinavir, and internal standard, re-
spectively, in the resulting extracts. The method was validated
over the concentration range of 1 to 200 ng/mL for each analyte,
using 1-mL aliquots of plasma. Precision of the assay, as measured
by the coefficient of variation, ranged from 0.9 to 4.3% and 0.9 to
6.2% for D0-indinavir and D6-indinavir, respectively. Indinavir
concentrations were converted to a molar basis using molecular
weights of 613.81 for D0-indinavir and 619.81 for D6-indinavir. The
limit of quantification was 1.63 and 1.61 nM for D0 and D6,
respectively.

Pharmacokinetic AnalysissPeak plasma concentration (Cmax)
and the time to peak plasma concentration (Tmax) following oral
administration were obtained by inspection. All AUC values were
computed up to the last sampling time point at 24 h without
extrapolation, and were obtained by the modified trapezoidal
method using stable piecewise cubic polynomials.17 For the
intravenously administered plasma concentration data, AUC
values were obtained as the sum of AUC up to the end of infusion
and the AUC after the end of infusion. Plasma concentrations
below the limit of quantification were treated as zero in all
calculations. Apparent plasma clearance was computed as the
quotient of D6-dose/D6-AUC.

To further investigate the effect of the fluctuations in concen-
tration ratio on the bioavailability estimates, a second analysis of
the data with a modeling approach was taken. The model
composed of three compartments with saturable elimination from
the central compartment and saturable distribution in one of the
peripheral compartments. Nonlinear regression analysis was
employed to obtain the best-fit model parameters. The bioavail-
abilities of the oral doses were estimated using a mass balance
approach. The computational procedures and the results based on
this analysis have been reported.18
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Statistical AnalysissStatistical analysis was performed on
the natural log-transformed individual bioavailability estimates
based on dose-normalized D6-AUC and D0-AUC values. An ANO-
VA model for a two-period crossover design was used to test for
the period effect. The systemic bioavailability for each treatment
was estimated by the geometric mean (GM) ratio of the individual
bioavailability estimates for that treatment. Ninety percent
confidence intervals (CI) for the bioavailability estimates for each
treatment were calculated on the log scale, and the limits were
then exponentiated to yield the 90% CI for the GM ratio. To
evaluate the kinetic isotope effect in treatment C, paired t-tests
were performed to compare the AUC and the concentration at 30
min (C30 min) for D0 and D6. Dose-normalized geometric mean ratios
and the corresponding 90% CI were similarly obtained.

Results
Concentration ProfilessMean plasma concentration

profiles of indinavir following the administration of oral
and intravenous doses are shown in Figures 1 and 2.
Summary values of the pharmacokinetic parameters are
presented in Table 1.

The orally administered indinavir data in the present
study were generally consistent with those observed previ-
ously following oral administration,11,12 with the exception
of a trend of a slightly prolonged Tmax following the 800-
mg dose in treatment B relative to that of the 400-mg dose
in treatment A. As expected, there was a disproportionate
increase in plasma concentrations; an increase of 2-fold in
the dose from 400 to 800 mg resulted in a 2.67-fold increase
in AUC. However, as a result of the delayed Tmax following
the 800-mg dose, Cmax did not increase disproportionally
as is generally seen over a wider dose range.11 Plasma
concentrations of D0-indinavir and D6-indinavir in treat-
ment C were virtually superimposed. Differences between
the D6-AUC and D0-AUC, although statistically significant,
were small, suggesting the absence of meaningful kinetic
isotope effect.

Plasma concentrations of the intravenously administered
D6-indinavir varied considerably with treatment and were
dependent on the magnitude of the coadministered D0-
indinavir concentrations. The D6-AUC values were highest
when coadministered with the 800-mg oral dose in treat-

ment B, lower with the 400-mg oral dose in treatment A,
and lowest with the 16-mg D0-indinavir iv dose in treat-
ment C. Plasma concentrations at the end of the 30-min
infusion also demonstrated a similar trend. Additionally,
in the presence of coadministered D0-indinavir in the two
oral treatments, plasma concentrations of D6-indinavir
declined more slowly after the termination of infusion and
near the plasma Tmax for D0-indinavir. Adjusted for the
increase in D6-AUC from treatment A to treatment B (ratio
) 1.22), the net increase in D0-AUC was reduced to 2.19-
fold. These observations are consistent with nonlinearity
in the systemic disposition kinetics contributing signifi-
cantly to the disproportionate increase in D0-indinavir
concentrations over the 400- and 800-mg dose range.

Plasma ClearancesIt was reported previously11 that
following oral administration, the indinavir terminal plasma
concentration did not reach the log-linear phase until
concentrations had declined to below ∼0.1 to 0.5 µM. In
the present study, the range of the total concentrations in
treatment C (sum of D0- and D6-indinavir) did not com-
pletely fall within this range. However, concentrations
generally did not exceed 0.8 µM and the computed apparent
plasma clearance (1.29 L/min) was approaching the hepatic
blood flow of 1.45 L/min. The decreased plasma clearances
in treatments A and B reflected the increased D6-AUC
values in the presence of high concentrations of D0-
indinavir in these treatments and were consistent with the
concentration-dependency of clearance in a nonlinear
disposition system.

BioavailabilitysThe systemic bioavailability of indi-
navir appeared to be high, averaging 0.60 following the
400-mg dose, and 0.65 following the 800-mg dose. The
corresponding values based on the modeling approach were
0.64 for both doses.18 The dose-dependence of bioavailability
values over this dose range was not statistically significant.

Discussion
This study was motivated by the desire to understand

the underlying source(s) of the observed nonlinear phar-
macokinetics in previous clinical studies and to examine
the systemic bioavailability of indinavir. Recognizing the
potential of bioavailability overestimation based on con-
ventional crossover study design in a nonlinear system,19

the concurrent administration technique was adapted for
the present study. In addition, treatment C was incorpo-

Figure 1sMean plasma concentration profiles of D0-indinavir following oral
administration of D0-indinavir in treatments A and B. Comparisons with the
corresponding mean profiles of D6-indinavir following intravenous administration
of D6-indinavir are shown in the inset. Key: 9 ) 400 mg of D0-indinavir po
in treatment A; b ) 800 mg of D0-indinavir po in treatment B; 0 ) 16 mg
of D6-indinavir iv in treatment A; O ) 16 mg D6-indinavir iv in treatment B.

Figure 2sComparisons of plasma concentration profiles of the intravenously
administered indinavir from all three treatments. Key: 0 ) D6 with 400 mg
of oral indinavir in treatment A; O ) D6 with 800 mg of oral indinavir in
treatment B; ] ) D6 in treatment C; 2 ) D0 in treatment C.
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rated to serve as a reference for identifying the source of
nonlinearity.

While there are a number of factors that could result in
the nonlinear disposition kinetics, plasma protein binding
did not appear to be a contributing factor in the present
case. Binding of indinavir to plasma protein is not extensive
(39% unbound) and is not dependent on concentration up
to 80 µM, which is significantly higher than the Cmax of
10.6 µM achieved following the 800-mg dose. Other poten-
tial causes include saturable elimination and tissue bind-
ing. A more detailed study on the mechanism(s) of the
systemic nonlinearity can be found elsewhere (Stone et al.,
unpublished results).

Increasing the mass as a result of isotope labeling
generally increases the bond stability in the drug mol-
ecule.20,21 In the present case, the deuterium isotope was
chosen to be incorporated on the pyridomethyl moiety of
the indinavir because of its relative ease of chemical
syntheses. Since the bond cleavage leading to depyridom-
ethylation is one of the metabolic pathways for indinavir,15

the possibility that the metabolic rate and therefore the
overall disposition kinetics of indinavir might be perturbed
could not be ruled out. The most desirable deuterated
analogue of indinavir would have contained the labeling
placed at the metabolically stable site of the molecule.
However, such an ideal analogue of indinavir was not
available at the time of the study. Any significant difference
in the disposition kinetics of indinavir between the two
analogues of the drug would have made the D6 a poor
surrogate for D0 in data analysis.

Prior to initiation of the present human study, the
potential for the isotope effect was examined. In vitro
studies with D6 using rat liver and human microsome
preparations indicated modest decreases (∼23%) in the
formation of the dealkylated product.13 Intravenous ad-
ministration of a 1:1 mixture containing the D0 and D6 in
rats at a total dose of 10 mg/kg indicated no discernible
difference in plasma concentration profiles.13 In vitro
metabolism studies indicated depyridomethylation was
only one of the multiple CYP3A4-mediated pathways in the
oxidative metabolism of indinavir in humans.15 These
experiments suggested that the potential kinetic isotope
effects in human would be negligible, which was confirmed
by the data from treatment C of the present study.

The mass of the intravenous D6-indinavir dose admin-
istered in treatments A and B was considerably lower than
that of the D0 oral doses. The D0-AUC data observed in
the present study did not appear inconsistent with the

historical data,11 suggesting the D6 dose did not have
significant effect on the absorption or disposition processes
of the D0 oral doses.

The first-pass metabolism of indinavir has been char-
acterized to be mediated by the CYP3A isoform of the
cytochrome P450 enzyme system, primarily in the liver but
also to some extent in the intestine.22,23 This same isozyme
is also known to be involved in the metabolism of other
protease inhibitors ritonavir, saquinavir, and nelfinavir.
It has been recently reported24 that protease inhibitors as
a class are also substrates for p-glycoprotein (Pgp) which
functions as a transmembrane efflux pump.25-27 Thus, in
addition to the first-pass metabolism, the apical expression
of Pgp in the epithelial cells of the GI tract and on the bile
canalicular surface of hepatocytes would function as bio-
logical barriers and further limit the absorption for this
class of drugs. The high bioavailability results of the
present study would suggest a reduced impact of the Pgp-
mediated transporter system at clinically relevant doses
of indinavir.28,29

The use of a constant-rate infusion rather than a bolus
intravenous administration in the study was designed to
reduce the magnitude of fluctuations in the D6/D0 concen-
tration ratios and to improve the reliability of bioavail-
ability estimates.5 Ideally, the infusion rates may be
controlled to match closely the rate of drug delivery to the
systemic circulation. In actual practice, the superposition
can only be approximated since the drug input after an oral
dose is not known a priori. Figure 3 shows the (D6/D0)
plasma concentration ratios following the two oral treat-
ments. These data indicated relatively constant ratios after
about 1.5 h post oral dosing. However, substantial fluctua-
tions were noted during the earlier time points. Prior to
the start of the infusion at 15 min, D0-concentrations were
unmatched with ratios effectively zero for a brief period.
The ratios then increased rapidly and reached the maxi-
mum within 5 min once the D6 infusion was initiated. It
should be noted that a perfect alignment of Tmax with the
end of infusion would only reduce, but not eliminate, the
fluctuations, due to the differences in the input rate
between the two administration modes. The magnitude of
errors associated with such imperfection has been reviewed
using model simulations.5

Cross comparisons of the bioavailability estimates based
on the present method and those based on the modeling
approach18 are presented in Figure 4. Although the two
computational procedures differed from each other, the
results were numerically comparable, confirming the im-

Table 1sGeometric Mean of Pharmacokinetic Parameter Values and the Corresponding Ratios (90% CI) of Intravenously and Orally Administered
Indinavir

analyte pharmacokinetic measures treatment Ae treatment Bf treatment Cg

D0 (po) AUC0-24h, µM‚h 7.41 19.78 −
AUC ratioa − 2.67 (2.10, 3.40) −
Cmax, µM 5.89 10.55 −
Cmax ratioa − 1.79 (1.23, 2.53) −

Tmax, hb 0.87 ± 0.40 1.20 ± 0.53 −
Tmax differencea − 0.33 (0.0, 0.65) −
bioavailability 0.60 (0.54, 0.66) 0.65 (0.58, 0.72) −

bioavailability ratioa − 1.09 (0.92, 1.29) −
D6 (iv) apparent CL, L/min 0.85 (0.74, 0.98) 0.70 (0.62, 0.79) 1.29 (1.20, 1.38)

AUC0-24h, µM‚h 0.510 0.620 0.337
AUC ratioc 1.50 (1.32, 1.69) 1.83 (1.60, 2.09) 1.016 (1.010, 1.021)d

AUC ratioa − 1.22 (1.07, 1.39) −
C30min, µM 0.472 0.478 0.377
C30min ratioa − 1.01 (0.88, 1.17) −
C30min ratioc 1.25 (1.04, 1.51) 1.27 (1.10, 1.46) 1.023 (1.016, 1.031)d

a Relative to treatment A. b Arithmetic mean ± SD. c Relative to the intravenous D6 dose in treatment C. d Relative to the intravenous D0 dose in treatment C.
e Treatment A: 400 mg of D0 orally plus 16 mg of D6 intravenously. f Treatment B: 800 mg of D0 orally plus 16 mg of D6 intravenously. g Treatment C: Simultaneous
16 mg of D0 and 16 mg of D6 intravenously.
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portance of the delayed iv infusion regimen used in this
study in reducing the imperfection of fluctuations in the
(D6/D0) plasma concentration ratios. Lengthening the infu-
sion period with a reduced input rate would likely have
reduced the fluctuations at early time points (Figure 3) and
improve the concordance between the two estimates for
those data sets with greatly delayed Tmax, although it also
would have adversely affected the bioavailability estimates
from the data sets with shorter Tmax. On the other hand,
errors in bioavailability estimates based on the modeling
method would most likely arise from model miss-specifica-
tion and thus would be model-dependent but would be less
likely to be correlated with the D0 Tmax.

While the ratio of indinavir concentrations in blood to
that in plasma was not available for humans, preclinical
studies indicated the ratio to be approximately equal to
unity for monkeys.22 Thus, the plasma clearance and the

blood clearance for indinavir could be assumed to be
comparable for humans. It has been reported that the
urinary excretion of intact indinavir constituted 5-12% of
the dose over the 200-1000 mg dose range, indicating a
significant contribution of hepatic metabolism to the overall
elimination of the drug.11,15 At low indinavir plasma
concentrations, the extremely high clearance (1.29 L/min)
relative to the hepatic blood flow of ∼1.45 L/min in man
would suggest that at low doses, indinavir could be clas-
sified as a high hepatic extraction drug with low systemic
bioavailability following oral administration,30 and that
dose-dependence of bioavailability would contribute sig-
nificantly to the observed pharmacokinetic nonlinearity.
In addition, the first-pass metabolism would gradually
become more saturated with increasing doses, and as the
doses approached the clinical range, the bioavailability
would be high and would be only marginally dose-depend-
ent.

In summary, the present study indicates that indinavir
bioavailability was high (60-65%) and comparable over the
400-800 mg dose range and that there was a significant
contribution of the nonlinearity in the systemic disposition
to the observed nonlinear pharmacokinetics following oral
administration. These results demonstrate that the concur-
rent administration approach can be used to identify the
source(s) of pharmacokinetic nonlinearity and obtain bio-
availability estimates in a nonlinear pharmacokinetic
system. Characterizing important pharmacokinetic at-
tributes of drug candidates during product development
based on such an approach has become increasingly
feasible as a result of recent advances in LC/MS/MS
instrumentation.31 The application of the model-indepen-
dent method described in the present study requires that
there is no kinetic isotope effect. The computed bioavail-
ability is not exact and its reliability depends on the
closeness of similarity between the plasma concentration
profile following the test dose and that following the labeled
tracer dose. However, the elaboration needed in the design
and execution of such studies is compensated for by the
simplicity in data analysis. With the conventional crossover
study design, bioavailability in a nonlinear disposition
system could only at best be estimated with a modeling

Figure 3sRatios of plasma concentrations (D6-indinavir/D0-indinavir) following the administration of 16 mg of D6-indinavir iv with 400 mg of D0-indinavir po in
treatment A (left panel) or with 800 mg of D0-indinavir po in treatment B (right panel). Solid circles represent median ratios and open circles represent medians
of simulated ratios during the first 5 min immediately after the initiation of the iv infusion. Simulated ratios were obtained using interpolated concentration values
between 0 and 5 min for the po and iv curves, which were obtained by the piecewise cubic polynomial functions.17 The arrows indicate the end of infusion at 0.75
h. The horizontal lines represent the apparent Zapp based on eq 5. The expanded initial ratios are shown in the insets.

Figure 4sComparison of the bioavailability estimates based on the present
model-independent AUC method and that based on the kinetic modeling
method.18 The diagonal line represents the projected perfect agreement
between the two estimation methods. Key: b ) 400-mg dose; ] ) 800-mg
dose.
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approach.32 Additionally, due to the concentration-depen-
dence in clearance, systemic bioavailability could be po-
tentially overestimated unless the concentration ranges
achieved in the intravenous treatment were sufficiently
high and comparable to that achieved in the test treatment.
For drugs with low aqueous solubility, it may not be
feasible, if not impossible, to achieve the required plasma
concentrations with clinically acceptable preparations.
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Abstract 0 Rhodium(II) carboxylates and their derivatives constitute
a promising class of second-generation transition metal compounds
with anticancer properties. While most transition metal anticancer
compounds chelate DNA and cause extensive chromosomal damage,
rhodium(II) carboxylates act on the enzyme DNA polymerase R and
hence cause minimal chromosomal damage. Rhodium(II) citrate, a
recent member of the rhodium(II) carboxylate family is highly promising
as an antitumor agent. However, due to its high water solubility, a
high systemic dose is necessary to achieve efficacy. In this paper,
we have explored the complexation of rhodium(II) citrate with
hydroxypropyl-â-cyclodextrin as a means to improve encapsulation
and release kinetics from poly(dl-lactic-co-glycolic) acid (PLGA) and
poly(anhydride) microspheres. We observed that complexation of
rhodium(II) citrate with hydroxypropyl-â-cyclodextrin significantly
increased both the encapsulation efficiency and duration of release
in both polymer systems.

Introduction

A class of promising second-generation transition metal
anti-cancer compounds are the rhodium(II) [Rh(II)] carboxy-
lates.1-4 Most anti-cancer drugs induce chromosomal dam-
age in treated cells (e.g., cisplatin), resulting in the forma-
tion of chromosomal lesions.5 In contrast, rhodium(II)
butyrate only slightly increases the incidence of chromatid
gaps and breaks.3 It is believed that its mode of inhibition
of DNA synthesis is via the inhibition of enzyme(s) es-
sential for DNA synthesis, such as DNA polymerase R,
rather than DNA chelation. In general, inhibition of DNA
synthesis by R-substituted Rh(II) carboxylates derivatives
in vitro increases with increasing side chain lipophilicity
in the order: Rh(II) methoxyacetate < acetate < propionate
< butyrate.2,5 However, the simple extension of the car-
boxylate chain (R group) is not effective in increasing the
therapeutic effects of the drug. Thus it appears that for
Rh(II) compounds to be efficacious, they have to exhibit

some degree of water solubility.6 However, Rh(II) butyrate
and analogues are very toxic; Rh(II) carboxylates irrevers-
ibly inhibit enzymes that possess sulfydryl groups.4 Re-
cently, a new class of Rh(II) carboxylates [i.e., Rh(II)
citrates] have been synthesized and shown to be promising
compounds for chemotherapy.7-9 However, due to the high
water solubility of Rh(II) citrate, high systemic doses of
the drug would be required to achieve efficacious concen-
trations in tumor sites. Therefore, it is useful to develop
controlled release systems wherein the Rh(II)-complex is
shielded from the extracellular milieu to minimize local
toxicity and prolong drug action.

To address this problem we have examined the host:
guest complexation approach using cyclodextrins to alter
solubility and improve the encapsulation and release from
polymer microspheres.

Experimental Section
MaterialssRhodium(II) citrate was prepared as described

elsewhere.7 Hydroxypropyl-â-cyclodextrin (HPBCD) was gener-
ously donated by Cerestar Company to VPS and had a degree of
substitution of hydroxypropyl groups between 5 and 7. Poly(vinyl
alcohol) (PVA) was purchased form Aldrich (MW, 70 000; 90%
hydrolyzed) and used as received. The poly((dl)lactic-co-glycolic)-
acid (PLGA; RG503, MW, 30 000) was purchased from Boehringer
Ingelheim (Indianpolis, IN) and poly(1,3-bis(p-carboxyphenoxy)-
propane-co-sebacic acid) (CPP:SA, 20:80; (MW, 70 000) was pre-
pared as described elsewhere.10 All other chemical were purchased
from Aldrich Chemical and used as received.

MethodssPreparation of the Association Compound between
Rhodium(II) Citrate and HPBCDsThe association compound was
prepared by mixing 292 mg of HPBCD and 200 mg of Rh(II) citrate
in 20 mL of distilled water and stirring overnight. The resulting
solution was then frozen in liquid N2 and lyophilized into a free
flowing powder.

Characterization of Rh(II) Citrate-HPBCD Association Complexs
the formation of the association complex of Rh(II) citrate with
HPBCD was studied by infrared (IR) spectroscopy and thermo-
gravimetric (TG) analyses. The IR spectra were obtained on a
Nicolet Magna IR-550 FTIR equipped with a liquid nitrogen cooled
helium-neon laser. All samples were pressed as KBr pellets. The
TG and differential thermogravimetric (DTG) curves were obtained
on 5-10 mg of sample under dynamic nitrogen atmosphere using
a Perkin-Elmer Series 7 thermogravimetric analyzer interfaced
to a PC. The curves were analyzed using Perkin-Elmer TGA
software.

Preparation of the MicrospheressPolymer microspheres were
prepared by a solvent evaporation technique.11 In brief, 200 mg
of the polymer (PLGA or CPP:SA) was dissolved in 1 mL of
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methylene chloride. To this, 50 mg of the Rh(II) citrate or the
association compound (corresponds to =20 mg of Rh(II) citrate)
dissolved in 200 mL of water was added, and the solution was
sonicated using a Vibra Cell ultrasonicator (Sonics and Materials,
Danbury, CT, six pulses, 50% duty cycle, output 3) to prepare the
first w/o microemulsion. The microemulsion was then dispersed
in 100 mL of a 1% PVA solution with an homogenizer (Silverson
L4R, Nottingham, England, 3/4 in. homogenization tip) at 5200
rpm for 1 min to stabilize the second emulsion (w/o/w). The PVA
solution containing polymer microspheres was then stirred for 1.5
h to facilitate evaporation of methylene chloride (solvent) and
induce hardening of the polymer microspheres. The microspheres
were isolated by centrifugation at 1500 rpm for 5 min, subse-
quently washed three times with water to remove surface-adsorbed
PVA, and finally resuspended in 2 mL of water and freeze-dried
to a free powder. The size distribution of the microspheres was
determined with a Coulter Counter multisizer.

Rhodium(II) Citrate Release Studiessthe release studies were
carried out on 10 mg of microspheres in 1.5 mL Eppendorf tubes
containing 1 mL of phosphate buffer release medium (pH 7.4) at
37 °C. To ensure thorough mixing, the tubes were placed on a Lab-
line orbital shaker. Sink conditions were maintained by periodi-
cally replacing the release medium with fresh release buffer
throughout the duration of the study.

Quantification of RhodiumsThe Rh(II) citrate released was
quantified by visible spectroscopy (Beckman DU-6) and inductively
coupled plasma mass spectrometry (ICP-MS). The visible absor-
bance was measured at 591 nm in 1X PBS using a quartz sample
cell (1 cm path length). The calibration curve was established using
known concentrations of Rh(II) citrate in 1X PBS. The loading in
microspheres was determined by solvent extraction. In brief, 5.0
mg of microspheres (in triplicate) was first placed in 1 mL of
methylene chloride to dissolve the polymer phase and then
extracted with 1 mL of 1X PBS. The Rh(II) citrate, which was
extracted in the aqueous phase, was quantified as described above.

Results and Discussion

Characterization of the Association Compound
between the Rhodium (II) Citrate and HBCDsThe
formation of the association compound between Rh(II)
citrate and HPBCD was verified by IR, TG, and DTG. The
IR spectra of the association compound showed two im-
portant characteristics consistent with the formation of an
associative complex between the Rh(II) citrate and HP-
BCD: (a) displacement of the IR band associated with the
stretching the -OH bond to 3400 cm-1 in comparison with
free HPBCD (3440 cm-1) and (b) narrowing of this band
due to the breakdown of hydrogen bonding in the CD cavity
upon the release of the resident water molecules.12,13

The TG and DTG curves of Rh(II) citrate, HPBCD, and
the association compound between Rh(II) citrate and
HPBCD are shown in Figures 1a and 1b, respectively. The
TG and DTG curves of Rh(II) citrate revealed an onset of
mass loss beginning at 25 °C. However, significant changes
in mass presumably due to the decomposition of the metal
complex, occurred at 220 and 350 °C. In contrast, the TG
and DTG curves of the Rh(II) citrate-HPBCD association
compound showed only one thermal transition at higher
temperature, around 310 °C, which was accompanied by
an 80% mass loss. Thus, it appears that the thermal
stability of Rh(II) citrate is improved significantly upon
association with HPBCD. The increased thermal stability
could have significant benefits when using high-tempera-
ture polymer processing techniques, such as compression
or injection molding to manufacture polymer delivery
devices.

Release of Rh(II) Citrate and its Association Com-
plexwithHPBCDfromPLGAandCPP:SAMicrospheress
The size distributions of PLGA and CPP:SA microspheres
containing Rh(II) citrate and its association complex with
HPBCD are shown in Table 1. An interesting observation
was the significant enhancement of Rh(II) citrate encap-

sulation efficiency upon complexation with HPBCD. The
encapsulation efficiency of the free Rh(II) citrate in PLGA
microspheres was 30%, whereas that of the HPBCD
complex system was 83%. Similarly, the encapsulation
efficiencies of free Rh(II) citrate and Rh(II) citrate-HPBCD
association complex in CPP:SA were 22 and 79%, respec-
tively. This increase in loading efficiency upon complex-
ation with HPBCD can be explained on the basis of the
following observations.

The enhanced solubility of alkyl-substituted â-CD in
comparison with the unsubstituted â-CD has been at-
tributed to several factors, including breakdown of hydro-
gen bonding between CD molecules, changes in ring
conformation, and lowering of the lattice free energy due
to its enhanced interaction with surrounding water mol-
ecules.14,15 However, the introduction of alkyl groups such
as hydroxypropyl, can also increase the lipophilicity of
substituted â-CDs in comparison with the unsubstituted
â-CD. One possible mechanism could involve the delocal-
ization of the hydrophobic core in the alkyl substituted
â-CD toward the primary 6-CH2OH hydroxy face.16 Thus,
it is plausible that the complexation of Rh(II) citrate with
HPBCD can alter the partition coefficient of the Rh(II)

Figure 1s(a) TG curves of HPBCD (−), Rh(II) citrate (−‚−‚), and association
complex between Rh(II) citrate and HPBCD (- - -). (b) DTG curves of HPBCD
(−), Rh(II) citrate (−‚−‚), and association complex between Rh(II) citrate and
HPBCD (- - -).

Table 1sSize Distribution and Percent Loading of PLGA and CPPSA
Microspheres Containing Rh(II) Citrate and Rh(II) Citrate−HPBCD
Association Complex

compound polymer size, µm
loading of

Rh(II) citrate, %

Rh(II) citrate PLGA 10.0 30.0
Rh(II) citrate CPP:SA 20.5 22.4
Rh(II) citrate−HPBCD PLGA 15.4 83.4
Rh(II) citrate-HPBCD CPP:SA 25.0 79.2
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citrate molecule so as to bias its distribution in the
hydrophobic polymer phase during microsphere prepara-
tion

The release profiles of Rh(II) citrate and its association
complex with HPBCD from PLGA microspheres are shown
in Figure 2a. The ‘burst effect’ (8 h) was almost identical
in both the cases although the loading was nearly three
times higher in the case of the Rh(II) citrate-HPBCD
association complex. Beyond 24 h, near zero-order release
kinetics was observed, with 45% of the encapsulated Rh-
(II) citrate released at 148 h in comparison with 18% of
the HPBCD complexed molecule. Thus, it appears that one
can prolong the duration of release of small molecules from
polymer microspheres by association with CDs.

Release profiles of Rh(II) citrate and Rh(II) citrate-
HPBCD association complex from CPP:SA (20:80) micro-
spheres are shown in Figure 2b. As in the PLGA system,
the ‘burst effect’ was almost identical in both the cases,
although the loading of the Rh(II) citrate-HPBCD associa-
tion complex in the microspheres was nearly four times
higher. As observed in the PLGA system, the association
of Rh(II) citrate with HPBCD prolonged the duration of
release from the CPP:SA microspheres as well. Whereas
100% of the encapsulated Rh(II) citrate was released at
the end of 148 h, only 60% of HPBCD complexed molecule
was released during the same period.

Finally, in this study we observed that although the size
of the PLGA and CPP:SA microspheres containing Rh(II)
citrate-HPBCD was larger (20.5 and 25.0 µm, respectively)
when compared with microspheres containing uncomplexed
Rh(II) citrate (10.0 and 15.4 µm, respectively), the cumula-
tive release was lower in the former system. If one were to
assume that the surface roughness of all the microspheres
were similar, the lower cumulative release from the PLGA
and CPP:SA microspheres containing the complexed Rh-
(II) citrate is surprising, considering the fact that the
surface area of these microspheres would be larger in
comparison with the microspheres containing uncomplexed

Rh(II) citrate. This result could be due to the decrease in
the solubility of the Rh(II) citrate upon complexation with
HPBCD, as discussed earlier.
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Figure 2s(a) Release of Rh(II) citrate and Rh(II) citrate−HPBCD from PLGA
microspheres. (b) Release profiles of Rh(II) citrate and Rh(II) citrate−PBCD
association complex from CPP:SA (20:80) microspheres. The error bars are
represented as the standard deviation from the mean.
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Abstract 0 The effect of radiolabeling liver-specific proteins on the
in vivo disposition of radioactivity was investigated. The suitability of
111In and 125I as radiolabels for protein disposition studies in vivo was
examined. Galactosylated and cationized bovine serum albumin were
labeled with either 125I by the chloramine-T method or 111In, using
1-(4-isothiocyanatobenzyl)ethylenediaminetetraacetic acid (SCN-BZ-
EDTA) or diethylenetriaminepentaacetic acid (DTPA) as bifunctional
chelating agents (BCAs) and administered intravenously to rats. 125I
radioactivity disappeared rapidly from the liver with subsequent
excretion in the urine and bile, mainly in the TCA soluble fraction.
111In-associated radioactivity, on the other hand, remained in the
hepatic tissue in considerably higher amounts during the experiment
and was excreted in the bile and urine to a lower extent when
compared with 125I. When the effect of BCA on excretion of 111In
radioactivity was compared, no significant differences were observed
in the urinary clearances. However, biliary excretion was significantly
higher for 111In-SCN-BZ-EDTA-bound radioactivity. In conclusion, when
compared with 125I, 111In labeling seems to more accurately character-
ize the in vivo distribution of liver-targeted proteins after their iv
administration in rats and allows a more accurate pharmacokinetic
evaluation to be performed.

Introduction
Since biologically active proteins are receiving much

attention as potential therapeutic agents, there has been

a need to modify their structure in order to overcome
difficulties associated with their clinical application. Con-
sequently, it is necessary to quantitatively describe the
disposition of these proteins in the body using pharmaco-
kinetic evaluation. Labeling a protein in question with a
radionuclide is the easiest way to trace it in the organism,
and a variety of methods have been employed to label
proteins with a radionuclide. Among these, radioiodine
isotopes are the most widely used protein radiolabels for
imaging studies.1 Proteins may be easily labeled with
radioisotopes of iodine by several methods; however, certain
limitations to the use of radioiodine for imaging applica-
tions have become apparent, especially their poor target
retention of radioactivity.24

Several alternative methods of radiolabeling proteins
and peptides have been examined to overcome these
difficulties and to increase and retain enough radioactivity
at target sites for a sufficient period of time. After intro-
duction of bifunctional chelating agents (BCAs), 111In has
become a convenient radiometal which has been used by
many investigators.4 This radionuclide is commonly at-
tached to a protein via ethylenediaminetetraacetic acid
(EDTA) or, alternatively, via diethylenetriaminepentaacetic
acid (DTPA). In addition, several other modifications of
these BCAs have been investigated to improve labeling
efficiency and in vivo stability.5-8

When internalized by cells, these proteins undergo
intracellular catabolism with subsequent formation of
radiolabeled metabolites. In particular, after endocytotic
internalization, the ligand is delivered to the endosome and
then to the lysosome. In the lysosomal compartment, most
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of the ligand is degraded by proteases and glycosidases.9
Obviously, further disposition of radioactivity within the
body will be determined by the nature of the radiolabeled
degradation product(s) formed, mainly by their physico-
chemical characteristics such as lipophilicity and molecular
weight and/or by their possible affinity for a carrier-
mediated transport system. This problem becomes espe-
cially marked in cases where proteins are intended to be
preferentially taken up by liver cells. In the case of
radioiodine-labeled proteins, the final radioactive metabo-
lite is mono- or diiodotyrosine10 which seems to escape from
the liver at a very fast rate with consequent interference
with the pharmacokinetic analysis.

The aim of the present study was to investigate and
quantitatively compare the difference between 125I and 111In
radiolabeling of liver-specific proteins in terms of the whole
body disposition of radioactivity. Galactosylated bovine
serum albumin (Gal-BSA) and cationized BSA (Cat-BSA)
were employed as carrier proteins for hepatic cells. Both
have been reported to be taken up preferentially by hepatic
parenchymal cells, although the mechanism and rate by
which they enter cells differ. Hepatic uptake of Gal-BSA
occurs via asialoglycoprotein receptors, whereas Cat-BSA
enters hepatocytes by adsorptive endocytosis based on
universal electrostatic interaction with the cell surface (for
review see refs 11 and 12). In the present study, 111In was
attached to the proteins using 1-(4-isothiocyanatobenzyl)
EDTA (SCN-BZ-EDTA) or DTPA as chelating agents as
described by Meares et al.13 and Hnatowich et al.,14

respectively. Radioiodination of both proteins by 125I was
achieved by the chloramine-T method.15 Radiolabeled
compounds were administered to rats as a bolus intrave-
nous injection. The radioactivity in the plasma, bile, urine,
and several organs was measured, and its movement
within the body was described using clearance concepts.

Materials and Methods
ChemicalssBSA (fraction V) was purchased from Sigma

Chemicals (St Louis, MO). SCN-BZ-EDTA and DTPA anhydride
were obtained from Dojindo Laboratory (Kumamoto, Japan).
111Indium chloride ([111In]InCl3) was supplied from Nihon Medi-

Physics Co. (Takarazuka, Japan). Chloramine T was supplied by
Nacalai Tesque (Kyoto, Japan). Sodium (125I) iodide ([125I]NaI) was
purchased from DuPont/NEN Co. (Boston, MA). All other chemi-
cals were obtained commercially as reagent-grade products.

Synthesis of BSA DerivativessThe method of Lee et al.16

was used to introduce galactose residues into BSA. Briefly,
cyanomethyl 2,3,4,6-tetra-O-acetyl-1-thio-D-galactopyranoside was
treated with 0.01 M sodium methoxide at room temperature for
24 h, and the syrup of 2-imino-2-methoxyethyl 1-thio-D-galacto-
pyranoside was obtained after evaporation of the solvent. This
resultant syrup was quantitatively added to BSA (100 mg) in 10
mL of 50 mM borate buffer (pH 9.0). After 24 h at room
temperature, the reaction mixture was concentrated by ultrafil-
tration and applied to a Sephadex G-25 column equilibrated with
0.1 M acetate buffer (pH 6.0) to remove the unreacted compound.
The number of sugars incorporated into the albumin was deter-
mined by the phenol/sulfuric acid method calibrated with galac-
tose.17

Cat-BSA was synthesized by covalent coupling of hexamethyl-
endiamine to BSA according to the method reported by Pardridge
et al.18 In brief, 5 mL of 10% BSA in distilled water was slowly
added to 30 mL of 2 M hexamethylendiamine at pH 6.5. 1-ethyl-
(3-dimethylaminopropyl)carboimide hydrochloride (0.5 g) was
added to the solution after 30 and 60 min, and the solution was
kept at a pH of 6.5 by addition of 1 M HCl. The solution was stirred
overnight and then dialyzed thoroughly against distilled water.
The protein was purified by chromatofocusing using Polybuffer
exchanger 94 resin and Polybuffer 96 elution buffer (Pharmacia,
Uppsala, Sweden). The major protein peak eluted in the void
volume and was collected and concentrated by ultrafiltration. The
cationic nature of Cat-BSA was confirmed by its absorption on a
CM-Sephadex C-50 anion exchanger.

125I LabelingsA modified chloramine-T method15 was used to
label both proteins with 125I. Twenty µL 0.4 M phosphate buffer
(pH 7.5) and 20 µL 10-fold diluted [125I]NaI were added to 20 µL
the sample solution (1 mg/mL) and vortexed. Two times 20 µL
chloramine-T diluted in ice-cold distilled water (3.8 mM) was added
and vortexed for 30 s. Finally, 50 µL of sodium metabisulfite
solution (2.5 mM) was added and vortexed for 30 s. The solution
was applied to a PD-10 column (Pharmacia, Uppsala, Sweden) and
eluted with phosphate buffer (0.25 M, pH 7.5) containing 0.2%
BSA. The eluent was collected into plastic tubes and the radio-
activity counted using a survey meter. Appropriate fractions were
taken and stored at -80 °C until use. The specific activity of the
obtained sample was 74 MBq/mg protein.

111In Labeling of BSA Derivativess111In labeling of BSA
derivatives was performed using DTPA and SCN-BZ-EDTA as the

Figure 1sChemical structures of BSA derivatives radiolabeled with (A) 125I, (B) 111In-DTPA, or (C) 111In-SCN-BZ-EDTA.
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bifunctional chelating agents by the method of Hnatowich et al.14

and Meares et al.,13 respectively.
Attachment of DTPA: Gal-BSA or Cat-BSA (2 mg) was dis-

solved in 1 mL of 4-(2-hydroxyethyl)-1-piperazineethane sulfonic
acid buffer (0.1 M, pH 7.0), and a 2-fold molar excess of DTPA
anhydride in 10 µL of dimethyl sulfoxide was added. After stirring
30 min at room temperature, the mixture was purified by gel-
filtration chromatography using a Sephadex G-25 column (1 × 40
cm) and eluted with acetate buffer (0.1 M, pH 6.0) to separate the
unreacted DTPA. Fractions containing DTPA-BSA were selected
using spectrophotometry and concentrated by ultrafiltration.

Attachment of SCN-BZ-EDTA: Gal-BSA or Cat-BSA (5 mg) was
dissolved in 1 mL of borate-buffered saline (50 mM, pH 8.5) and
an equimolar amount of SCN-BZ-EDTA in 10 µL of dimethyl-
formamide was added. After 24 h at 37 °C, the mixture was
purified by gel-filtration chromatography using a Sephadex G-25
column (1 × 40 cm) and eluted with acetate buffer (0.1 M, pH 3.0)
to separate the unreacted SCN-BZ-EDTA. The fractions containing
SCN-BZ-EDTA-BSA were treated as described above.

Thirty microliters of 111InCl3 solution was added to 30 µL of
sodium acetate buffer (1 M, pH 6.0) and 60 µL of either the DTPA-
(or SCN-BZ-EDTA)-BSA derivative was added to the mixture.
After 30 min at room temperature (45 min at 37 °C, in the case of
SCN-BZ-EDTA-BSA), the mixture was purified by gel filtration
chromatography using a PD-10 column (Pharmacia, Uppsala,
Sweden) and eluted with acetate buffer (0.1 M, pH 6.0). The
appropriate fractions were selected based on their radioactivity
and concentrated by ultrafiltration. The specific activity of the
obtained samples was 37 MBq/mg protein.

In Vivo Animal ExperimentssPrior to administration, trace
amounts of radiolabeled proteins were diluted with saline, and
the protein concentration was adjusted to 0.1 mg/mL by adding
nonlabeled protein. Male Wistar rats (200 g) maintained on a
standard rat food and water diet were anaesthetized by intra-
peritoneal administration of pentobarbital sodium at a dose of 50
mg/kg. Their urinary bladder and bile duct were cannulated using
polyethylene and polyvinyl tubing to collect bile and urine samples,
respectively. Then, 200 µL investigated protein was injected into

the femoral vein at a dose of 0.1 mg/kg. Samples of blood, urine,
and bile were collected throughout the 180 min of the experimental
period. At the end of the experiment, each animal was killed by
bleeding and the liver, kidney, and spleen were excised. Blood
samples were centrifuged at 2000g for 2 min, and 100 µL of plasma
was collected for analysis. The 111In and 125I radioactivity in the
samples was measured in a well, NaI scintillation counter (ARC-
500, Aloka, Tokyo, Japan).

Organ Distribution of 125I-Labeled BSA DerivativessMale
Wistar rats similar to these defined above were given 0.1 mg/kg
125I-Cat-BSA or 125I-Gal-BSA. Animals were sacrificed at 5, 20, or
60 min by bleeding, the liver, kidney, spleen, and thyroid were
excised, and the radioactivity was measured as described above.
Data from the interval of 180 min were adopted from the
experiments described in the In Vivo Animal Experiments section.

Assessment of Degradation Products of 125I-Labeled Pro-
teins in Plasma, Bile, and UrinesTo investigate the degrada-
tion products of 125I-labeled proteins, the samples of plasma, bile,
and urine were weighed, and an equivalent volume of 45% trichlor
acetic acid (TCA) was added. Samples were vortexed and centri-
fuged at 1500g for 10 min. Supernatant (100 µL) was separated
into different tubes, and the radioactivity of the TCA-precipitable
(protein) and TCA-soluble (degradation product) fractions was
measured separately as described above.

Figure 2sIn vivo disposition of radioactivity after iv administration of Cat-BSA (A) and Gal-BSA (B) labeled with 111In-DTPA (b), 111In-SCN-BZ-EDTA (O), or 125I
(9). Data are expressed as mean ± SD of at least three experiments. Statistical significance was based on Student t-test.

Table 1sPhysicochemical Properties of BSA and Its Derivatives Used
in This Study

molecular
weighta

number of
NH2 groupsb

number of
galactosec pId

BSA 67000 60.0 − 4.2−4.8
Cat-BSA 70000 69.3 − >9.0
Gal-BSA 69000 8.6 42 4.8−4.9

a Determined by size-exclusion chromatography (LC-6A, Shimadzu, Japan)
using a Shim-pack Diol-300 column. b Determined by the TNBS method.
c Determined by the phenol−sulfuric acid method. d Determined by chromato-
focusing.
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Data AnalysissIn this study, the radioactivity of particular
samples and organs was employed to express the apparent organ
uptake clearance of investigated proteins. The radioactivity of all
samples and that of plasma was normalized to the % dose or %
dose/mL, respectively. Plasma concentrations (Cp(t)) were analyzed
by mono- or biexponential functions using the nonlinear least-
squares program MULTI.19 The one- or two-compartment model
was chosen according to Akaike Information Criterion.

Total body clearance of radioactivity (CLtotal) was calculated by:

where D is the dose of radioactivity administered, and AUC is the
area under the plasma concentration-time curve extrapolated to
infinity.

Assuming zero or negligible leakage of radioactivity from
organs, the apparent organ uptake clearance (CLorgan) may be
expressed as:

where Xti is the amount of radioactivity in the organ of interest at
the end of experiment and AUCto-ti is the area under the curve
over the time interval t0 ) administration of the compound and ti
) end of the experiment.20 In studies with 125I-labeled proteins,
AUC of TCA-precipitable radioactivity was employed to estimate
tissue uptake clearances.

Results
Characteristics of BSA DerivativessChemical struc-

tures of the radiolabeled proteins are depicted in Figure
1. Some physicochemical characteristics of BSA, Gal-BSA,
and Cat-BSA are given in Table 1. The amount of galactose
residues attached to BSA was estimated to be 42:1 (mol/
mol). The BSA derivatives had nearly the same molecular
weights as the original BSA as judged by gel-filtration
chromatography. The isoelectric point of Cat-BSA indicated
a highly positive charge caused by introduction of hexa-
methylenediamine into the BSA molecule.

Plasma Profile of 111In and 125I RadioactivitysThe
time-courses of the radioactivity in plasma and organ
accumulation of radioactivity after injection of 111In-DTPA,
111In-SCN-BZ-EDTA, and 125I-labeled compounds into rats
are shown in Figure 2. Fast disappearance of radioactivity
from the circulation was observed in all experiments and
may be accounted for by the avid hepatic uptake of
investigated proteins. In the case of Gal-BSA, the initial
phase of plasma concentration did not seem to be influ-
enced by the labeling method. However, in the later phase,
125I radioactivity started to increase reaching a peak at
0.75% dose/mL at 60 min followed by a gradual decrease.
In the case of Cat-BSA, on the other hand, the distribution
patterns varied significantly depending on the labeling
methods (see Table 2). Similarly, the latter phase of 125I

radioactivity in the plasma was influenced by the reap-
pearance of a 125I-metabolite in the circulation. This,
however, did not result in the appearance of a peak. Kidney
and spleen showed generally low radioactivity in the Cat-
BSA studies and only negligible amounts were found in
these organs in the Gal-BSA studies, 3 h after injection.

Biliary and Urinary Excretion of 111In and 125I
RadioactivitysStatistically different features of urinary
excretion of radioactivity were observed as far as the three
methods of labeling are concerned (Figure 3). In the case
of 111In labeling, the total radioactivity excreted in the urine
within the 180 min of the experimental period was less
than 1% of the administered dose, regardless of the BCA
used for labeling and regardless of the BSA derivative. On
the other hand, the cumulative amount of 125I radioactivity
in the urine was 7.8% and 2.9% of the administered dose
for Cat-BSA and Gal-BSA, respectively.

The biliary excretion of radioactivity after administration
of radiolabeled Cat-BSA was highest for 125I (2.2% of the
administered dose) followed by 111In-SCN-BZ-EDTA (1.1%
of the dose) and 111In-DTPA (0.3% of the dose). In the case
of Gal-BSA, similarly, the radioactivity excretion of 111In-
DTPA-labeled compound was the lowest of all, representing
1.7% of the injected dose. There was no statistically
significant difference in the biliary excretion of radioactivity
of 111In-SCN-BZ-EDTA and 125I-labeled Gal-BSA (3.8% and
3.5% of the administered amount, respectively).

When the biliary excretion rate (BER) of radioactivity
was investigated, differences in the rate of appearance of
radioactivity in the bile were observed relating to the three
methods of labeling (Figure 4). In particular, 125I-bound
radioactivity showed a rapid fall in BER after reaching a
peak at 25 min. On the contrary, the rate of biliary
excretion of 111In-SCN-BZ-EDTA radioactivity, after reach-
ing a maximum, was found to remain constant (Cat-BSA)
or only fall gradually (Gal-BSA). The BER value of 111In-
DTPA radioactivity (BERDTPA) during the last hour of the
experimental period (calculated as the mean of the last
three values) was significantly (p < 0.001) lower than that
of 111In-SCN-BZ-EDTA. The ratio BERDTPA/BEREDTA was
0.20 in the case of Cat-BSA and nearly identical for Gal-
BSA (0.19).

Radioactivity Disposition of 125I-Labeled BSA De-
rivatives and Their Metabolite(s)sThe separation of
TCA-precipitable 125I radioactivity is shown in Figure 5.
It can be seen that the increase in plasma radioactivity
after injection of 125I-Gal-BSA was exclusively caused by
the appearance of a low molecular weight product in the
circulation. Both the urinary and biliary excretion of 125I
radioactivity after the administration of 125I-labeled Cat-
BSA and Gal-BSA may also be accounted for by the
excretion of a degradation product rather than the intact
protein. In the urine, no TCA-precipitable radioactivity was
detected.

Table 2sApparent Volumes of Distribution, Distribution Half-Lives, AUCs, and Clearances of Cat-BSA and Gal-BSA Based on Radioactivity
Concentrations/Amounts in Body Compartmentsa,b

compound method of labeling Vd (mL)

t1/2 of
distribution phase

(min)
AUC

(% of dose‚min‚mL-1)
CLtotal

(mL‚h-1)
CLliver

(mL‚h-1)
CLkidney

(mL‚h-1)
CLspleen

(mL‚h-1)
CLthyroid

(mL‚h-1)

Cat-BSA 111In-DTPA 17.3 2.89* 244***,† 24.6*** 17.8*** 4.73†† 0.71 s
111In-SCN-BZ-EDTA 17.7 2.87* 194*** 31.0*** 21.7*** 2.51** 0.77 s
125I 16.1 1.76 42.5 141 7.07 4.42 0.83 1.55

Gal-BSA 111In-DTPA 10.5 0. 831 12.3 487 382*** 3.41**,†† s s
111In-SCN-BZ-EDTA 10.9 0.613 15.0 401 324*** 0.98*** s s
125I 12.2 0.790 14.7 407 31.6 5.62 s 11.2

a Results of 125I are based on the TCA-precipitable fractions of radioactivity in the plasma. b Statistical significance was based on Student t-test. * Compared
with 125I, † compared with 111In-SCN-BZ-EDTA, *(†) p < 0.05, **(††) p < 0. 01, *** p < 0.001.

CLtotal ) D
AUC

(1)

CLorgan )
Xti

AUCt0-ti

(2)
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Apparent Organ Uptake Clearance after Intrave-
nous Administration of BSA Derivatives Labeled
with 111In-DTPA, 111In-SCN-BZ-EDTA, and 125IsThe
apparent volumes of distribution, areas under the radio-
activity concentration curve (AUC) and apparent organ
uptake clearance of radiolabeled proteins after administra-
tion of the investigated compounds in rats are given in
Table 2. The AUC of total radioactivity after administration
of Cat-BSA was not significantly affected by the method
of radiolabeling. However, in the case of Gal-BSA, a rapid
release of 125I-metabolite occurred (Figure 2), which re-
sulted in significantly (p < 0.001) increased AUC of total
radioactivity. When recalculated to infinity, the AUC of
125I radioactivity was about 25 times larger than that of
111In-labeled protein.

The apparent organ uptake clearance of 111In-labeled
compounds (regardless of the BCA employed) was consis-
tent with the well-known mechanism of their hepatic
uptake. Therefore, the CLliver of 111In-labeled Gal-BSA was
very high, approaching the value of liver plasma flow (390
mL/h21) 111In-Cat-BSA, on the other hand, was taken up
by the liver at a significantly lower rate (p < 0.001), with
CLliver reaching only about 6% that of Gal-BSA. When 125I
was employed as a radiolabel, the apparent hepatic uptake
clearance was statistically lower (p < 0.001) for both
substances, representing approximately 35% of 111In-
labeled Cat-BSA. In the case of Gal-BSA, this difference
was still more pronounced; the apparent hepatic uptake

clearance of 125I-labeled Gal-BSA was less than 10% that
of 111In-labeled Gal-BSA.

Statistically lower uptake and/or retention of 125I radio-
activity, when compared with 111In, was also observed in
the kidney. Uptake of radioactivity by the spleen was
observed only for cationized proteins (2-3% of the admin-
istered dose), and only a negligible amount of radioactivity
was detected in the spleen for the galactosylated proteins.

Time-Course of Organ Distribution of 125I-Labeled
BSA DerivativessThe time-courses of 125I radioactivity
distribution in the liver, kidney, spleen, and thyroid at 5,
20, 60, and 180 min after injection of 125I-Cat-BSA and
125I-Gal-BSA are shown in Figure 6. In both cases the
radioactivity recovered in the liver, kidney, and spleen
decreased with time. The most marked fall was seen in the
liver during the first 60 min after injection. On the other
hand, the thyroid showed an increasing tendency to ac-
cumulate 125I radioactivity.

Schematic depiction of radioactivity disposition after
administration of radiolabeled proteins in rats is shown
in Figure 7.

Discussion

In the previous studies6,22,23 it was pointed out that the
radiolabeled metabolites of liver-specific proteins are the
most important determinants of radioactivity elimination

Figure 3sTime-courses of accumulation of radioactivity in the urine and bile after iv administration of Cat-BSA (A) and Gal-BSA (B) labeled with 111In-DTPA (b),
111In-SCN-BZ-EDTA (O), or 125I (9). Data are expressed as mean ± SD of at least three experiments. Statistical significance was based on Student t-test; n.s.
) statistically nonsignificant.
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from the target site. Therefore, the choice of an appropriate
radionuclide for protein labeling may be the critical step
in studies where the body distribution of proteins is
investigated and the interpretation of the obtained results
is based on radioactivity measurements in various body
compartments.

In the present study, we employed two radionuclides,
111In and 125I, to investigate the effect of the radioisotope
on the whole body disposition of radioactivity. 125I was
attached to the tyrosine residues of proteins using the
chloramine T method, and 111In was incorporated into the
protein using DTPA or SCN-BZ-EDTA as bifunctional
chelating agents. Using these methods, two derivatives of
BSA were radiolabeled, and the distribution and excretion
of radioactivity was investigated. Gal-BSA and Cat-BSA
were chosen as marker compounds because they are known
to be taken up by the liver cells via receptor-mediated
endocytosis and adsorptive endocytosis, respectively. Previ-
ously, we reported the different pharmacokinetics of liver
uptake of these two derivatives in rat liver perfusion
experiments.24 Gal-BSA was found to enter the hepatocytes
in a dose-dependent (nonlinear) manner with a very fast
internalization rate. On the other hand, Cat-BSA was
taken up by the liver cells more slowly (internalization
constant was about 15% that of Gal-BSA) with a high
capacity and was linear over a wide range of inflow
concentrations.24 Consistent results were also obtained in
the present study. Both proteins were taken up by the liver
in accordance with the type of chemical modification. The
CLliver of 111In-labeled Gal-BSA was close to the hepatic
plasma flow rate (390 mL/h21) and seemed to be limited
by this value. On the other hand, the apparent CLliver of
111In-labeled Cat-BSA was significantly lower, representing
about 5% that of Gal-BSA.

The fast disappearance of radioactivity from the plasma
after intravenous administration of both compounds was

caused preferentially by the hepatic uptake of the modified
BSAs. In the case of Gal-BSA, there were no significant
differences in the distribution phases among the labeling
methods. Therefore, it seems plausible that the appearance
of the protein in the liver was not influenced by the type
of labeling. In the case of Cat-BSA, however, differences
between 111In and 125I-labeled proteins were observed. In
particular, the distribution half-lives of Cat-BSA labeled
with 111In were longer than that of 125I-Cat-BSA (Table
2). We assume that this discrepancy was caused by the
anionic character of the chelating agents introduced into
the protein molecule. Consequently, the reduced positive
charge of the complex resulted in a lower affinity of the
protein for adsorptive endocytosis by hepatocytes. This
assumption is further supported by the fact that when a
10-fold molar excess of SCN-BZ-EDTA was attached to Cat-
BSA, the results obtained from in vivo experiments indi-
cated markedly prolonged retention of radioactivity in the
plasma (t1/2R ) 13.9 min) with a significantly reduced
hepatic uptake clearance (CLliver ) 4.74 mL/h) (data not
shown).

Significant differences were observed in the extent to
which the radiolabel remained in the hepatic tissue. Three
hours after drug administration, only a small portion of
125I associated radioactivity was present in the liver (about
5% of the administered dose) when compared with 111In
(56-78% dose). Additional distribution experiments with
iodine-labeled proteins have revealed a rapid disappear-
ance of 125I radioactivity from the liver within 1 h after
drug administration (Figure 6). Then, when the apparent
hepatic uptake clearances were calculated, iodinated pro-
teins showed a CLliver that represented only a small fraction
of that of 111In-labeled compounds. Therefore, it is evident
that the hepatic uptake clearance of these two proteins
cannot be simply estimated using 125I radioactivity counts,
ignoring the formation of radiolabeled metabolite(s) and
radioactivity escaping from the liver. On the other hand,
results obtained with 111In-labeled proteins seem to ad-
equately characterize the hepatic uptake of both Gal-BSA
and Cat-BSA.

The reason iodine radioactivity escapes from the hepatic
tissue much faster than indium radioactivity may be
explained in terms of the metabolites that are produced
within the hepatic cells. After internalization by the
hepatocytes, the proteins are delivered to lysosomes where
they undergo proteolytic cleavage and give raise to their
metabolic products.9 In the case of proteins labeled with
iodine via tyrosine residues, the metabolites are likely to
be mono- and/or diiodinated tyrosine.10 Either the physi-
cochemical properties or the possible affinity for a trans-
porter system that may be present in the hepatocytes, as
speculated by Gore et al.25 and Duncan and Welch,22 or a
combination of both, enable these metabolites to leave the
hepatocytes very easily. In addition, the metabolite may
be converted to iodine by cytoplasmic deiodinase26 and both
radiolabeled monoiodtyrosine and iodine were found in
blood in studies with 125I-labeled asialofetuin.27

In the case of indium-labeled compounds with SCN-BZ-
EDTA and DTPA as chelators, 111In-SCN-BZ-EDTA-lysine
and 111In-DTPA-lysine were identified as the final meta-
bolic products respectively.28,23 Slow release of 111In-DTPA-
amino acid-associated radioactivity from the liver has
previously been reported by Duncan and Welch22 who
pointed out that the compound, to leave the lysosomal
compartment, had either to cross the lipid bilayer by simple
diffusion or to use a transporter for amino acids. However,
simple diffusion is greatly complicated by the ionic char-
acter of the chelate and the attached amino acid at
intralysosomal pH (about 5.0); carrier-mediated amino acid
transport is present for lysine, but the transfer is hindered

Figure 4sBiliary excretion rate of radioactivity after intravenous administration
of radiolabeled Cat-BSA (A) and Gal-BSA (B) in rats. (b) 111In-DTPA; (O)
111In-SCN-BZ-EDTA; (9) 125I. Data represent mean of three rats.
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by derivatization of the ε-amine. Therefore, the possibility
for 111In-DTPA-amino acid to leave lysosomes/hepatocytes
is rather limited.

In our study, the different mode and rate of hepatic
uptake of both proteins resulted in a different disposition
of 125I-associated radioactivity. The internalization and
degradation of Gal-BSA take place at a very fast rate.
Consequent proteolytic degradation resulted in a rapid
escape of radioactivity from the liver (Figure 6) and in the
appearance of TCA-soluble 125I radioactivity in the plasma
and bile (Figure 5). As a result, the AUC of 125I radioactivity
in the plasma was 25 times larger than that of 111In
associated radioactivity. A similar course of iodine radio-
activity has also been reported in rabbits after administra-
tion of 131I-asialoorosomucoid.29 However, the internaliza-
tion of Cat-BSA and its delivery to the lysosomal compart-
ment occur at a much slower rate when compared with Gal-
BSA,24 and the production of 125I-metabolite(s) is supposed
to be delayed. Therefore, it is unlikely that the fall in the
liver radioactivity within 60 min of 125I-Cat-BSA injection
and the appearance of TCA-soluble radioactivity in the
plasma and urine occurred only due to the formation of a
metabolite in the lysosomes. We suppose that it might be
caused by an enzymatic degradation (deiodination) of the
protein in the plasma, or even when attached to the liver
surface, with consequent glomerular filtration of 125I or 125I-
radiolabeled metabolite. An attempt to distinguish between
the 125I radioactivity associated with protein and that of
its degradation product has confirmed that the radioactiv-
ity in the urine was accounted for by a metabolite rather
than an intact protein (Figure 5). However, the precise
structure of the metabolite(s) has not been determined, and
therefore we cannot speculate on the exact origin and

pathways of the metabolite(s). Nevertheless, when com-
pared with 111In-labeled compounds, 125I labeling resulted
in a significantly higher accumulation of radioactivity in
the urine in studies with both proteins. In addition,
bifunctional chelating agents employed for attaching 111In
to protein molecules did not appear to affect the urinary
excretion of 111In radioactivity to a great extent.

When the biliary excretion rate was investigated (Figure
4), in the case of Gal-BSA, the curves of BER during the
first 25 min followed nearly identical courses. As more than
90% of 125I radioactivity in the bile was TCA-precipitable
within 20 min of injection, we assume that during this
period the protein avoided the lysosomal compartment and
the radioactivity was excreted into the bile in protein-bound
form, by means of transcytosis. In a different set of
experiments, the gel separation of protein and metabolite-
bound radioactivity in the bile in studies with 111In-DTPA
labeled Gal-BSA was performed. Similarly, it was found
that 80-95% of radioactivity released into the bile was in
protein-bound form within ca. 60 min after administration
(unpublished results). After this interval, degradation of
the protein in the lysosomal compartment occurred and the
radiolabeled metabolites were leaving the hepatocytes at
different rates in the following order: 125I > 111In-SCN-
BZ-EDTA > 111In-DTPA. This escape was in a good
agreement with the theory of Duncan and Welch22 de-
scribed above. Similar patterns were also observed in the
case of Cat-BSA. Interestingly, it was found that the ratio
of BERs between 111In-DTPA and 111In-SCN-BZ-EDTA-
associated radioactivity was nearly identical for both
protein derivatives. Consequently, the cumulative amount
of radioactivity in the bile during the 180 min experimental
period has shown that, among the three methods of labeling

Figure 5sBody disposition of 125I radioactivity; TCA-precipitable (O) and total radioactivity (b) of 125I-labeled Cat-BSA (A) and 125I-labeled Gal-BSA (B). In the
urine, no TCA-precipitable radioactivity was detected. Data are expressed as mean ± SD of at least three experiments.
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employed, 111In-DTPA-associated radioactivity appeared in
the bile in the lowest amount, regardless of the protein
derivative. 111In-SCN-BZ-EDTA radioactivity was excreted
into the bile in a higher amount than that of 111In-DTPA.
This is consistent with the previous results of Arano et al.30

who reported faster biliary elimination of 111In-SCN-BZ-
EDTA-lysine in comparison with 111In-DTPA-lysine. Also,
a similar set of experiments performed in mice revealed
comparable behavior of these radiolabels. However, the
difference between 111In-DTPA and 111In-SCN-BZ-EDTA
radioactivity was much more pronounced.31 The faster
elimination of 111In-SCN-BZ-EDTA-labeled metabolite might

also be explained in terms of the physicochemical proper-
ties of the radiometabolites. However, the detailed mech-
anism of the disappearance of these compounds from the
liver cells remains to be elucidated.

For a more accurate estimation of the CLliver of 125I-
labeled proteins, the more sophisticated approach of a
pharmacokinetic analysis has been adopted in our previous
study in mice.31 TCA-precipitable fraction was employed
for data analysis and the time-courses of radioactivity in
the plasma and liver were simultaneously fitted to expo-
nential equations to calculate the CLliver. However, even
this approach, requiring much more experimental data, did
not produce satisfactory results due to the pattern of liver
accumulation.

In conclusion, this study has confirmed a significant
influence of the radioisotope employed in the labeling of
the liver-specific proteins on the fate of the radioactivity
in the body. 125I radioactivity rapidly escaped from the
target tissue and was excreted into bile and urine, thus
interfering with the pharmacokinetic analysis to a great
extent. Therefore, 125I labeling was found inappropriate for
distribution studies of Gal-BSA and Cat-BSA in rats. On
the other hand, the results obtained with 111In were
consistent with the well-known behavior of these proteins
in the organism and allowed pharmacokinetic analysis to
be performed without correction for radiolabeled metabo-
lites. In particular, because of the restricted release of 111In-
DTPA-labeled metabolite from the liver, among the three
methods of radiolabeling investigated, 111In radiolabeling
using DTPA as a bifunctional chelating agent was found
to be the most suitable for in vivo disposition studies of
liver-specific proteins.
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Abstract 0 Thermal analysis of propranolol/oleic acid mixtures
prepared by solvent evaporation enabled construction of the binary
system phase diagram. This allowed both physical and chemical
interactions to be identified, including complex formation at the
equimolar composition. An incongruent melting complex with a
characteristic reaction point was identified in excess oleic acid
compositions, a common property of fatty acid/fatty acid salt binary
systems. The equimolar complex was confirmed to be propranolol
oleate using infrared spectroscopy. Wide-angle X-ray powder diffrac-
tometry demonstrated that propranolol oleate possessed long-range
positional order (∼25 Å d spacing) accompanied by a degree of
disorder over shorter d spacings. Such a pattern suggested mesophase
formation, explaining the unctuous nature of propranolol oleate at room
temperature. Accurate measurement of the long-range d spacing was
achieved using small-angle X-ray scattering, permitting differentiation
of the three different phases identified (phase I: 25.4 Å, phase II:
24.6 Å, phase III: 25.4−25.5 Å). The implications of drug fatty acid
salt formation and also mesomorphism in pharmaceutical systems
are discussed.

Introduction
The numerous gastrointestinal physiological effects of

lipids can be utilized to manipulate drug oral bioavailabil-
ity. Examples include extension of the gastrointestinal
transit time, modified drug absorption, and stimulation of
lymphatic drug transport.1 Owing to the regional nature
of these effects, drug and lipid must be released in a
localized and controlled manner. During the initial devel-
opment stages of such an oral drug delivery system, one
must establish the physicochemical properties of drug,
lipid, and the drug/lipid combination so that an appropriate
system is chosen.

Oleic acid is a long chain fatty acid of considerable
interest in oral drug delivery, as it has been shown to
participate in all of the aforementioned physiological
effects.2-4 An example of oral bioavailability enhancement
following coadministration of oleic acid has been reported
for the â-adrenoceptor blocking drug, propranolol.5 Admin-
istration of a propranolol/oleic acid binary mixture with a
propranolol/oleic acid/polymer sustained release ternary
mixture led to 3-fold bioavailability enhancement in hu-
mans. Propranolol human oral bioavailability is approxi-
mately 30% due to extensive first pass metabolism.6 In light
of this, the effect of oleic acid is particularly significant
because a postabsorption event appeared to be responsible.

Stimulation of propranolol lymphatic transport was con-
sidered but a cannulated lymphatic animal model failed
to identify sufficient lymphatic drug transport that could
impact on drug first pass metabolism.7 We have under-
taken a physicochemical investigation of the propranolol/
oleic acid binary system to identify alternative mechanisms
of improved bioavailability caused by oleic acid coadmin-
istration.

Little is known about the solid-state physical and chemi-
cal properties of drug/fatty acid binary systems. The linear
structure and polar properties of lipid molecules predispose
them to mesophase formation.8 The term mesophase
defines all levels of molecular order that are intermediate
of the fully ordered crystalline state and the liquid or
amorphous state. Subcategories are present within this
broad definition, an example of which is provided by high
purity oleic acid. At -6 °C the fully ordered crystalline
phase (γ) converts to a conformationally disordered crystal-
line mesophase (R), followed by melting to a neat phase at
13 °C.9 The R-phase of oleic acid contains long range
positional order in three-dimensions, but orientational
disorder of the fatty acid chains is present within the
lattice. Structures with a lower degree of positional order,
in only one or two-dimensions, are classed as liquid
crystalline.10

The aim of this study was to investigate the phase
behavior of the propranolol/oleic acid binary system using
thermal analysis, infrared spectroscopy, and X-ray crystal-
lography. Construction of the binary system phase diagram
allowed physical and chemical interactions to be identified.
The analytical and pharmaceutical implications of complex
formation and mesomorphism in the propranolol/oleic acid
system are discussed.

Materials and Methods
MaterialssPropranolol base was prepared by addition of excess

sodium hydroxide to an aqueous solution of propranolol HCl
(Sigma, Poole, U.K.), followed by extraction into chloroform and
solvent evaporation. Thermal analysis of six batches found the
propranolol base extrapolated onset of melting temperature (91.6
( 0.6 °C) and melting enthalpy (148.4 ( 1.8 J/g) to be in good
agreement with literature values (92.9 °C, 146.4 J/g).11 Thermo-
gravimetric analysis demonstrated 0.6% w/w (( 0.1, n)3) weight
loss during heating at 10 °C/min from 25 to 150 °C, and water
content was found to be less than 0.1% w/w (n ) 3) using Karl
Fischer titration. Binary mixtures of propranolol base and high
purity oleic acid (>99%, Sigma, Poole, U.K.) ranging from 5 to 95%
P (% P: molar percentage of propranolol base) were prepared by
evaporation from chloroform under 900 mbar vacuum at 25 °C
for 24 h to yield approximately 1 g product. Drug and fatty acid
chemical structures are shown in Figure 1.

MethodssThermal AnalysissDifferential scanning calorimetry
(DSC) was carried out using the Perkin-Elmer DSC-7 (Beacons-
field, U.K.). Binary mixtures were accurately weighed in the range
5-7 mg into stainless steel pans, hermetically sealed, and then
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stored at -17 to -15 °C for 18 h prior to analysis. Particle size
control was not possible because many compositions were semisolid
or liquid at room temperature. Cooled sample pans were rapidly
transferred to the precooled DSC head and analyzed using varying
heating rates from -30 to 110 °C. Temperature and enthalpy
calibration was carried out using standard indium and zinc, with
TAS-7 software for data analysis. All thermal event temperature
values were the extrapolated onset temperature with the exception
of the liquidus temperature calculation. This temperature repre-
sents the liquidus line of the phase diagram, the point above which
a system is liquid. Peak melting temperature is therefore a more
appropriate measure of the often broad liquidus endotherm and
is used in this study.12 DSC analyses were complemented with
hot stage microscopy (HSM, Stanton Redcroft, London, U.K.) to
confirm the nature of phase changes taking place.

Fourier Transform Infrared (FT-IR) SpectroscopysFT-IR spec-
troscopy was carried out using a 6020 Galaxy spectrometer
(Mattson, Newport Pagnell, U.K.) converting 250 scans over 4000
to 400 cm-1 at 4 cm-1 resolution to conventional frequency domain
spectra. An attenuated total reflectance crystal (ATR crystal,
Graseby-Specac, Orpington, U.K.) was used to allow analysis of
solid, semisolid, and liquid samples. Samples were spread directly
onto the crystal surface from chloroform solution and then
analyzed at room temperature following solvent evaporation.

X-ray CrystallographysWide-angle crystallographic data was
obtained using a Siemens D5000 X-ray powder diffractometer
(XRPD, Karlsruhe, Germany) with a Cu KR radiation source at
generator settings of 40 kV and 30 mA. XRPD diffractograms were
obtained at 22 °C over 1-30° 2θ (2θ, the angle between incident
and reflected X-rays) using a step size of 0.01° 2θ and a count
time of 1 s. Small-angle X-ray scattering (SAXS) was also
completed using the Kratky Compact Camera (M. Braun Graz
Optical Systems, Graz, Austria). Samples approximately 1 mm
thick were mounted in a transmission sample holder between mica
windows and cooled below -15 °C for 18 h. The sample stage was
cooled to 4 °C with an Anton Paar Peltier temperature control
device before sample transfer to stage. The camera tube was
evacuated to 0.1 mbar and data collected for 10 min, using Cu KR
radiation generated by the Philips 1830/40 generator at 40-45
kV and 35-40 mA. Measurements were made following 10 min
isothermal holds to ensure sample temperature equilibration.
Temperature control was accurate to ( 1 °C in the range 0 to 70
°C, with d spacings calibrated at 37 °C to 0.1 Å with tristearin.

Results

Thermal AnalysissPrecooled propranolol/oleic acid
binary mixtures prepared by solvent evaporation were
analyzed using DSC. Representative DSC scans are shown
in Figures 2a (excess propranolol) and Figure 3a (excess
oleic acid). These data were used to construct the binary
phase diagram, also presented in two parts (Figures 2b and
3b).

Binary mixtures containing excess propranolol were
analyzed at 10 °C/min (Figure 2a). A new thermal event
at 51 °C was present in all compositions increasing in

magnitude as propranolol content decreased. The enthalpy
of melting of excess propranolol decreased until absence
at 50% P. The decreasing melting temperature of propra-
nolol and also endotherm broadening suggested that solid
propranolol was melting in a liquid phase. An initial melt
at 51 °C followed by slow melting of excess propranolol was
confirmed using HSM. Therefore, 51 °C corresponded to
the solidus line of the phase diagram (the temperature
below which the system was solid) and completion of excess
propranolol melting represented the liquidus line. The 51
°C thermal event reached maximum enthalpy at 50% P,
suggesting formation of an equimolar complex. The ab-
breviation POA is now used for this complex. The phase
diagram indicated that propranolol had negligible solubility
in molten POA immediately above the melting temperature
of POA. Such a system is described as monotectic.12 An
endotherm at 13 °C also reached maximum enthalpy at
POA, suggesting that POA underwent a phase change prior
to melting at 51 °C. However, no macroscopic change could
be observed when heating precooled POA using HSM.

Multiple thermal events in the second portion of the
propranolol/oleic acid system were poorly resolved at 10
°C/min heating rate. Analysis at 2 °C/min provided im-
proved thermal data presented in Figure 3a. The lower

Figure 1sChemical structures of (a) propranolol, (b) oleic acid.

Figure 2s(a) DSC heating scans performed at 10 °C/min of propranolol/
oleic acid binary mixtures containing excess propranolol (propranolol, 90% P,
80% P, 70% P, 60% P, 50% P). Compositions quoted as molar percentage
% P. (b) Corresponding phase diagram. Three replicate DSC scans were
used to obtain each phase transition temperature, the average of which is
plotted with the standard deviation shown by an error bar.
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heating rate produced a double endotherm at the POA
melting event which is investigated in a following section.
Eutectic system formation in excess oleic acid compositions
was demonstrated by a depression in the liquidus line to a
minimum of -1 °C, accompanied by eutectic melting at -1
°C in all 5-30% P compositions. The eutectic melt enthalpy
was greatest at 20% P, the eutectic composition. The
presence of the γ-R oleic acid phase transition at -6 °C in
5-30% P compositions confirmed eutectic system formation
because an eutectic is a two-phase system in the solid state.
This explains why the γ-R transition was present in
compositions when the R-oleic acid melting endotherm was
absent.

The absence of the eutectic melt in mixtures 35-47.5%
P, plus the discontinuity in the liquidus arm of the phase
diagram at approximately 30% P, indicated formation of a
second complex. The complex did not undergo congruent
melting (where both solid and liquid phase have the same
chemical composition). When a complex is stable as a solid
but is not stable as a liquid phase of the same composition,
the process is described as an incongruent melt.13 Such a
melting process yields both a liquid and solid phase. This
was apparent in the phase diagram (Figure 3b), and
confirmation was obtained from the DSC curve for the

32.5% P composition shown in Figure 4. A complicated
endothermic process between -6 and 0 °C indicated the
presence of the eutectic melt and oleic acid polymorphism.
According to the simple eutectic phase diagram,12 an
eutectic melt is followed by a single liquidus endotherm
that represents the melt of the excess component. However,
a second low enthalpy melting endotherm (peak temper-
ature, 26 °C) could also be identified following the “liqui-
dus” endotherm (peak temperature, 12 °C). The endotherm
at 26 °C must be a product of the excess component melting
event, confirming incongruent melting. The incongruent
melting process of this complex, abbreviated as P/OA*, was
as follows:

The composition of the incongruent melting complex was
approximately 35-37.5% P, as indicated on the phase
diagram. The break in the liquidus curve at approximately
30% P, 12 °C, represented a reaction point and not the
complex composition. Incongruent melting could not be
identified using HSM because formation of a solid product
during a melt cannot be distinguished from the final stages
of a broad congruent melt. It was not possible to character-
ize the thermal event at approximately -10 °C due to
inadequate low temperature equilibration. Incongruent
melting processes are commonly identified in fatty acid/
fatty acid salt systems, suggesting that the equimolar
complex POA was propranolol oleate.14

Fourier Transform Infrared (FT-IR) Spectroscopys
The physical properties of propranolol/oleic acid binary
mixtures varied widely with composition as indicated on
the phase diagram, and so an ATR crystal was used for
spectroscopic investigation at room temperature. Spectra
obtained for propranolol, oleic acid, and POA are displayed
in Figure 5. The high-intensity absorption band at 1710
cm-1 of oleic acid was due to asymmetric stretch of the Cd
O group present in the stabilized fatty acid dimer. O-H
out of plane bending of the carboxyl dimer was also
identified by an absorption peak at 910 cm-1. Both peaks
were absent in POA. The propranolol absorption band at
3270 cm-1 due to N-H stretch of the free base was also
absent in POA. A new absorption band was present in POA
at 1552 cm-1. This suggested formation of a stabilized
carboxylate anion (corresponding to asymmetric stretch of
COO-) as seen in propranolol laurate15 and sodium oleate
spectra.16 FT-IR confirmed that the equimolar complex
POA was propranolol oleate.

Figure 3s(a) DSC heating scans performed at 2 °C/min of propranolol/oleic
acid binary mixtures containing excess oleic acid (50% P, 40% P, 30% P,
20% P, 10% P, oleic acid). Compositions quoted as molar percentage % P.
(b) Corresponding phase diagram. For some compositions, three replicate
DSC scans were used to obtain each phase transition temperature, the average
of which is plotted with the standard deviation shown by an error bar.

Figure 4sDSC heating scan performed at 2 °C/min of the 32.5% P binary
mixture.

P/OA* (s) f POA (s) + oleic acid (1)
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Wide-Angle X-ray Powder Diffraction (XRPD)s
POA existed as an unctuous waxlike solid at room tem-
perature with pronounced birefringence when viewed
under crossed polarized light, suggesting mesomorphism.
Many phase changes in excess oleic acid compositions took
place beneath 22 °C and could not be measured. XRPD
diffractograms of 50, 60, 80% P and propranolol base were
measured at 22 °C (Figure 6). As the quantity of excess
propranolol decreased, the intensity of propranolol reflec-
tions reduced until absence at the equimolar composition.
Increasing POA content was marked by a high-intensity
reflection at 3.7° 2θ. The presence of both propranolol base
and POA reflections at intermediate compositions indicated
immiscibility of the two components in the solid state. This
confirmed a two-phase monotectic system, as shown on the
phase diagram (Figure 2b). The absence of high-intensity
reflections in the 10-30° 2θ region of the POA spectrum
indicated that this composition did not possess a rigid
three-dimensional molecular lattice. Conversely, the ab-
sence of a broad “amorphous halo” in this region ruled out
extensive molecular disorder. The high-intensity reflection
at low angle demonstrated long-range positional order,
approximate d spacing 24 Å. New reflections of much
reduced intensity were present at 7.3 and 11.0° 2θ, corre-

sponding to d spacings of 12.1 and 8.1 Å. These appeared
to be higher order reflections originating from the ∼24 Å
repeat unit. The relationship between the primary reflec-
tion (∼24 Å when n ) 1) and higher order reflections (when
n ) 2, 3, 4, etc., from Bragg’s Law nλ ) 2d sin θ) can be
used to identify mesophase structure. The ∼24:12.1:8.1 Å
(1:1/2:1/3) ratio of different order reflections for POA indi-
cated a layered structure, such as lamellar or smectic.17

Variable DSC Heating Rate Effect on POA Meltings
Thermal analysis of precooled POA demonstrated an
endothermic transition at 13 °C. The low-temperature POA
solid phase was termed form I, and the phase present above
13 °C form II. A double endotherm at the POA form II
melting temperature was observed when a DSC heating
rate of 2 °C/min was used (Figure 3a). Further heating rate
reduction led to identification of a third POA solid phase
(III) that resolidified following form II melting (Figure 7).
As heating rate was reduced, the magnitude of the higher
temperature endotherm increased, because greater time
was available for form III resolidification in a narrow
temperature range. An isothermal period proceeding form
II melting resulted in complete resolidification of form III.
This permitted accurate measurement of melting temper-
ature and enthalpy for this form in the absence of concur-
rent exothermic processes. At the lowest heating rate of
0.2 °C/min, the endothermic signal for form II melting was
virtually absent due to simultaneous resolidification within
the sample pan. HSM measurements were used to confirm
simultaneous thermal events.

Small-Angle X-ray Scattering (SAXS)sIn the absence
of unique “fingerprint” XRPD patterns for POA forms I,
II, and III, comprehensive thermal analysis provided the
optimum tool for oleate salt mesophase characterization.
Subtle changes in long-range positional order are com-
monplace during lipid phase changes (e.g., γ-R oleic acid
phase transition).18 SAXS analysis of POA I showed two
signals corresponding to 25.4 and 12.7 Å (Figure 8a). The
absence of high-intensity reflections at larger d spacings

Figure 5sATR FT-IR spectra of propranolol, 50% P (POA), and oleic acid at
room temperature. The absence of secondary amine and carbonyl stretch
bands at 3270 and 1710 cm-1, respectively, and the presence of a new band
at 1552 cm-1 (carboxylate anion) indicated salt formation.

Figure 6sWide-angle X-ray powder diffractometry (XRPD) patterns of
propranolol, and binary mixtures 80% P, 60% P, and 50% P (POA) obtained
over 1−30 °2θ at 22 °C.

Figure 7sDSC heating scans of 50% P (POA) using variable heating rates
(0.2, 0.5, 1.0, 2.0, and 10.0 °C/min). Reduced heating rate reduces the
magnitude of thermal events so the heat flow scale is averaged to facilitate
data interpretation.
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confirmed that the 25.4 and 12.7 Å signals represented the
primary and secondary reflections. A decrease in the long-

range repeating unit took place on I-II conversion, as
indicated by a fall in reflections to 24.5 and 12.3 Å. A small
but significant structural change was also identified fol-
lowing gradual heating through POA II melting point to
enable form III resolidification (Figure 8b). The repeating
unit in POA III was found to be 25.4/25.5 Å. Thermal and
crystallographic properties of POA forms I, II, and III are
summarized in Table 1.

Discussion
The propranolol/oleic acid binary phase diagram con-

tained important information concerning physical interac-
tions such as monotectic and eutectic systems and also
chemical interactions (complex formation). The presence
of an incongruent melting complex and reaction point is
commonly reported in fatty acid/fatty acid salt binary
mixtures.14 In such systems “acid soap” complexes com-
monly form that undergo peritectic transformation at the
reaction point. The peritectic transformation also marked
by a reaction point, but the stable low-temperature solid
phase is a solid solution.19 The transformation temperature
often corresponds to a thermotropic polymorphic change
of the fatty acid salt, as was seen in the oleic acid/
propranolol oleate (POA) portion of the phase diagram
(Figure 3b). Solid solution formation was not identified in
this system. However, the presence of multiple thermal
events at many compositions obstructed accurate measure-
ment of transition enthalpies which are required for such
calculations, and so solid solution formation cannot be ruled
out. The presence of incongruent melting in phase equi-
libria is significant because it leads to extremely slow
equilibration on cooling. Such behavior is of great impor-
tance in the fields of ceramics and metallurgy, but is rarely
reported in the pharmaceutical sciences with the following
exceptions.20-22 Incongruent melting complex formation in
the propranolol/oleic acid system was thought to have
contributed to the slow equilibration of binary mixtures in
this region.

Incongruent melting can only be identified by interpreta-
tion of the phase diagram. DSC or HSM analysis of a single
composition would consist of the incongruent melt followed
by solid product melting, which would be interpreted as a
two-phase solid sample undergoing separate melting pro-
cesses. This melt is a single-step process, and so further
decrease in heating rate will not alter the relative enthal-
pies of incongruent melt to solid product melt. However,
the effect of heating rate was evident during DSC analysis
of two simultaneous thermal events. A change in heating
rate altered the relative magnitude of two simultaneous
processes, causing marked changes in the DSC total heat
flow signal (Figure 7). The latter example demonstrated
the importance of complementing DSC data with HSM
analysis under similar conditions.

It is emphasized that the phase diagram presented does
not represent the equilibrium phase diagram for this
system. In addition to the fact that phase behavior beneath
-10 °C was not investigated, the impact of POA III
formation was omitted. POA II was the most stable form

Figure 8s(a) Small-angle X-ray scattering (SAXS) patterns of precooled 50%
P (POA) heated from 10 to 16 °C at 2 °C increments. (b) 50% P (POA)
heated from 45 to 60 °C at 5 °C increments. For both plots, data collection
time was 10 min with a 10 min interval between measurements to allow
temperature equilibration.

Figure 9sPropranolol/oleic acid binary system phase diagram. (1) miscible
liquid phase, (2) R-oleic acid (s) and liquid, (3) R-oleic acid (s) and eutectic
(s), (4) γ-oleic acid (s) and eutectic (s), (5) incongruent melting complex P/OA*
(s) and liquid, (6) P/OA* (s) and eutectic containing R-oleic acid (s), (7) P/OA*
(s) and eutectic containing γ-oleic acid (s), (8) equimolar complex POA II (s)
and liquid, (9) P/OA* (s) and POA I (s), (10) propranolol (s) and liquid, (11)
propranolol (s) and POA II (s), (12) propranolol (s) and POA I (s).

Table 1sSummary of Propranolol Oleate Forms I, II, and III DSC
(heating rate, 10 °C/min) and SAXS Data

form

temperature of
melting/transition, °C

(sd, n ) 6))

enthalpy of
transition, °C
(sd, n ) 6)

long-range d spacing,
Å (n ) 3)

I 13.1 (1.3) 23.9 (1.4) 25.4, 25.4, 25.4
II 51.4 (1.3) 77.3 (1.7) 24.6, 24.6, 24.6
III 55.7 (0.2) 58.7 (1.0) 25.5, 25.4, 25.5
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at room temperature, as shown by DSC analysis of 50-
90% P compositions following 6 and 12 months. Therefore,
the phase diagram presented was of practical relevance.
XRPD indicated that POA II exhibited mesomorphic prop-
erties as seen by the presence of long range order ac-
companied by considerable molecular disorder over shorter
distances. The fact that this phase underwent a high
enthalpy melt, and that resolidification took place post-
melting, strongly suggested that POA II was a conforma-
tionally disordered crystalline phase. Liquid crystalline
transitions are generally of a lower enthalpy than the
initial breakdown of three-dimensional order (crystalline
phase) and do not revert to higher ordered structures on
temperature increase.10 XRPD data for POA III showed the
absence of high intensity reflections at wide-angle, and so
this phase was also classified as a conformationally disor-
dered mesophase. XRPD data was not obtained for POA I
so description of this phase is not possible. Nevertheless,
SAXS enabled accurate measurement of the long-range
repeating unit of all POA solid phases I, II, and III, for
which small but significant differences were found.

Oral bioavailability improvement was reported following
propranolol laurate administration,23 and propranolol stear-
ate modified drug entry into the systemic circulation
following nasal administration.24 Thus, the formation of
propranolol oleate salt in the propranolol/oleic acid system
is likely to have biopharmaceutical implications. In par-
ticular, oleate salt formation within the dosage form or in
the gastrointestinal tract may have contributed to the
increased bioavailability of a propranolol/oleic acid/polymer
oral dosage form reported by Barnwell et al.5 The encour-
aging effects of propranolol and fatty acid coadministration
mean that such drug/lipid systems warrant further inves-
tigation, but their complicated phase behavior must be fully
understood to enable optimal formulation.

Conclusion
The propranolol/oleic acid binary system phase diagram

was constructed using thermal analysis, and equimolar
complex and incongruent melting complex formation was
demonstrated. The equimolar complex, POA, was identified
as propranolol oleate using FT-IR. At room temperature,
POA possessed substantial long range positional order
accompanied by disorder over shorter d spacings as shown
by XRPD. This phase (POA II) was classified as a confor-
mationally disordered crystalline phase. SAXS allowed
accurate measurement of the long-range repeating unit,
leading to the identification of subtle structural changes
following POA I, II, and III conversions. Formation of an
oleate salt provides an interesting approach for oleic acid
inclusion in solid oral dosage forms, but the propensity for
complicated phase behavior must be considered. Charac-
terization of the propranolol/oleic acid binary system has
demonstrated that a thorough understanding of drug/lipid
interactions is vital when formulating such materials.
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Abstract 0 In this study, the physicochemical properties and
preliminary in vivo clinical performance of formulations containing
hydroxyethylcellulose (HEC; 3, 5, 10% w/w), poly(vinylpyrrolidone)
(PVP; 3, 5% w/w), polycarbophil (PC; 1, 3, 5% w/w), and flurbiprofen
(5% w/w) were examined. Flurbiprofen release into PBS pH 7.4 was
performed at 37 °C. The mechanical properties (hardness, compress-
ibility, adhesiveness, initial stress) and syringeability of formulations
were determined using a texture analyzer in texture profile analysis
(TPA) and compression modes, respectively. In general, the time
required for release of 10 and 30% of the original mass of flurbiprofen
(t10%, t30%) increased as the concentration of each polymeric component
increased. However, in the presence of either 5 or 10% HEC and 5%
PC, increased PVP concentration decreased both t10%, t30% due to
excessive swelling (and disintegration) of these formulations. Increased
concentrations of HEC, PVP, and PC significantly increased formulation
hardness, compressibility, work of syringe expression, and initial stress
due to the effects of these polymers on formulation viscoelasticity.
Similarly, increased concentrations of PC (primarily), HEC, and PVP
increased formulation adhesiveness due to the known bioadhesive
properties of these polymers. Clinical efficacies of formulations
containing 3% HEC, 3% PVP, 3% PC, and either 0% (control) or 5%
(test) flurbiprofen, selected to offer optimal drug release and mechanical
properties, were evaluated and clinically compared in an experimental
gingivitis model. The test (flurbiprofen-containing) formulation signifi-
cantly reduced gingival inflammation, as evaluated using the gingival
index, and the gingival crevicular fluid volume, whereas, these clinical
parameters were generally increased in volunteers who had received
the control formulation. There were no observed differences in the
plaque indices of the two subject groups, confirming that the observed
differences in gingival inflammation could not be accredited to
differences in plaque accummulation. This study has shown both the
applicability of the in vitro methods used, particularly TPA, for the
rational selection of formulations for clinical evaluation and, additionally,
the clinical benefits of the topical application of a bioadhesive semisolid
flurbiprofen-containing formulation for the treatment of experimental
gingivitis.

Introduction

Periodontal diseases are a group of inflammatory condi-
tions affecting the supportive structures of the teeth, the
gingiva, periodontal ligament, and alveolar bone. Inflam-

mation of the gingiva is referred to as gingivitis whereas
extension of inflammation into deeper tissues is termed
periodontitis.1 The inflammation is in response to plaque
bacteria residing on both the tooth surface and beneath
the gingiva in periodontal pockets. Treatment of the
disease, aimed at arresting the progression of the destruc-
tive process and preventing recurrence, is mainly through
the mechanical cleaning of the tooth surface. However, as
specific bacteria are thought to play a major role in the
disease process, antimicrobial agents have also been used
as adjuncts to treatment, particularly in early-onset and
refractory cases.2-4 The potential side-effects of administer-
ing systemic antibiotics, and the inability of antiseptic
mouthwashes to penetrate the periodontal pocket, have
fueled interest in the sustained delivery of such agents
within the pocket. The attributes of, and indeed problems
associated with, such drug delivery systems have been
described by several authors.5-7 One particular problem
common to many drug delivery systems designed for use
in the oral cavity is poor retention at the site of applica-
tion.1,8 This problem may be resolved by the incorporation
of bioadhesive polymers, i.e., polymers that exhibit char-
acteristic adhesive interactions with biological membranes,
within the drug delivery system.8,9 In so doing, several
authors have reported improved retention and, hence,
clinical performance of topical formulations designed for
the oral cavity.10,11

New insights into the mechanisms underlying periodon-
tal disease have placed greater emphasis on the role of the
host response, rather than bacterial aetiology, as the
primary determinant of disease progression. Inflammatory
mediators, including the arachadonic acid derivative pros-
taglandin E2 (PGE2), have been associated with the condi-
tion. Levels of PGE2 in the periodontal tissues, which are
significantly increased at diseased sites, are reduced fol-
lowing successful treatment and may be used as predictors
of further tissue destruction.12,13 As a result of these
findings, a number of studies have investigated the poten-
tial use of nonsteroidal antiinflammatory drugs (NSAIDs)
as an adjunct to mechanical cleaning in the treatment of
periodontal diseases. Results from both animal14,15 and
human16-19 studies have shown the clinical benefit of
flurbiprofen in the treatment of periodontal diseases. Given
the potential problems associated with systemic NSAID
usage, topical application of these agents may be of clinical
value in the treatment of periodontal disease.

Therefore, this study describes the physicochemical
properties, i.e., drug release and mechanical properties, of
candidate flurbiprofen-containing, controlled-release bio-
adhesive semisolids, important determinants of clinical
performance. In addition, a preliminary in vivo evaluation
of a formulation exhibiting optimal physiochemical proper-
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ties for the treatment of gingivitis, one of the periodontal
diseases, is described.

Experimental Section
MaterialssFlurbiprofen was a gift from Boots plc., Notting-

ham, England. Hydroxyethylcellulose (Natrosol HHX 250-Pharm),
poly(vinylpyrrolidone) (Kollidon K90), and polycarbophil (Noveon
AA-1) were donated by Aqualon LTD (Warrington, England),
BASF (Ludwigshafen, Germany), and B. F. Goodrich Company,
Cleveland, OH, respectively. All other chemicals were purchased
from BDH Laboratory Supplies, Poole, England and were AnalaR,
or equivalent, quality.

MethodssPreparationofFlurbiprofen-ContainingFormulationss
Initially, hydroxyethylcellulose (HEC; 3, 5, 10%w/w) was dissolved
with stirring in the required amount of phosphate-buffered saline
(PBS; pH 6.8, 0.03 M) using a mechanical stirrer. Poly(vinylpyr-
rolidone) (PVP; 3, 5% w/w), polycarbophil (1, 3, 5% w/w) and,
finally, flurbiprofen (5.0% w/w, particle size <63 µm) were mixed
thoroughly into this gel to form pharmaceutical semisolids. All
formulations were stored in amber ointment jars at 4 °C until
required.

In Vitro Release of FlurbiprofensThe release of flurbiprofen
from the bioadhesive formulations into PBS (pH 7.2) at 37 °C was
determined in triplicate using a Caleva 7ST dissolution apparatus
with paddle stirrers (100 rev min-1), as previously reported.7,20

Formulations were retained within three-sided plastic molds and
anchored to the bottom of the dissolution vessels, thus ensuring
that drug release occurred principally from the top of the molds.
Samples of the dissolution fluid were removed at predetermined
intervals and their absorbances determined using ultraviolet
spectroscopy at 290 nm. Flurbiprofen release was determined
using a calibration curve, which was linear over the concentration
range 1.0-100.0 µg mL-1 (r > 0.99, with zero intercept). The
presence of formulation excipients was observed not to interfere
with the analysis.

Drug release data generated from dissolution experiments were
fitted to the general release equation (eq 1) using logarithmic
transformations and least squares regression analysis, as previ-
ously described.20-22

where Mt/M∞ ) the proportion of flurbiprofen released at time t,
k ) a constant incorporating structural and geometrical charac-
teristics of the delivery system, and n ) the release exponent, a
measure of the primary mechanism of drug release.

Characterization of Bioadhesive, Flurbiprofen-Containing Semi-
solids Using Texture Profile AnalysissThe method employed to
characterize the mechanical properties of each formulation was
texture profile analysis.7,9,20 In brief, formulations were packed
into identical 60 mL ointment jars to a fixed height, avoiding the
introduction of air into the samples, and texture profile analysis
performed using a Stable Micro Systems TA-XT2 texture analyzer
(Haslemere, Surrey, UK). The analysis involved the double
compression of the analytical probe (10 mm diameter) into each
sample. The depth and rate of each compression were 15 mm and
2.0 mm s-1, respectively, and a 15 s delay period between the end
of the first and beginning of the second compression was allowed.
All analyses were performed on four replicate samples. From the
resultant force-time plot, several mechanical parameters may be
determined, including8 (1) product hardness (force required to
attain a given deformation); (2) product adhesiveness (the work
required to overcome the attractive forces between the surface of
the sample and the surface of the probe with which the sample
comes into contact) and compressibility (the force per unit time
required to deform the product during the first compression of the
probe); (3) product compressibility (the work required to deform
the product during the first compression cycle of the probe); (4)
initial stress (the resistance to probe compression over a defined
time period, i.e., from 0.5 to 1.5 s of the initial compression.

Determination of the Work Required to Expel the Bioadhesive,
Semisolid Formulations from a SyringesThe method employed
to determine the work required to expel the formulations from a
syringe (syringeability) has previously been reported by us.7,20

Each formulation was packed into plastic syringes (of identical
dimensions) to a preselected height (3 cm). The formulation was
then expressed from the syringe using the Stable Micro Systems
Texture Analyzer in compression mode and the work done
determined by measuring the area under the resultant force-
distance plot. Increased area under the force-distance plot is
indicative of decreased ease of syringeability. All measurements
were performed, at least, in quadruplicate.

Clinical Evaluation of Bioadhesive Semisolid Formulations in
Experimental GingivitissThe effects of two formulations contain-
ing 3% w/w HEC, 3% w/w PVP, 3% w/w PC and either 5% or 0%
w/w (control) flurbiprofen on gingival inflammation were deter-
mined using an experimental gingivitis model, as described by
Heasman et al.17 Ethical approval for the study was obtained from
the Faculty of Medicine Ethics Committee, The Queen’s University
of Belfast. Exclusion criteria for the study included use of, or
allergy to, nonsteroidal, antiinflammatory drugs, recent antibiotic
therapy, use of the contraceptive pill, pregnancy, gastric upset,
smoking, inadequately attached gingiva, and crowding of the lower
anterior teeth. Ten subjects were recruited, of whom nine suc-
cessfully completed the study. Each subject was examined and,
where required, dental prophylaxis was performed to ensure
health of the gingival tissues. Each subject was provided with an
individual bite guard designed to cover their lower six anterior
teeth and associated attached gingiva. Subjects were instructed
on normal toothbrushing techniques and asked to brush their teeth
twice daily. Bite guards were worn during toothbrushing to allow
plaque accumulation in the lower anterior region. During the third
week of the study, subjects were given the test formulations and
asked to apply 0.5 mL evenly over the attached gingiva around
the lower six anterior teeth following toothbrushing at night for
seven consecutive nights. Subjects continued to wear the bite
guard during toothbrushing. Five subjects received the flurbipro-
fen-containing formulation, whereas the remainder received the
control formulation, i.e., devoid of flurbiprofen. Both clinician and
subject were unaware as to which formulation was administered.
Clinical assessments were performed at weekly intervals over a
three-week period. Plaque deposits were assessed at four surfaces
(mesial, distal, labial, lingual) of each lower lateral incisor using
the plaque index.23 The level of inflammation in the gingival
tissues was scored at the labial surfaces of the four lower incisor
teeth using the gingival index (GI) on a ordinal scale of 0 to 3, as
described by Loe and Silness.24 The degree of inflammation was
then recorded as the mean GI score for these four sites. Gingival
crevicular fluid (GCF) was collected from the distal surfaces of
the lower lateral incisors. Briefly, the area was isolated with cotton
wool rolls and dried with a continuous air stream, and the GCF
was collected onto a Periopaper strip inserted into the gingival
sulcus for 30 s. The volume of GCF collected was determined using
a Periotron 6000 (Louisville, KY).

Statistical Analysis of ResultssThe effects of HEC (3, 5, and
10% w/w), PVP (3 and 5% w/w), and PC (1 and 5% w/w) on the
times required for the release of defined percentages (i.e., 10 and
30%) of the original mass of flurbiprofen from each formulation,
formulation hardness, adhesiveness, compressibility, initial stress,
and syringeability were evaluated statistically using a three-way
Analysis of Variance (ANOVA, p < 0.05 denoting significance). In
a subsequent analysis, the effects of increasing concentrations of
PC from 1 to 3 to 5% w/w and HEC from 3 to 5 to 10% w/w on the
release and mechanical properties of formulations containing 3%
PVP were statistically evaluated using a two-way ANOVA.8 Post-
hoc statistical analyses of the means of individual groups were
performed using Fischer’s LSD test. In clinical studies, both the
gingival indices, plaque indices, and gingival crevicular fluid of
the two patient groups following the initial two-week study period,
and the effects of flurbiprofen treatments and control treatments
on gingival inflammation, gingival crevicular fluid volume, and
plaque indices, were statistically compared and evaluated using
a Mann-Whitney U-test. Finally, the differences in gingival
inflammation, gingival crevicular fluid volume, and plaque indices
of the patients over week two to three of the study period were
statistically assessed using a Wilcoxon signed rank test. In all
analyses, p < 0.05 denoted significance.

Results
Application of the generalized release equation to the

flurbiprofen release data allowed calculation of the release

Mt

M∞
) ktn (1)
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exponent (n) which, for the formulations under investiga-
tion, ranged from 0.6 to 1.0. Therefore, in light of the
disparity of release rates exhibited by these formulations,
statistical analyses were performed on the times required
for the release of 10 and 30% (t10%, t30%, Table 1) of the
original loading of flurbiprofen from each formulation, as
previously reported by us.20 A wide range of values of t10%
and t30% were exhibited by the formulations under exami-
nation. Maximum t10% and t30% values were observed in the
formulation containing 10% HEC, 3% PVP, and 5% PC and
were 28.41 ( 3.01 and 101.11 ( 2.22 h, respectively.
Conversely, minimum t10% and t30% values were 1.27 ( 0.05
and 3.19 ( 0.12 h, respectively, and were associated with
semisolids containing 3% HEC, 3% PVP, and 1% PC.
Increasing the concentration of either HEC (from 3 to 5
and from 5 to 10% w/w) or alternatively PC (from 1 to 3
and from 5 to 10% w/w) significantly increased both t10%
and t30%. Conversely, the effect of PVP on the release of
flurbiprofen from the semisolid formulations under exami-
nation was dependent on the concentrations of both HEC
and PC. Thus, in formulations containing either 3, 5, or
10% HEC and 1, 3, or 5% PC, increasing the concentration
of PVP from 3 to 5% w/w significantly increased t10%, t30%.
Conversely, increasing the concentration of PVP in the
formulations containing 5 or 10% HEC and 5% PC signifi-
cantly reduced t10%, t30%. These disparate effects accounted
for the observed interactions in the statistical analysis of
the effects of polymeric components on these release
parameters.

The effects of HEC, PVP, and PC on the mechanical
(textural) properties and syringeability of the formulations
under examination are presented in Tables 2 and 3,
respectively. Increasing concentrations of each polymeric
component (HEC, PVP, and PC) significantly increased
each parameter investigated. Hence, the minimum values
of hardness, adhesiveness, compressibility, initial stress,
and work of syringeability were exhibited by the formula-
tion containing 3% HEC, 3% PVP, and 1% PC and were
0.52 ( 0.02 N, 2.24 ( 0.14 N mm, 2.36 ( 0.16 N mm, 0.50
( 0.06 × 106 dynes cm-2, and 19.58 ( 0.46 N mm,
respectively. Conversely, maximum values of hardness,
adhesiveness, compressibility, initial stress, and work of
syringeability were 9.12 ( 0.20 N, 13.02 ( 0.48 N mm,
49.82 ( 1.12, 10.01 ( 0.61 dynes cm-2, and 113.78 ( 2.82
N mm, respectively, observed in the formulation containing
the highest concentration of each polymer investigated,
namely 10% HEC, 5% PVP and PC 5%. Interestingly,

statistical interactions were observed in the Analysis of
Variance concerning the effects of these polymeric compo-
nents on each mechanical parameter. In these, the effects
of PVP and PC on the mechanical properties of semisolids
containing 10% HEC were significantly (and dispropor-
tionately) greater than those containing either 3 or 5%
HEC.

Following the initial two week period, the gingival
indices of the two patient groups were 0.75 ( 0.44 and 0.81
( 0.54. This difference in the two patient groups was
insignificant. The comparative effects of seven daily (nightly)
applications of two formulations, each containing 3% HEC,
3% PVP, 3% PC and either 0 or 5% flurbiprofen on the level
of inflammation, as determined using the gingival index,
are presented in Figure 1. As determined by the gingival
index, the level of gingival inflammation increased in two
of the four volunteers treated with the control formulation,
but reduced in four out of five subjects treated with the
test formulation containing flurbiprofen. Mean gingival
crevicular fluid levels were also reduced in four out of five
subjects treated with the flurbiprofen-containing formula-
tion, but also in three out of four control subjects (Table
4). However, the mean gingival crevicular fluid volume of
subjects treated with flurbiprofen-treated formulations was
significantly lower when compared to that of subjects in
the control group. Finally, the plaque indices did not
significantly change between week two and three of the
study period in either patient group (Table 4). No patients
reported any side-effects following application of either
formulation.

Discussion
The formulations examined in this study exhibited wide

ranges of both drug release and mechanical properties that
were dependent on the concentrations of each polymeric
component present. In light of the relative structural
complexity of these systems, it is appropriate to discuss
the observed physicochemical properties in relation to the
physical state of each polymeric component. In all formula-
tions, HEC (3, 5, 10% w/w) was initially dissolved to form
a primary gel into which PVP was added until the satura-
tion solubility of this component in the primary gel was
exceeded. Further additions of PVP resulted in the emer-
gence of a two-phase semisolid system in which this
polymer was present both in solution and as a suspended
solid within the HEC gel. Hence, in gels containing 3%
HEC, PVP (3 and 5%) was soluble, whereas in gels
containing 5% and 10% HEC, PVP existed both in solution
and suspension, the ratio of the mass of dissolved to
suspended PVP decreasing as the concentration of HEC
was increased. Following its addition, as a direct conse-
quence of its cross-linked structure, PC did not dissolve in
the formulation but exhibited swelling, the extent of which
was dependent on the amount of available water present
in the formulations. Thus, as the concentrations of HEC
(primarily) and PVP increased, the degree of swelling of
PC decreased. The range of physicochemical properties
exhibited by the formulations under examination may be
due to the states of PVP and PC within the primary HEC
gel. Similarly, in a previous publication, the states of these
polymeric components, namely dissolved/dispersed (in the
cases of HEC and PVP) or swollen/unswollen (PC) were
reported to directly influence the viscoelastic properties of
related formulations containing chlorhexidine designed for
the treatment of localized infection.25 Thus, the effects of
each polymeric component on both the release of flurbi-
profen and the mechanical properties of each formulation
will be considered in light of the state of each polymeric
component in these formulations.

Table 1sEffects of Hydroxyethylcellulose (HEC),
Poly(vinylpyrrolidone) (PVP), and Polycarbophil (PC) on the Time
Required for the Release of Flurbprofen (10 and 30% of original drug
loading) from Bioadhesive, Semisolid Formulations

time (h) required for release
of flurbiprofen (mean ± sd)concn

of PC
(% w/w)

concn
of PVP
(% w/w)

concn
of HEC
(% w/w) 10% 30%

1 3 3 1.27 ± 0.05 3.19 ± 0.12
1 3 5 3.26 ± 0.11 13.51 ± 0.81
1 3 10 4.90 ± 0.21 24.57 ± 1.99
1 5 3 1.72 ± 0.09 4.73 ± 0.19
1 5 5 5.52 ± 0.25 17.10 ± 1.11
1 5 10 10.00 ± 0.56 32.33 ± 1.92
3 3 3 2.17 ± 0.17 8.73 ± 0.56
3 3 5 7.08 ± 0.61 21.21 ± 3.32
3 3 10 17.11 ± 0.99 40.96 ± 2.27
5 3 3 3.30 ± 0.22 10.99 ± 1.01
5 3 5 14.27 ± 0.91 40.45 ± 1.69
5 3 10 28.41 ± 3.01 101.11 ± 7.22
5 5 3 5.54 ± 0.21 16.52 ± 1.11
5 5 5 6.17 ± 0.51 20.17 ± 1.24
5 5 10 16.53 ± 1.34 40.51 ± 2.51
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Increasing the concentration of HEC in aqueous gel
systems has previously been reported to increase both gel
elasticity (storage modulus) and, additionally, viscosity due
to increased polymeric chain entanglement.25,26 One con-
sequence of these rheological alterations was observed in
the effects of HEC on the release of flurbiprofen, in which
the rate of drug diffusion through the polymer matrix and,

hence, drug release was reduced. Similarly, in formulations
containing 3% HEC (in which PVP was dissolved), increas-
ing the concentration of PVP from 3 to 5% decreased
flurbiprofen release due to the greater entanglement of
dissolved polymeric chains. In general, the reduced release
of flurbiprofen observed following increased formulation
concentrations of PVP, in which this polymer was present
in both the solid and solution phases in the primary HEC
gel, may be due to the effects of both the increasing
semisolid nature, and, hence, increased elasticity of these
formulations.25,26 A further retarding effect of PVP on drug
release may be due to swelling following contact with
dissolution fluid. These two mechanisms serve to enhance
the elastic structure of the formulations, thereby decreasing
the rate of drug diffusion through the semisolid matrix.
Similarly, incorporation of PC into these formulations
decreased flurbiprofen release, observations that may also
be explained by the state of this polymer in each formula-
tion. The extent of swelling of PC in the formulations under
investigation was greatest in those formulations containing
3% HEC, 3% PVP, and 1% PC, as, first, the amount of free
water, i.e., water not associated with the other polymeric
components, was greatest in this system, and, second, the
ratio of mass of free water to mass of PC was largest, thus
allowing a greater percentage swelling of this polymer.

Table 2sThe Effects of Concentration of Hydroxyethylcellulose (HEC), Poly(vinylpyrrolidone) (PVP), and Polycarbophil (PC) on the Hardness,
Adhesiveness, Compressibility, and Initial Stress of Formulations Containing Flurbiprofen (5% w/w), As Determined Using Texture Profile Analysis

concn of PC
(% w/w)

concn of PVP
(% w/w)

concn of HEC
(% w/w)

hardness
(N)

adhesiveness
(N mm)

compressibility
(N mm)

initial stress
(dyn cm-2 × 106)

1 3 3 0.52 ± 0.02 2.24 ± 0.14 2.36 ± 0.16 0.50 ± 0.06
1 3 5 1.18 ± 0.02 5.56 ± 0.08 5.74 ± 0.08 1.58 ± 0.12
1 3 10 6.00 ± 0.18 7.86 ± 0.28 14.74 ± 1.42 4.69 ± 0.46
1 5 3 0.64 ± 0.02 3.06 ± 0.20 2.96 ± 0.04 0.76 ± 0.06
1 5 5 1.38 ± 0.06 7.10 ± 0.38 8.82 ± 0.18 2.00 ± 0.03
1 5 10 6.62 ± 0.14 12.04 ± 0.76 29.94 ± 1.42 5.75 ± 0.12
3 3 3 0.91 ± 0.04 3.14 ± 0.21 4.00 ± 0.23 0.81 ± 0.02
3 3 5 1.89 ± 1.11 6.91 ± 0.42 7.23 ± 0.54 1.88 ± 0.11
3 3 10 7.14 ± 0.32 8.84 ± 1.04 17.84 ± 1.01 5.99 ± 0.33
5 3 3 1.40 ± 0.12 4.84 ± 0.30 6.70 ± 0.56 1.48 ± 0.10
5 3 5 2.71 ± 0.06 8.86 ± 0.28 22.54 ± 0.86 2.69 ± 0.31
5 3 10 8.88 ± 0.26 10.84 ± 1.04 42.98 ± 1.18 7.32 ± 0.50
5 5 3 1.64 ± 0.06 5.78 ± 0.22 7.90 ± 0.10 1.72 ± 0.05
5 5 5 3.41 ± 0.04 8.26 ± 0.62 16.84 ± 0.24 3.10 ± 0.30
5 5 10 9.12 ± 0.20 13.02 ± 0.48 49.82 ± 1.12 10.01 ± 0.61

Table 3sThe Effects of Hydroxyethylcellulose (HEC),
Poly(vinylpyrrolidone) (PVP), and Polycarbophil (PC) on the
Syringeabilitya of Bioadhesive, Semisolid Formulations Containing
Flurbiprofen

mean ± sd work (N mm) required to syringe formulations containing

PC
(% w/w)

PVP
(% w/w) HEC 3% w/w HEC 5% w/w HEC 10% w/w

1 3 58.74 ± 3.46 123.61 ± 10.22 241.47 ± 14.70
1 5 74.14 ± 4.01 151.05 ± 3.57 279.49 ± 10.24
3 3 79.99 ± 3.54 168.11 ± 7.11 298.31 ± 12.12
5 3 139.47 ± 14.16 191.40 ± 8.19 341.34 ± 8.46
5 5 163.91 ± 9.06 221.41 ± 9.27 379.00 ± 3.99

a Measured as the work required to express a defined amount of the
formulation from a syringe of specified dimensions, as described in Materials
and Methods.

Figure 1sThe effect of topical application of a test formulation (containing
5% w/w flurbiprofen, 3% w/w hydroxyethylcellulose, 3% w/w poly(vinylpyrroli-
done), and 3% w/w polycarbophil) or a control formulation (containing 3%
w/w hydroxyethylcellulose, 3% w/w poly(vinylpyrrolidone), and 3% w/w
polycarbophil) for one week on the level of gingival inflammation (as evaluated
using the gingival index) in clinical subjects. Subjects 1−5 received the test
formulation whereas subjects 6−9 received the control formulation.

Table 4sThe Effects of Application of Either a Control (devoid of
flurbiprofen) or Test Formulation on the Gingival Crevicular Fluid
Volume and Plaque Index of Subjects

gingival crevicular
fluid volume

(periotron units)c plaque indexc

treatment
patient
number

prestudy
(2 weeks)d

poststudy
(3 weeks)e

prestudy
(2 weeks)d

poststudy
(3 weeks)e

flurbiprofena 1 32.5 8.5 1.2 1.2
flurbiprofena 2 12.5 4.5 1.0 0.6
flurbiprofena 3 7.5 1.0 0.5 0.6
flurbiprofena 4 14.0 12.0 0.8 0.8
flurbiprofena 5 21.0 16.5 0.5 0.5
controlb 6 38.0 16.0 1 1.1
controlb 7 19.0 6.5 1 0.8
controlb 8 14.5 35.0 0.5 0.5
controlb 9 12.0 11.0 0.9 0.7

a Formulation contained 5% w/w flurbiprofen, 3% w/w hydroxyethylcellulose,
3% w/w poly(vinylpyrrolidone), and 3% w/w polycarbophil. b Formulation
contained 3% w/w hydroxyethylcellulose, 3% w/w poly(vinylpyrrolidone), and
3% w/w polycarbophil. c All values are means. The coefficient of variation in
all cases <6%. d Gingival crevicular fluid volume and plaque index at the end
of the second week of the study. e Gingival crevicular fluid volume and plaque
index at the end of the third week of the study.
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In the swollen state, PC imparts both greater elasticity
to the formulation, due to entanglement of the chains of
poly(acrylic acid) with those of HEC and PVP, and also
greater viscosity.25 Thus, flurbiprofen release was further
retarded. As the concentrations of HEC and PVP were
increased in the formulations, the mass of free water
available for swelling of PC decreased, and hence the
percentage of unswollen PC particles increased. In this
scenario, the greatest mass of unswollen particles of PC
occurred in formulations containing 10% HEC, 5% PVP,
and 5% PC. Following immersion in dissolution fluid, the
unswollen particles of PC imbibed fluid and commenced
swelling, the extent of which was dependent on the initial
percentage of unswollen PC. This swelling process estab-
lished the presence of a swelling front that opposed further
ingress of dissolution fluid and hence retarded drug dis-
solution and diffusion. The presence of PC as dispersed,
unswollen particles had a significantly greater retarding
effect on drug release than when primarily present as
swollen or partly swollen particles due to the influence of
this extensive swelling front. In certain formulations,
namely those in which the mass of unneutralized PC was
greatest (i.e., HEC 5 or 10%, PVP 5%, PC 5%), the extent
of swelling resulted in extension of the formulation beyond
the retaining molds, leading to disintegration of the
formulation. In this fashion, the surface area for drug
dissolution and diffusion was significantly increased, and,
as a result, the release of flurbiprofen from these formula-
tions was greater than their counterparts containing 3%
PVP. The role of formulation swelling on flurbiprofen
release accounted for the statistical interactions between
HEC and PC and between PVP and PC, as the concentra-
tion of HEC (primarily) and PVP directly influenced the
state of PC in, and hence swelling of, the formulations.
Therefore, as the mass of suspended solids within the
formulations increased, there was a significant (and sta-
tistically unpredicted) effect on the release of flurbiprofen.

It is accepted that the mechanical properties of topical
formulations will directly influence their clinical perfor-
mance. Therefore, in the design of such systems, it is
important to fully characterize these properties. Recently,
we have successfully reported the use of texture profile
analysis (TPA) for the mechanical characterization of a
range of topical formulations, e.g., semisolids,7,8 gels,26 and
creams,27 and, consequently, this technique was employed
for the characterization of the formulations examined in
this study. In particular, TPA provides information for
several relevant rheological parameters, including formula-
tion hardness and compressibility, properties that may be
related to both mouth feel and ease of removal of the
formulation from the container and also ease of application
of the formulation onto the proposed substrate,8,26 initial
stress, a measure of the stress required to initiate flow,
and adhesiveness, a property that is related to bioadhe-
sion.8 Thus, both the versatility of sample consistencies
that may be analyzed by TPA and the type of information
provided by this technique have established its use in the
development of topical formulations. In this current study,
TPA has been successfully employed to characterize the
range of flurbiprofen-containing formulations. Further-
more, the syringeabilities of formulations have been mea-
sured using a Texture Analyzer, as, in many cases, it is
appropriate to apply formulations to remote supragingival
sites/periodontal pockets using syringe systems. Once more,
the wide ranges of hardness, compressibility, adhesiveness,
initial stress, and work of syringeability exhibited by these
formulations may be attributed to the state of the polymeric
components.

Formulation hardness, compressibility, initial stress, and
work of syringing are parameters that measure the resis-

tance of the product to probe compression, and, indeed,
their relationships with product viscosity have been re-
ported previously.8,29,30 Hence, the effects of HEC, PVP, and
PC on these parameters may be directly related to their
effects on product viscosity and, indeed, elasticity. Conse-
quently, increasing the amount of dissolved HEC and PVP
increased these mechanical properties due to increased
elasticity and viscosity of the formulations,25,26 resulting
from the increasing entanglement of the polymeric chains.
Increasing the mass of solid particles in the formulation,
however, offers greater semisolid properties to the formula-
tions and, hence, greater resistance to probe compression.
Interestingly, statistical interactions were observed be-
tween HEC and PVP and between HEC and PC with
respect to hardness, compressibility and work of syringe-
ability that may again be explained by the state of each
polymeric component in the formulations. In these interac-
tions, the effects of PC and PVP on these parameters were
significantly (and unexpectedly) greater in the presence of
10% HEC than either 3 and indeed 5% HEC. Thus, as the
concentration of HEC increases, the mass of suspended
PVP and unswollen PC increase, and thus the formulations
adopted greater semisolid nature due to the increasing
content of suspended solids. At lower concentrations of
HEC, the effects of PVP and PC on formulation hardness,
compressibility, and work to syringe may be attributed, in
part, to the entanglement of the dissolved chains of HEC
with PVP and also the swollen chains of PC. As the mass
of solid particles increases, the relative contribution of
chain entanglement to these mechanical properties de-
creases due to the overwhelming effects of the increasing
mass of dispersed polymeric solid materials. The observed
imbalance of the contribution of polymeric chain entangle-
ment and suspended solid particles accounted for the
statistical interactions.

In textural analysis, adhesiveness refers to the work
required to overcome the attractive bonds between the
sample and probe and is determined from the area under
the force-distance curve in the tension section of the plot.
However, at this point it is useful to record that the
removal of the probe from the sample may involve the
destruction of cohesive bonds within the sample in addition
to the cleavage of bonds between the sample and probe.
Interestingly, a correlation has been reported between the
mucoadhesive properties of formulations and their adhe-
siveness,8,26 and, consequently, quantification of adhesive-
ness provides a useful, rapid method by which the mu-
coadhesive properties of related formulations may be
reliably ranked. In this current study, increasing concen-
trations of HEC, PVP, and PC significantly increased
formulation adhesiveness. As these polymers have been
described as bioadhesive,9 these observations may be due
to both their ability to form adhesive bonds (in a concentra-
tion-dependent fashion) with the probe in TPA, and to
increase viscosity (tack) of the formulations, a property that
has been reported to influence the adhesiveness of certain
formulations.8

It is important to consider specifically the role of PC in
the adhesiveness of the formulations under examination.
PC possesses the ability to strongly interact with biological
substrates, the degree of interaction being dependent on
the number of unneutralized carboxylic acid groups on the
poly(acrylic acid) chains.8,9 In this study, and indeed in
related earlier publications,8,31 the contribution of unneu-
tralized carboxylic acid groups to adhesiveness in TPA was
confirmed. Hence, in formulations containing 3% HEC, 3%
PVP, and 1% PC, the extent of neutralization, and hence
swelling of PC, was greatest, and this formulation exhibited
lowest adhesiveness. Conversely, in formulations where the
amount of water available to neutralize PC is lowest, i.e.,
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10% HEC, 5% PVP, and 5% PC, the mass of unneutralized
(and hence unswollen) particles of PC was greatest, and
hence adhesiveness is maximal. Given the correlation with
mucoadhesion, this formulation would be expected to
possess the greatest mucoadhesive properties of all formu-
lations studied.26 The statistical interactions observed
between HEC and PC, PVP and HEC, and PVP and PC
reflect once more the effects of the state of each polymeric
component on formulation adhesiveness. Thus, the pres-
ence of solid polymeric particles may be associated with
dramatic increases in adhesiveness due both to the effects
on formulation viscosity (and hence tack) and additionally
to the effects on the mass of free water present and, hence,
the mass of unneutralized carboxylic acid groups in PC.

The ideal formulation for clinical examination for the
treatment of periodontal diseases should possess a number
of desirable attributes, including adequate prolonged and
controlled release of therapeutic agent, ease of removal
from the container, and ease of application to, and good
retention at, the desired site. In addition, it should be
comfortable to the patient during the residence period of
the formulation. The various in vitro methods employed
in this study have allowed quantification of all of these
attributes. Hence, in vitro release methods defined the
nature of the release of flurbiprofen from all formulations.
The TPA parameters of hardness/compressibility and
adhesiveness described the ease of removal from the
container/ease of application to the desired site and product
retention, respectively. Finally, acceptability of the product
by the patient during the period of residence in the oral
cavity may be conveniently described by hardness mea-
surements in TPA, as previously reported,28,31 whereas the
syringeability of the formulations to, e.g., subgingival or
remote supragingival regions, was conveniently described
using a modified compression test.

Ideally, candidate formulations for clinical examination
should exhibit low hardness, initial stress, compressibility,
work of syringeability, yet high adhesiveness. However, as
may be observed in Tables 2 and 3, increased formulation
adhesiveness (and hence increased retention at the site of
application) may be achieved by increasing the concentra-
tion of PC (primarily), HEC, and PVP. However, such
increases also resulted in increased formulation hardness,
compressibility, and work of syringing, undesirable formu-
lation attributes. Therefore, in terms of mechanical proper-
ties, a compromise must be attained between formulation
adhesiveness and formulation hardness, compressibility,
and syringeability. Examples of formulations that exhibited
acceptable mechanical properties included HEC 3%/PVP
3 or 5%/PC 1, 3 or 5% and HEC 5%/PVP 3%, PC 1 or 3%.
Furthermore, in light of the proposed daily (nightly)
administration of the formulation and based on information
from related clinical studies,14,17 the formulations contain-
ing 3% HEC, 3% PVP, and either 3 or 5% PC exhibited
the required release properties, namely t30% values of 8.73
( 0.56 and 10.99 ( 1.01 h, respectively. Therefore, follow-
ing consideration of both the mechanical and release
properties, the formulation selected for clinical examination
contained 3% HEC, 3% PVP, 3% PC, and 5% flurbiprofen.
Initial clinical assessment of this formulation, using an
experimental gingivitis model, indicated significantly ben-
eficial effects in the treatment of gingivitis, as denoted by
the improvement in the gingival index and the gingival
crevicular fluid volume. Of further interest were the
insiginificant differences in the plaque indices of the two
patient groups during weeks 2 to 3 of this study period.
Therefore, changes in gingival crevicular fluid volume could
not be explained by differences in plaque accumulation. It
is known that levels of the cyclooxygenase metabolites of
arachadonic acid, PGE2 and TxB2, both of which are potent

vasodilators, are elevated during the onset of gingival
inflammation.17 The clinical effects of flurbiprofen, an
inhibitor of the cyclooxygenase pathway, observed in this
study may thus be attributed to prolonged reduced levels
of both mediators in the gingival tissue. Quantification of
these levels is the subject of current clinical investigations.

In conclusion, a series of formulations containing HEC,
PVP, PC, and flurbiprofen has been designed and charac-
terized in vitro in terms of both flurbiprofen release and
mechanical properties. The use of texture profile analysis
to characterize the mechanical properties has been shown
to be particularly useful as the mechanical parameters
defined by this technique (e.g., hardness, compressibility,
syringeability, adhesiveness) have direct relevance to both
the potential clinical and sensory performance of these
formulations.8 A candidate formulation was chosen for
clinical evaluation containing 3% HEC, 3% PVP, 3% PC,
and 5% flurbiprofen that offered optimal flurbiprofen
release over the proposed daily application of the product
and, additionally, offered a compromise between formula-
tion adhesiveness (and hence persistence at the site of
application) and hardness (comfort during the period of
application), and compressibility/syringeability (ease of
removal from the container and ease of spreading/applica-
tion to the inflamed site).

The comparative clinical efficacies of this chosen flurbi-
profen-containing formulation and an otherwise identical
placebo formulation (devoid of flurbiprofen) were evaluated
in an experimental gingivitis model in nine volunteers, in
which gingival inflammation was measured using the
gingival index. Following seven nightly applications, vol-
unteers who had received the flurbiprofen-containing
formulation exhibited decreased gingival inflammation and
gingival crevicular fluid volume, whereas those who had
received the control formulation displayed increased gin-
gival inflammation and gingival crevicular fluid volume.
This preliminary clinical study has therefore shown the
clinical improvements associated with the use of topical
bioadhesive, flurbiprofen-containing semisolid formula-
tions. The clinical efficacy of this formulation, including
quantification of the concentrations of inflammatory me-
diators, is currently ongoing in multicentered clinical
evaluations.
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Abstract 0 1H NMR spectroscopy was used for determining the optical
purity of cis-ketoconazole enantiomers obtained by fractional crystal-
lization. The chiral analysis was carried out using â-cyclodextrin in
the presence of (+)-L-tartaric acid. The mechanism of the chiral
discrimination process, the stability of the complexes formed, and their
structure in aqueous solution were also investigated by 1H and 13C
chemical shift analysis, two-dimensional NOE experiments, relaxation
time measurements, and mass spectrometry experiments. Theoretical
models of the three-component interaction were built up on the basis
of the available NMR data, by performing a conformational analysis
on the relevant fragments on ketoconazole and docking studies on
the components of the complex. The model derived from a folded
conformation of ketoconazole turned out to be fully consistent with
the molecular assembly found in aqueous solution, as inferred from
NOE experiments. An explanation of the different association constants
for the complexes of the two enantiomers is also provided on the
basis of the interaction energies.

Introduction
Ketoconazole, 1-acetyl-4-[4-[[2-(2,4-dichlorophenyl)-2-

(1H-imidazol-1-yl-methyl)-1,3-dioxolan-4-yl]methoxy]phen-
yl]piperazine, is a potent, orally active broad-spectrum
antifungal agent1,2 which is marketed as a racemic mixture
of the cis-(2S,4R) and -(2R,4S) enantiomers.

The (-)-stereoisomer is (2S,4R).3 Both the enantiomers
of ketoconazole (KC) were stereoselectively prepared,3,4 as
it has been claimed that the optically pure compounds are
more effective than the racemic one for treating local and
systemic fungal infections in humans.5 One of the current
active research areas in host-guest or supramolecular
chemistry is chiral recognition by cyclodextrins (CDs). Both
naturally occurring (R, â, and γ) and derivatized CDs are
indeed extensively used in chromatography (bonded to the
stationary phase or in the eluate) for the separation of
enantiomers6 and as chiral shift reagents for NMR deter-
mination of enantiomeric composition.7,8 In this paper we
report a 1H NMR method for determining the optical purity
of the ketoconazole enantiomers obtained by fractional
crystallization. Chiral analysis was carried out using
â-cyclodextrin (âCD) in the presence of (+)-L-tartaric acid
(hereafter TA), as it has been found that simultaneous

inclusion and salt formation yield complexes freely soluble
in water. For instance, KC solubility is enhanced by several
orders of magnitude, while that of âCD increases by more
than 10 times.9-13 The stability of the complexes formed
and their structure in aqueous solution were investigated
by NMR spectroscopy and ionspray tandem mass spec-
trometry.14 In addition, a model of the KC:TA:âCD complex
was built up by computational techniques, on the basis of
the available NMR data, with the aim of elucidating the
chiral discrimination process. Among the different confor-
mations of KC, only those in accordance with intramolecu-
lar NOE cross-peaks were selected and submitted to
docking studies. The intermolecular distances were mea-
sured and related to the intensities of NOE cross-peaks,
allowing the selection of a unique interaction pattern. The
energies of interaction between the components were
calculated for the proposed complexes of both the enanti-
omers of KC.

Materials and Methods

(()-cis-Ketoconazole was a kind gift from RGR Co. (Milan, Italy).
Samples of (+)-(2R,4S) (ee ≈ 98%) and (-)-(2S,4R)-ketoconazole

ee ≈ 98%) were obtained from the racemate by fractional crystal-
lization of the diastereomeric salts with (-)- and (+)-10-camphor-
sulfonic acid, respectively. The corresponding equimolar tartrate
salts were prepared by freeze-drying their aqueous solutions.
â-cyclodextrin (water content ≈ 10%) and D2O (99.8%) were
purchased from Roquette Co. (Lestrem, France) and from Merck
Co. (Milan, Italy), respectively. All other reagents were of analyti-
cal grade. Solutions of 10 mM drug concentration and guest-to-
host ratio at 1:1.5 were used unless otherwise specified.

NMR spectra were acquired on ACF 200 and ARX 400 spec-
trometers (Bruker, Karlsruhe, Germany). Chemical shifts were
referred to external TSP (sodium, 3-(trimethylsilyl)propionate) at
0 ppm (accurate to ( 0.001 ppm). The phase-sensitive ROESY
(Rotating-frame Overhauser Effect SpectroscopY) experiments
were performed using a 3.5 kHz spin-lock field and a mixing time
of 350 ms. T1 relaxation time measurements were made using the
inversion recovery method. Fifteen different τ delays varying from
0.05 to 10 s between 180° and 90° pulses were used. A regression
procedure was used to fit the relaxation data to the exponential
equation M ) Mo(1 - 2e-τ/t).

For the determination of the association constants k of the two
enantiomers, the concentration of rac-ketoconazole tartrate was
kept at 1 mM while that of âCD varied between 5 and 20 mM.
The change in the chemical shift of the H20 proton, which splits
upon âCD addition, was monitored during the titration. The data
were evaluated according to the Foster-Fyfe15 modification of the
Benesi-Hildebrand equation:16
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where [B]t is the total concentration of host, ∆δobs is the difference
between the chemical shift observed and the chemical shift of the
free guest for a given proton, and ∆δc is the chemical shift
difference (for a given proton) between the free guest and the pure
complex.

The statistical analysis was performed by using SAS program
version 3.1 (SAS Institute Inc., Cary, NC).

The mass spectra were acquired on a benchtop API 300 triple
quadrupole mass spectrometer (Perkin-Elmer, Norwalk, CT),
equipped with a standard API-Ionspray ionization source. Tan-
dem MS experiments were carried out operating with a collision
energy (Elab) of 30 eV, using nitrogen as collision gas at a pressure
of 8 mTorr. The 1:1:1 (+)-KC:TA:âCD and (-)-KC:TA:âCD samples
were dissolved in 50/50 (v/v) water/acetonitrile and diluted to a
concentration of 1000 ppm. The tandem MS analysis was repeated
six times for each sample.

Molecular modeling studies were performed with the Sybyl 6.3
Software (Tripos Inc., 1699 South Hanley Rd., St. Louis, MO,
63144), running on a Silicon Graphics R4400 (200 MHz 64 Mb
RAM) Indigo2 workstation. Three-dimensional models of (+)-TA
and cis-KC were built and energy-minimized using the standard
Tripos force field, with the Powell minimization method17 and a
convergence gradient of 0.05 kcal/mol‚Å. The minimum-energy
geometry of cis-(2R,4S)-KC was in good agreement with the crystal
structure reported in Cambridge Structural Database (CSD) (ref
code: KCONAZ),18 with the exception of the torsion angle between
the benzene and the piperazine rings; in fact, they lie on the same
plane in the crystal structure and are perpendicular in the
minimum-energy conformation obtained with Tripos force field.
âCD structure was taken from CSD (ref code: BCDEXD10),19

deleting the cocrystallized water molecules, and its geometry was
kept fixed. Charges were calculated using the Gasteiger-Hückel
method, giving an initial formal charge of +1 to the N3 atom of
the imidazole ring of KC and of -0.5 to the two O atoms of one of
the carboxylic groups of TA, to simulate the same conditions of
ionization as supplied in NMR studies (pH ) 3.5); the dielectric
function was dependent on 1/r.

A systematic conformational analysis on KC, with rotation of
bonds C10-C11, C8-C7, C7-O with steps of 120°, and of O-C6
(Figure 1) with two steps of 90° (that is, with C7-O coplanar and
perpendicular to the phenoxy ring), was performed in order to
generate the possible KC conformations and was followed by
energy minimization (with electrostatic term ignored). The orien-
tations of the imidazole and the dichlorophenyl rings were not
changed, nor were all possible conformations of the dioxolane and
acetylpiperazine rings created (see Results and Discussion for a
comment). Only those conformations having H-H distances lower
than 3.5 Å for couples of protons giving high-intensity NOE cross-
peaks were selected for subsequent docking studies.

Docking was performed with the DOCK routine of Sybyl, in a
region of space including the three components of the complex,
with a 0.5 Å grid resolution. Docking between KC (considered as
the ligand in the docking routine) and âCD (considered as the site)
was based on steric interaction energy only; the electrostatic
contribution was considered for the subsequent docking of TA
(ligand) onto the KC:âCD complex (site); during the docking
procedure, the geometry of the site was kept fixed. Inter- and

intramolecular distances were measured after energy minimiza-
tion of the whole complex, with fixed geometry of the âCD ring
(considered as an aggregate in Sybyl); for equivalent hydrogens,
the minimum distance was chosen. âCD was eventually rotated
around the axis connecting C15 and C18 of KC with steps of 30°,
and the 12 resulting models were energy-minimized as reported.

MOLCAD20 was used for the representation of the lipophilicity
potential at the solvent accessible surface of KC and âCD.

Results and Discussion

NMR StudiessThe formula of ketoconazole in Figure
1 shows the numbering system employed, which is different
from the IUPAC notation. The spectral features of its
tartrate salt in the absence and in the presence of âCD in
1.5 molar ratio are given in Table 1 and Table 2. An excess
of the host was used in order to improve the separation
between the pair of signals of the two enantiomers of the
drug.

The difference between the enantiomers in the bound
state and the free state (∆δ) and the difference between
the two bound states (|∆∆δ|) are given in frequency units
(Hz) rather than ppm, as, in this way, small changes can
be better appreciated. In the 1H NMR spectrum of (()-cis-
ketoconazole tartrate, on addition of âCD, two sets of
resonances are observed for most of the protons or groups
of equivalent protons, indicating that inclusion complex
formation with âCD induces nonequivalence in the proton
nuclei of the two enantiomers of the drug. As far as âCD
is concerned, the 1H resonances of the inner protons H3′
and H5′ show the diagnostic upfield shift due to the
inclusion of the aromatic ring of the guest in the cavity.21

Among the aromatic resonances, the largest shifts in δ were
observed for the protons belonging to the imidazolium
moiety, which also show splitting upon inclusion. The
protons belonging to the dichlorophenyl moiety, which is
the part of the molecule involved in the inclusion complex
formation (vide ultra), experience smaller downfield shifts22

and only the proton H20 shows splitting of the signal as
well (|∆∆δ| ) 8.8 Hz). The upfield shift of the alkyl- and
H4 aromatic protons may be due to conformational changes
produced by the inclusion. Similar changes in the 13C NMR
spectra were also observed. Doubling of some of the
aromatic resonances was observed, while only the C9 and
C7 aliphatic carbons split. Analysis of the complexation-
induced 13C chemical shift changes allows some prelimi-
nary considerations on the geometry. According to Inoue,23

the inclusion of the guest molecule into the CD cavity
causes upfield shifts of the signals of the included carbons
and downfield displacements of the signals of the carbons
externally close to the rims of the truncated cone of CD.
The changes observed for the carbons of the dichlorophenyl
moiety may suggest that the insertion occurs from the
wider rim of the cavity in such a way as to leave the
carbons C15 and C18 exposed to the aqueous medium. The
downfield shift of the carbon C16 is probably a consequence
of the steric interaction24 between the chlorine atom and
the closely spaced hydrogens.

The coupling constants of the single enantiomers of KC
were measured to check whether conformational changes
were induced upon complexation. Since all values show no
difference (Table 1) between the enantiomers, it seems to
be the different orientation inside the cavity and/or outer-
sphere interaction (intermolecular hydrogen bonds), rather
than a different conformation of the enantiomers upon
inclusion, that makes chiral discrimination possible. The
more evident changes in differential chemical shifts for the
signals of the imidazolium moiety in comparison to the
signals of the dichlorophenyl moiety directly involved in
the inclusion complex formation may indicate that the

Figure 1sHydrogen-labeling scheme for KC and âCD.
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strength of the “outer-sphere” interactions between the
nitrogen atoms and the secondary hydroxyl groups prob-
ably plays the main role in the chiral discrimination
process. For most of the signals, both the shielding and
deshielding are more pronounced for the (-)-KC:TA:âCD
complex than for the (+)-KC:TA:âCD complex, suggesting
a stronger intermolecular interaction for the former enan-
tiomer.

The H14 signal has the greatest potential for optical
purity determination. It occurs as a pair of well-resolved

narrow triplets (J ) 1.6 Hz) of 12 Hz separation at 400
MHz, allowing the most accurate integration of each signal.
Larger splitting in substrate resonance can be observed
(e.g., H8 gives rise to a pair of well-resolved multiplet -
|∆∆δ| ) 27 Hz), but no attempts were made to determine
the optical purity from these changes. By monitoring the
H14 signal at 400 MHz, the resolved (-)-enantiomer turned
out to contain about 2% of isomeric impurity (see Figure
2). The results we obtained would suggest that 1% optical
purity measurements could be attainable by this method.

To further explore differences in these weakly bound
diastereomeric complexes, T1 measurements were made on
free (()-cis-ketoconazole tartrate and its âCD complex. The
results are presented in Table 3. Only the protons for which
it was possible to determine the T1 values with sufficient
accuracy (no overlapping with other signals) are reported.
In general, the T1 values for KC protons reduce in the
presence of âCD in accordance with the fact that the
correlation time of the guest increases upon complex
formation. In particular, a dramatic reduction was observed
for proton H17, which relaxes very slowly as it lacks nearby
protons. Among the resonances which split, T1 reduces
more for protons H14 and H13 of the (-)-enantiomer; this
difference in reduction may once again be attributed to a
tighter binding of this enantiomer.

In the case of proton H20, both (-)- and (+)-form display
equal reduction in T1, confirming that the orientation of
the dichlorophenyl ring inside the cavity is probably very
similar for the two enantiomers. T1 of the tartrate protons
also reduces dramatically, suggesting that the counterion
is strictly involved in the molecular assembly. Since
complexes stability is important in determining chiral
discrimination, a correlation was sought with the findings
reported above, i.e., larger differences in shift and in T1
reduction for the (-)-enantiomer. The two enantiomers of
(()-ketoconazole form 1:1 inclusion complexes as they
possess only one binding site, i.e., the dichlorophenyl ring.
The consistency of the stoichiometric model with the
solubility diagram has also been reported in the litera-

Table 1sTabulation of Coupling Constants (J) and 1H Chemical Shifts (δ), for Free rac-Ketoconazole Tartrate and Its Multicomponent Complexes

δ ∆δ (Hz)

assignment J (Hz) (±)-KC:TA (+)-KC:TA:âCD (−)-KC:TA:âCD (−) (+) |∆∆δ|
CH3CO 2.186 2.154 −14.4 −
H2 (t) 3J ) 4.8 3.254 3.176 3.160 −37.6 −31.2 6.4
H2′ (t) 3J ) 5.2 3.314 3.225 3.213 −40.4 −35.6 4.8
H9 (dd) 2J ) 10.8 3.549 hidden by CD signals

3J ) 6.3
H1 (t)a 3J ) 7.0 3.802 hidden by CD signals
H1′ (t)a 3J ) 6.8 3.811 hidden by CD signals
H7 (dd)b 2J ) 8.8 3.859 3.948c 3.962c 41.2 35.6 5.6

3J ) 5.2
H7′ (dd)b 2J ) 8.8 3.966 4.009 3.933 −13.2 17.2 30.4

3J ) 7.3
H9′ (dd) 2J ) 10.8 4.064 4.100 4.065 0.4 14.4 14.0

3J ) 2.8
H8 (m) 4.494 4.421 4.489 −2.0 −29.2 27.2
CHOH (s) 4.519 4.50 −7.6 −
H11 2J ) 14.8 4.913 4.931 4.958 18.0 7.2 11.8
H11′ 2J ) 14.8 4.817 4.827 4.801 −6.4 4.0 10.4
H5 (d) J ) 9.1 6.973 6.940 6.934 −15.6 −13.2 2.4
H4 (d) J ) 9.1 7.241 7.121 −48.0 −
H14 (t) J ) 1.6 7.289 7.364 7.334 18.0 30.0 12.0
H19 (dd) J ) 8.5 7.444 7.517 7.517 29.2 −

J ) 2.1
H13 (t) J ) 1.6 7.482 7.622 7.606 49.6 56.0 6.4
H17 (d) J ) 2.1 7.654 7.666 4.8 −
H20 (d) J ) 8.5 7.712 7.784 7.805 37.2 28.8 8.4
H12 (t) J ) 1.6 8.747 8.884 8.868 48.4 54.8 6.4

a,b Assignments may be interchanged. c ABX system

Table 2sTabulation of 13C Chemical Shifts (δ)

δ ∆δ
assign-
ment (±)-KC:TA (+)-KC:TA:âCD (−)-KC:TA:âCD (+) (−) |∆∆δ|

CH3CO 22.711 22.652 −3.0 −
C1′ 42.807 43.580 38.9 −
C1 47.396 48.253 43.1 −
C2 54.697 53.758 −47.3 −
C2′ 55.030 54.710 −16.1 −
C11 55.220 54.828 −19.7 −
C9 68.371 68.455 68.800 4.2 21.6 17.4
C7 70.797 70.489 70.310 −15.5 −24.5 9.0
CHOH 75.031 75.233 10.2 −
C8 77.171 77.599 21.5 −
C10 109.609 109.395 −10.8 −
C5 118.527 118.551 118.504 1.2 −1.2 2.4
C13 121.238 121.310 3.6 −
C4 123.473 122.282 −59.9 −
C14 126.375 126.696 16.2 −
C19 130.013 129.491 −26.3 −
C20 132.487 132.285 132.178 −10.2 −15.5 5.3
C17 133.676 133.224 −22.7 −
C15 134.841 135.424 135.543 29.3 35.3 6.0
C16 135.102 135.876 39.0 −
C18 138.456 138.718 138.742 13.2 14.4 1.2
C12 138.622 139.027 139.075 20.4 22.8 2.4
C3 142.380 145.698 145.793 167.0 171.8 4.8
C6 158.456 156.875 156.792 −79.6 −83.7 4.1
CH3CO 175.055 174.426 −31.7 −
COOH 178.242 178.659 21.0 −
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ture.12 Therefore, the association constants for the two
complexes were evaluated by using the Foster-Fyfe equa-
tion (see Materials and Methods). The k at 25 °C, obtained
from the slope of the straight lines, resulted as being 750
( 100 M-1 for the (+)-enantiomer and 1146 ( 419 M-1 for
the (-)-enantiomer (Figure 3). The test for heterogeneity
of the slopes was positive, indicating that the difference in
the complexes stability is statistically significant.

Finally, the stereochemistry of the two complexes was
investigated by means of two-dimensional rotating frame
NOE (ROESY) spectroscopy. An expansion of the spectrum
of the complex of the (-)-enantiomer is reported in Figure

4. Both the enantiomers gave the same NOE pattern. A
set of cross-peaks is observed between the inner protons
H3′ and H5′ of âCD and the protons H17, H19, and H20,
indicating that the inclusion occurs by accommodation of
the dichlorophenyl ring. In addition, significant dipolar
contacts are observed between H12, H13 (imidazolium), H4,
and H5 (phenolic ring) with the H3′ proton of âCD,
suggesting that the inclusion must occur from the wider-
diameter side of the truncated cone of âCD. The H4 and
H5 protons probably interact with H2′ of âCD as well,
reflecting the major mobility of the phenolic ring around
the “mouth” of the host. Anyway, an unambiguous inter-
pretation is not possible as the signals H2′ and H5′ of âCD
and H9 of KC are overlapped (vide ultra).

Mass StudiessSince some authors have recently drawn
attention to the use of mass spectrometry for studying
chiral selectivity in the inclusion complex formation,25,26

the relative strength of the interaction binding of the two
enantiomers was investigated by ionspray tandem mass
spectrometry (ISMS/MS) experiments.27 The positive ISMS
spectra of the samples (Figure 5) exhibit the protonated
1:1:1 KC:TA:âCD (m/z 1815.5), which, upon collision,
dissociate, yielding protonated KC:âCD complex (m/z 1665.6)
and protonated KC (m/z 531.2). The ratio between the ion
current of the two product ions is significantly higher for
the (-)-enantiomer, suggesting that it forms a more stable
inclusion complex than the other one in the gaseous phase.
These findings are in agreement with the data obtained
in aqueous solution (vide supra).

Molecular Modeling CalculationssMolecular model-
ing proved to be an excellent tool for the study of drug-
cyclodextrin interaction.28 The three components of the title
complex, namely âCD, KC, and TA, can assume, in aqueous
solution, a number of interconverting conformations and
can perform different mutual interactions. For âCD alone,
for example, the round-shaped conformation is not a
minimum energy one, but can be regarded as the result of
a time average in the ns-scale.29 Given the high number of
possible âCD conformations and the absence of a correction
for the anomeric effect29 in the Tripos force field here
employed, the internal energy for the âCD molecule was
not minimized, and its geometry was kept fixed in one of
the crystal conformations reported in CSD.19

Although KC is a rather flexible compound, the com-
plexation with âCD should select some of the allowed
conformations which, in turn, could be identified by the
analysis of the intramolecular NOEs (see Figure 4). Pos-

Figure 2s400 MHz H14 signal (*) of (a) (±)-KC:TA 1:1; (b) (±)-KC:TA:âCD 1:1:1.5; (c) (−)-KC:TA:âCD (ee ) 98%).

Table 3sTabulation of T1 Values (s) for Some 1H Resonances

T1 ∆T1
assign-
ment (±)-KC:TA (+)-KC:TA:âCD (−)-KC:TA:âCD (+) (−) |∆∆T1|

H12 2.20 0.89 0.87 −1.31 −1.33 0.02
H20 1.18 0.30 0.30 −0.88 −
H17 10.76 0.60 −10.16 −
H13 1.78 0.83 0.61 −0.95 −1.17 0.22
H19 1.90 0.48 −1.42 −
H14 2.55 1.38 1.31 −1.17 −1.24 0.07
H4 0.70 0.37 −0.33 −
H5 0.77 0.46 −0.31 −
CH (tartrate) 5.70 1.83 −3.87 −
H2 0.46 0.23 −0.23 −
CH3CO 0.95 0.64 −0.31 −

Figure 3sChange in the chemical shift of the H20 proton: (b) (+)-KC; (2)
(−)-KC.
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sible conformations were thus chosen on the basis of the
cross-peaks between the signals H20-H8, H20-H7, and
H5-H9′ (the NMR signal marked as H9′ was assigned to
the proton trans to H8). An intramolecular cross-peak
between H9 (the dioxolane hydrogen opposite to the side
chain) and H5 is also recognizable although it is partly
overlapped with the intermolecular cross-peak between H5
and H2′ and/or H5′ of âCD; therefore, the relevant averaged
distance was included in the conformation selection crite-
ria. The minimum-energy conformations of KC were gener-
ated by rotation of the bonds, causing a variation in the
mutual disposition of the fragments showing NOE interac-
tions with âCD, i.e., the dichlorophenyl, the imidazole, and
the side-chain phenyl rings. Some preliminary consider-
ations allowed a reduction in the number of conformations
to be generated. The dichlorophenyl ring has two possible
orientations, with the plane of the ring perpendicular
to the C10-C11 bond; the presence of a cross-peak be-
tween H20-H8 and H20-H7, but not between H20-H9′,
prompted us to consider only the rotamers having H20
pointing toward H8. The imidazole ring is quite free to
rotate around C11-N; we kept it in one of the possible
orientations because its rotation caused slight variations

in the spatial arrangement of the complex, compared to
the uncertainty of the model. This means that each
generated rotamer is representative of a family of confor-
mations attainable from imidazole rotation. The same
applies to the acetylpiperazine moiety, which gave no
recognizable NOE interaction with âCD, and whose con-
formations were not explored. Rotation of the other four
single bonds (see Materials and Methods) gave a set of 54
conformations, which were energy-minimized before the
calculation of H5-H9 and H5-H9′ distances. Only six
conformers, described in Table 4, had these two distances
lower than 3.5 Å, and were submitted to docking studies.

While the intramolecular distances between hydrogen
atoms of the isolated KC molecule are the same for the
corresponding conformers of the two enantiomers (with

Figure 4s400 MHz ROESY spectrum of (−)-KC:TA:âCD 1:1:1.5.

Figure 5sIS MS/MS spectrum of (−)-KC:TA:âCD 1:1:1.

Table 4sTorsion Angles (deg) and Intramolecular Distances (Å) for
the Conformers of (+)-KC Consistent with NOE Intramolecular
Cross-peaks. For the (−)-enantiomer the Intramolecular Distances are
the Same, and the Torsion Angles Are Opposite

1 2 3 4 5 6

Torsion Angles
C15C10C11N 60.2 −56.1 178.5 60.7 −55.7 179.3
C9C8C7O 78.7 79.2 78.7 59.2 58.6 57.3
C8C7OC6 −60.4 −60.9 −61.6 56 56 55.2
C7OC6C5 104 103.6 103.7 −110.4 −110.6 −113.5

Intramolecular Distances
H20−H8 2.88 2.73 2.77 2.87 2.73 2.75
H20−H7a 4.18 4.10 4.13 4.25 4.17 4.20
H5−H9′b 3.21 3.23 3.24 2.95 2.88 2.83
H5−H9 3.01 3.01 3.00 2.65 2.68 2.77

a Measured from the H7 closer to H20. b H9′ is trans to H8.
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opposite torsional angles), the complexation with the chiral
âCD molecule leads to different interactions for the (+)-
and (-)-KC. The docking procedure described as follows
was therefore performed on both the KC enantiomers. The
analysis of NMR data, in particular NOEs, gives evidence
that complexation occurs by involving the dichlorophenyl
ring, which is inserted in the âCD cavity from the wider
rim (vide supra). This is also supported by the lipophilicity
potential of the host and guest molecules at their solvent
accessible surface, which is maximum in correspondence
to the dichlorophenyl ring and âCD cavity (Figure 6).

Only three (1, 2, and 3) of the six selected conformations
of KC could be docked into the âCD, as the spatial
disposition of the side chain, having the phenoxy ring
stacked beneath the dichlorophenyl one, prevented the
arrangement of âCD around the dichlorophenyl moiety for
the other three conformations. The chosen conformations
differed from each other only by the imidazolylmethyl
group orientation around C10-C11 (Table 4). As a first
step, KC was docked into the âCD cavity on the basis of
the van der Waals contribution of intermolecular interac-
tions; monoanionic tartrate was then docked onto the KC:
âCD complex with the charged carboxylate group involved
in a saline bond with the protonated imidazolium ring, and
with the uncharged carboxylic group, in gauche conforma-
tion, pointing toward the âCD secondary hydroxyl groups,
as suggested by the dramatic relaxation time variation of
tartrate C-H signal. The multicomponent complexes thus

obtained were energy minimized, always keeping the
geometry of âCD fixed as it was in the crystal structure.

Intermolecular distances were calculated in order to
select those complexes which were consistent with the NOE
cross-peaks observed. The cross-peaks were thus grouped
on the basis of their intensity, each group corresponding
to a different distance range: H17-H3′âCD and H17-
H5′âCD were considered strong (protons closer than 2.5
Å) intensity peaks; H20-H3′âCD, H20-H5′âCD, H19-
H5′âCD were considered medium (closer than 3.5 Å)
intensity peaks; H19-H3′âCD, H4-H3′âCD, H4-H2′/
H5′âCD, H5-H3′âCD, H12-H3′âCD, H13-H3′âCD were
considered weak (closer than 5 Å) intensity peaks.30 The
intensity of H5-H2′/H5′âCD cross-peak cannot be assigned
unambiguously, being overlapped with the H5-H9 in-
tramolecular peak; therefore, distances lower than 5 Å were
considered acceptable (vide supra).

Analysis of the intermolecular distances gave similar
results for the two KC enantiomers, allowing the selection
of a multicomponent complex, corresponding to KC con-
former 3 in Table 4, which was in full agreement with NOE
data; the intra- and intermolecular distances of the best
multicomponent complex are reported in Table 5. The most
significant difference between this complex and the other
two, built up from conformer 1 and 2 of KC, concerns H20-
H5′âCD distance: for the (-)-enantiomer this was 3.1 Å
in the complex of conformer 3, and 4.4 and 4.6 Å in the
other two, while for the (+)-enantiomer it was 3.0, 4.4, and
5.7 Å respectively. These differences reflect the lower
degree of inclusion of the dichlorophenyl ring into the âCD
cavity in the two discarded models; in fact, the inclusion
is partially forbidden by the position of the imidazole ring
which “bumps” against the rim of âCD.

The âCD structure used for the docking studies is not
symmetrical; to better explore the possible mutual orienta-
tions of the components of the complex, âCD was rotated,
with 12 steps of 30° around the dichlorophenyl ring,
keeping the ketoconazole tartrate fixed. Analysis of the
intermolecular distances, after energy minimization, showed

Figure 6sLipophilicity potential contour maps of âCD, in the crystal structure
conformation, and KC in conformation 3 (Table 4), colored according to a
lipophilicity scale, ranging from blue (hydrophilic) to brown (lipophilic). Atom
color codes − white: carbon; red: oxygen; blue: nitrogen; cyan: hydrogen;
green: chlorine.

Table 5sIntra- and Intermolecular Distances (Å) for the Proposed
Complexes of the Two Enantiomers of cis-KC with âCD and TA,
Represented in Figure 7, and Mean Values for the 12 Models
Obtained after Rotation of the âCD around the Dichlorophenyl Ring,
with Steps of 30°

(+)-KC:TA:âCD (−)-KC:TA:âCD

starting
geometry mean (range)

starting
geometry mean (range)

Intramolecular Distances
H20−H8 2.86 2.88 (2.47−3.15) 2.38 2.66 (2.38−3.20)
H20−H7 4.20 4.26 (3.99−4.52) 4.10 4.19 (3.95−4.59)
H5−H9′ 3.32 3.24 (2.89−3.42) 3.09 3.18 (2.99−3.42)
H5−H9 2.79 3.07 (2.74−3.62) 3.30 3.27 (2.75−4.28)

Intermolecular Distances
H20−H3′âCD 2.39 2.48 (2.26−2.85) 2.22 2.46 (2.22−3.10)
H20−H5′âCD 3.04 3.22 (2.78−4.16) 3.07 3.36 (2.73−4.82)
H19−H3′âCD 3.47 3.55 (2.49−4.32) 3.73 3.29 (2.25−4.07)
H19−H5′âCD 2.50 2.52 (2.34−2.86) 2.70 2.52 (2.37−2.73)
H17−H3′âCD 2.41 2.51 (2.38−2.84) 2.34 2.54 (2.31−3.10)
H17−H5′âCD 2.64 2.50 (2.35−2.74) 2.64 2.70 (2.35−3.44)
H12/H13−H3′âCDa 3.81 3.81 (3.03−4.45) 3.74 4.01 (3.32−5.72)
H4−H3′âCD 2.94 3.24 (2.51−4.47) 2.65 3.31 (2.63−4.83)
H4−H2−H5′âCDb 4.32c 4.67 (4.23−5.07) 4.90d 4.91 (4.12−5.45)
H5−H3′âCD 2.63 2.86 (2.42−3.92) 2.44 2.95 (2.37−4.40)
H5−H2′/H5′âCDb 4.81d 4.66 (4.22−5.41) 4.27c 4.74 (4.27−6.75)

a The lower distance between H12−H3âCD and H13−H3âCD is reported,
since the imidazole ring was not rotated (see Results and Discussion). b The
H2′âCD and H5′âCD 1H NMR signals were overlapped, and a unique
assignment of NOE cross-peaks was impossible; the lower distances are
reported. c With H2′âCD. d With H5′âCD.
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minor differences in some interatomic distances, compared
to the starting geometry, but the mean values were still
in agreement with the NOE cross-peak intensities, as
reported in Table 5.

It has been stated that one of the major driving forces
of drug-âCD complexation is a hydrophobic interaction
between the guest molecule and the internal cavity of
âCD.31 Furthermore, the net entropy contribution was
negligible in some cases,28 but this fact could be attributed
to the sum of entropy-favorable hydrophobic interaction
and entropy loss due to conformational restriction. Under
the hypothesis of similar entropy contribution for the two
KC enantiomers, the interaction energy between the
components, which is a rough estimate of the enthalpy
contribution, can be regarded as an indication of different
expected association constants. The interaction energy was
therefore calculated for the multicomponent complexes of
both the enantiomers of the selected KC conformation, to
assess whether the higher association constant of the (-)-
(2S,4R)-KC could be explained on the basis of tighter
interactions. The energy values for the starting geometry
of each complex, and the mean values calculated from the
12 models obtained after âCD rotation, are reported in

Table 6. Comparison between the two enantiomers in terms
of interaction energies can only be considered on a qualita-
tive basis, being related only to the complementarity of the
van der Waals surfaces (steric) and to the attractive and
repulsive interactions between the assigned partial charges

Figure 7sRepresentation of the multicomponent complex models for (+)- and (−)-KC (top and bottom, respectively) from the wider rim of âCD (left) and rotated
by 90° on the Y axis (right); only polar hydrogens are displayed. Hydrogen bonds are indicated by dashed lines. Atom color codes − white: KC carbon; orange:
âCD carbon; yellow: TA carbon; red: oxygen; blue: nitrogen; cyan: hydrogen; green: chlorine.

Table 6sInteraction Energies (kcal/mol) between the Components of
the Proposed Multicomponent Complexes for the Two Enantiomers of
cis-KC. Energy Contributes for the Starting Geometry and Mean
Values Obtained Rotating the âCD around the Dichlorophenyl Ring
with Steps of 30° Are Reported

(+)-KC:TA:âCD (−)-KC:TA:âCD

contributea
starting

geometry mean ± SEM
starting

geometry mean ± SEM

El. KC:âCD −2.19 −3.20 ± 0.42 −4.43 −3.48 ± 0.20
El. TA:âCD −1.90 −1.29 ± 0.62 −3.74 −1.51 ± 0.55
El. KC:TA −42.68 −41.76 ± 0.48 −42.10 −41.19 ± 0.42
St. KC:âCD −20.80 −22.90 ± 0.72 −25.17 −23.30 ± 0.78
St. TA:âCD −1.70 −2.13 ± 0.18 −2.15 −2.25 ± 0.13
St. KC:TA 0.79 0.33 ± 0.38 0.13 −0.15 ± 0.13
total −68.48 −70.94 ± 1.17 −77.46 −71.89 ± 1.59

a El. ) electrostatic energy; St. ) steric energy.
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(electrostatic). While significant differences in the interac-
tion energies were observed for the starting geometry of
the two complexes, they were much less pronounced,
considering the mean values calculated for the 12 rotated
models. However, the complex of the (-)-enantiomer was
still characterized by a higher mean total interaction
energy, although the small difference was comparable to
the SEM of the data. This difference of about 1 kcal/mol,
consistent with the small difference of association constant,
was mainly due to the steric interaction between âCD and
KC, but also to the electrostatic interaction of âCD with
KC and TA, while the total (steric and electrostatic)
interaction energy between KC and TA was approximately
constant.

The starting geometry of the complexes formed by the
two KC enantiomers are represented in Figure 7. As can
be observed, besides the insertion of the dichlorophenyl ring
into the internal âCD cavity, two additional interaction
points are represented by the tartrate, bridging KC and
âCD, and by the phenoxy fragment, located near the wider
rim of âCD. Therefore, enantioselectivity results from the
inclusion of an aromatic ring into the âCD cavity, the
strong electrostatic interaction between the imidazolium
tartrate moiety and âCD hydroxyl groups, and the acces-
sory interaction of the phenoxy fragment with the wider
rim of âCD, in agreement with the rule suggested by
Armstrong.31

The real situation should be represented by an ensemble
of different interconverting relative dispositions of the
components of the complex; however, the reported model
can be considered highly representative, as âCD seems to
select some of the possible conformations of KC, as indi-
cated by the H5-H9 and H5-H9′ intramolecular NOE
cross-peaks. The different states of the complex include (i)
the unexplored conformations of KC; in particular, those
resulting from the rotation of the imidazole ring around
C11-N bond could be related to enantioselectivity, as
suggested by the different relaxation time variations of the
imidazole protons for the two KC enantiomers; (ii) different
orientations of the tartrate molecule with similar energy
content, corresponding to each imidazole rotation; this
multiplicity makes the arrangement of the imidazolium
tartrate bridging region less defined, and, as a consequence,
we considered H12 and H13 as equivalent in the calculation
of the intermolecular distances; (iii) different possible
relative orientations of KC and âCD, which we partially
explored by rotation of the âCD; inclusion of other frag-
ments into the âCD cavity could also occur at high CD
concentrations, but the calculated lipophilicity profiles and
the NMR data indicate that complex formation preferably
occurs by inclusion of the dichlorophenyl moiety.

The Tripos force field put the piperazine ring of KC
perpendicular to the benzene ring, while in the crystal
structure they lie roughly on the same plane. Moreover,
24 different compounds containing a piperazinylphenyl
substructure reported in CSD have the two rings almost
in the same plane. The coplanar disposition of the two rings
in our multicomponent complex could also be suggested by
the presence of the very intensive H4-H2 NOE cross-peak;
in fact, the distance between the two hydrogens is signifi-
cantly lower in the coplanar disposition than in the
perpendicular one. While our studies were conducted with
the geometry resulting from energy minimization by the
force field, repeated runs performed imposing the crystal
geometry to the non-H atoms of the piperazinylphenyl
fragment gave similar results in terms of intermolecular
distances and chiral recognition.

Conclusions

An interaction model for both enantiomers of cis-KC with
âCD in the presence of (+)-L-tartaric acid was built on the
basis of preliminary 1H NMR and 13C NMR data. The
measured intra- and intermolecular distances are in quali-
tative agreement with 2D NOE cross-peak intensities. This
model, which probably represents the predominant solution
structure, indicates that the inclusion of the dichlorophenyl
moiety into the âCD cavity occurs from its wider-diameter
side. Tartaric acid is strictly involved in the recognition
process by establishing electrostatic interaction with the
imidazolium ring and hydrogen bonds with 2- and/or
3-hydroxyl groups of âCD. A third interaction site is
represented by the phenoxy fragment, involved in van der
Waals and electrostatic interaction with the wider rim of
âCD, with the possibility of hydrogen bond formation.
These sites allow the definition of a chiral interaction; in
fact, the association constants for the two KC enantiomers
are slightly different, the (-)-one giving rise to the stronger
interaction, in agreement with the calculated interaction
energies for our models. The results are also consistent
with patterns of chiral interactions proposed in the litera-
ture,31,32 where the interactions with the 2- and 3- hydroxyl
groups at the wider rim of CD appear to be the key element
for the chiral recognition process.
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Abstract 0 Sorbitan monostearate, a hydrophobic nonionic surfactant,
gels a number of organic solvents such as hexadecane, isopropyl
myristate, and a range of vegetable oils. Gelation is achieved by
dissolving/dispersing the organogelator in hot solvent to produce an
organic solution/dispersion, which, on cooling sets to the gel state.
Cooling the solution/dispersion causes a decrease in the solvent−
gelator affinities, such that at the gelation temperature, the surfactant
molecules self-assemble into toroidal inverse vesicles. Further cooling
results in the conversion of the toroids into rod-shaped tubules. Once
formed, the tubules associate with others, and a three-dimensional
network is formed which immobilizes the solvent. An organogel is
thus formed. Sorbitan monostearate gels are opaque, thermoreversible
semisolids, and they are stable at room temperature for weeks. The
gels are affected by the presence of additives such as the hydrophilic
surfactant, polysorbate 20, which improves gel stability and alters the
gel microstructure from a network of individual tubules to star-shaped
“clusters” of tubules in the liquid continuous phase. Another solid
monoester in the sorbitan ester family, sorbitan monopalmitate, also
gels organic solvents to give opaque, thermoreversible semisolids.
Like sorbitan monostearate gels, the microstructure of the palmitate
gels comprise an interconnected network of rodlike tubules. Unlike
the stearate gels, however, the addition of small amounts of a
polysorbate monoester causes a large increase in tubular length
instead of the “clustering effect” seen in stearate gels. The sorbitan
stearate and palmitate organogels may have potential applications
as delivery vehicles for drugs and antigens.

Introduction
Gels are an intermediate state of matter, containing both

solid and liquid components. The solid component com-
prises a three-dimensional network of interconnected
molecules or aggregates which immobilizes the liquid
continuous phase. Hydrogels have an aqueous continuous
phase, and organogels have an organic solvent as the liquid
continuous medium. Gels may also be classified based on
the nature of the bonds involved in the three-dimensional
solid networkschemical gels arise when strong covalent
bonds hold the network together, and physical gels when
hydrogen bonds and electrostatic and van der Waals
interactions maintain the gel network.1

Interest in the physical organogel field has increased,
with the discovery and synthesis of a number of substances
able to gel organic solvents. Examples of such organogela-
tors) include 12-d-hydroxyoctadecanoic acid (12-HOA),2
D-homosteroidal nitroxide (SNO),3 calixarenes,4 1,3:2,4-di-
O-benzylidene-D-sorbitol (D-DBS),5 ALS compounds (an
Aromatic moiety attached by a Linker segment to a
Steroidal group),6 lecithin,7 bis(2-ethylhexyl) sodium sul-

fosuccinate (AOT),8 gelatin,9 2,3-bis-n-decyloxyanthracene
(DDOA),10 and some azobenzene cholesterol derivatives.11

These organogels exhibit interesting properties such as
acute temperature/moisture sensitivities,12,8 the ability to
solubilize guest molecules12 and to act as templates13 and
nonaqueous media for synthesis,14-19 uses for purification
and separation purposes,20 as transdermal delivery ve-
hicles,21 and as carriers for liquid crystals.22 Some of these
potential applications are discussed in a review by Hinze
et al.12

We have previously reported the gelation of certain
organic solvents, e.g. n-alkanes, cyclohexane, vegetable oils,
isopropyl myristate by the nonionic surfactant, sorbitan
monostearate (Span 60).23-25 Gelation is achieved by dis-
solving/dispersing the gelator in the solvent at 60 °C and
then cooling the resulting solution/suspension, which con-
seqently gels as thermoreversible organic systems that are
opaque and semisolid with a smooth, silky “feel”. Micro-
scopical examination reveals a network of tubular ag-
gregates in the liquid disperse phase. Since these aggre-
gates were large enough to be visualized by a light
microscope, we followed their formation and the establish-
ment of a gel network as a hot suspension was cooled to
the gel state, using hot-stage light microscopy. X-ray
diffraction measurements have provided further informa-
tion on the microstructure of the gels, and we report here
the possible arrangement of the gelator molecules in the
gel network. Other members of the sorbitan ester family
were also studied as were the effects of additives with the
aim of finding the structural features responsible for
gelation.

Materials and Methods
Sorbitan monostearate was purchased from Sigma (UK) and

used as received. Like most sorbitan esters, sorbitan monostearate
is a mixture of sorbitan esters, with the stearate and palmitate
esters predominating. Other sorbitan esters (sorbitan monolaurate,
sorbitan monopalmitate, sorbitan monooleate, and sorbitan tristear-
ate) were also purchased from Sigma (UK). Like sorbitan
monostearate, these sorbitan esters are mixtures, their fatty acid
compositions being as follows: sorbitan monolaurate, lauric acid
∼50%, and the balance primarily myristic, palmitic, and linolenic
acids; sorbitan monopalmitate, palmitic acid ∼90%, and the
balance primarily stearic acid; sorbitan monooleate, oleic acid
∼75%, and the balance primarily linoleic, linolenic, and palmitic
acids; sorbitan tristearate, stearic acid ∼50%, and the balance
palmitic acid. The polysorbates (polysorbates 20, 40, 60, 65, 80,
and 85) were purchased from Fluka (UK). The organic solvents
were all of analytical grade. Hexadecane, cis-decalin, trans-decalin,
isopropyl myristate, ethyl oleate, ethyl formate, squalene, and the
vegetable oils (cottonseed oil, soybean oil, sesame oil, corn oil, and
olive oil) were bought from Fluka (UK); hexane and cyclohexane
were purchased from Rathburn (UK); octane, isooctane, decane,
dodecane, tetradecane, and octadecane were obtained from Sigma
(UK); benzene and toluene were from BDH (UK). All the reagents
were used as received, except for hexadecane, isopropyl myristate,
and the vegetable oils, which were dried in a vacuum oven
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(Gallenkamp, UK) at room-temperature overnight to ensure the
absence of any moisture which might affect gelation.

Gel PreparationsSorbitan monostearate (10% w/v) was dis-
persed/dissolved in the organic solvent at 60 °C. The resulting
dispersion/solution was then allowed to cool by standing at room
temperature. An opaque, semisolid gel was obtained. To obtain
gels containing polysorbate additives, sorbitan monostearate (10%
w/v) and the polysorbate (2% w/v) were weighed into a vial, and
the organic solvent was added. The mixture was heated in a water-
bath at 60 °C and then allowed to cool and set to a gel at room
temperature.

Light MicroscopysA light microscope (Nikon Microphot-FXA,
Japan) was used, with attached camera (Nikon FX-35DX, Japan)
or a high-speed camera (Microscope Service & Sales, UK) and a
hot-stage (Linkam TC93, UK). A video recorder was also used to
record the events in selected experiments.

Differential Scanning Calorimetry (DSC)sA Perkin-Elmer
DSC7 (UK) differential scanning calorimeter was used to deter-
mine gelation temperatures. Samples were weighed into aluminum
pans using a Perkin-Elmer AD-4 autobalance and the pans then
sealed nonhermetically. The samples were heated at a rate of 10
°C/min from 20 °C to 70 °C. The melting point was taken as the
temperature corresponding to the melting endotherm. The equip-
ment was calibrated using indium, and low temperatures were
maintained using liquid nitrogen.

X-ray Diffraction StudiessX-ray data on the gel sample was
collected on a Siemens D500 diffractometer (in the Department
of Crystallography, Birkbeck College) equipped with a copper tube
and a quartz primary-beam monochromator giving a wavelength
(λ) ) 1.54056 Å. The X-ray tube was run at 45 kV and 30 mA.
The sample was mounted in a flat-plate specimen holder and
flattened with a glass microscope slide. The sample was spun about
an axis normal to its flat-plate surface. Diffraction patterns were
measured using a scintillation detector. The data were obtained
for the 2θ range 1-35° in steps of 0.05° at 10 s per point.

Results and Discussion

Sorbitan Monostearate GelssSorbitan monostearate
is a small (MW ) 431), monoalkyl, lipophilic (HLB 4.7),
nonionic surfactant (Scheme 1). A waxy solid with a grainy
texture, it disperses in hexadecane (at 10% w/v) on heating
at 60 °C to give a slightly turbid suspension. On cooling,
the latter suspension sets to an opaque, white, semisolid
gel with a smooth texture. Cooling the suspension results
in reduced affinities between the solvent and the surfac-
tant, and this appears to cause surfactant self-assembly
into aggregates. The aggregates join with one another to
form a three-dimensional network which captures the
solvent. The latter is thus immobilized and a gel is formed,
as the bulk viscosity is increased by the network.

Solvents Gelled by Sorbitan MonostearatesThe solvent
has a prime role in gel formation. It must provide the
correct solubility/insolubility balance toward the gelator so
that the latter is dissolved or dispersed at high tempera-
tures and is sufficiently insoluble when the organic solu-
tion/suspension is cooled such that the gelator molecules
self-assemble into aggregates or otherwise associate. We
tested a number of solvents by incubating the gelator (10%
w/v) in the solvent at 60 °C for 0.5 h and then cooling by
standing at room temperature. Sorbitan monostearate gels
alkanes (C > 5), e.g., hexane, cyclohexane, octane, decane,
cis- and trans-decalins, dodecane, tetradecane, hexadecane,
octadecane, the alkene squalene, vegetable oils, e.g., corn
oil, sesame seed oil, olive oil, cottonseed oil, and the long-
chain synthetic esters, isopropyl myristate, ethyl oleate,
and ethyl myristate.

The ungellable solvents include the more polar alkanols,
ethanol, 2-propanol, and butanol, and chloroform and
dichloromethane, which dissolve sorbitan monostearate
(10% w/v) on heating, but which allow the sorbitan ester
to precipitate on cooling. Benzene and toluene proved to
be too good solvents in which the surfactants do not gel.

Gelation TemperaturesThe gelation temperature of a
hexadecane gel containing 10% w/v sorbitan monostearate
was found to be 41-44 °C by differential scanning calo-
rimetry. This relatively broad gelation temperature range
is typical of physical organogels, involving the rupture of
the junctions between aggregates and dissolution of the
surfactant aggregates as the temperature rises, causing a
corresponding increase in the surfactant solubility in the
solvent. The melting point of the solid sorbitan monostear-
ate is 51 °C. A melting point of the neat gelator higher than
that of the gel seems to be a universal property of
organogels. The organogel is thermoreversible, i.e., it melts
on heating to the sol phase which can once again be gelled
upon cooling. Heating and cooling cycles can be repeated
a number of times without any appreciable change in gel
properties.

Gelling ConcentrationsSorbitan monostearate gels hexa-
decane at concentrations as low as 1% w/v (0.02 M). At this
concentration, 170 solvent molecules are immobilized by
each surfactant molecule. At lower concentrations, e.g.,
0.2% w/v, a white fibrous gel mass is formed within the
hexadecane solvent. The fibrous mass within the solvent
becomes denser with increasing surfactant concentration
until all the hexadecane is gelled. An increase in surfactant
concentration was expected to cause a gradual increase in
the viscosity of the bulk sample due to an isotropic
dispersion of the increasing number of aggregates in the
solvent until gelation occurred at the critical gelling
concentration. It seems however, that aggregate-aggregate
interactions are stronger than solvent-aggregate affinities,
resulting in a preferential ordered flocculation of ag-
gregates to form a three-dimensional network within the
solvent. The surfactant network, anisotropically dispersed
in the solvent, is then able to gel only that part of the
solvent, and a fibrous gel mesh is observed within the

Scheme 1sStructures and Space-Filling Models of Some Sorbitan Ester
Surfactants
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excess solvent. The excess solvent is defined here as the
fluid not gelled by the surfactant network.

This partial gelation within the excess solvent was most
strikingly apparent in hexadecane. Other solvents such as
isopropyl myristate, decane, corn oil, and squalene showed
the anticipated isotropic dispersion of surfactant aggregates
and a gradual increase in viscosity with increasing sur-
factant concentration until all the solvent was gelled. This
difference in the gelation phenomenon with insufficient
amounts of gelator, reflects the importance of the solvent,
which influences the attractive forces between the gelator
aggregate structures. In hexadecane, aggregate-aggregate
interactions are maximized so that the aggregates join to
form a meshwork which immobilizes part of the solvent.
In other solvents, e.g., isopropyl myristate, the aggregate-
aggregate interactions required for entanglement and
formation of a three-dimensional network seem to be less
favored, probably because of stronger solvent-aggregate
attractions. The latter promote an isotropic dispersion of
gelator aggregates in the solvent and consequently a
progressive increase in the sample viscosity is observed
upon increasing the sorbitan monostearate concentration
until the critical gelling concentration is reached.

Gel MicrostructuresLight microscopy of the organogels
has revealed the surfactant aggregates to be rodlike tubules
(Figure 1). The aggregates associate with others through
contact points and a three-dimensional network is estab-
lished which immobilizes the solvent. Figure 2 shows
examples of gel networks in different solvents. The three-
dimensional network acts as the gel skeleton. The impor-
tance of the contact points between tubules is seen when
small amounts of ethanol are added to a gel sample. The
contact points are disrupted with a consequent loss of the
gel state even though tubules are still present.

Events Occurring at GelationsIn an attempt to under-
stand the formation of tubular aggregates, the gelation
process was followed microscopically as a hot suspension
of sorbitan monostearate in isopropyl myristate was slowly
cooled using a hot-stage. As the suspension cools and the
solvent-surfactant affinities decrease, doughnut shaped,
membrane-bound, inverse toroidal vesicular structures are
seen to form as the sorbitan monostearate surfactant

molecules self-assemble. These toroidal vesicles (Figure 3)
are in constant motion about their axis. Using a high-speed
camera, one of the toroidal vesicles was photographed in
quick succession as it rotated about its axis (Figure 4), and
the toroidal rather than spherical shape of the vesicle was
confirmed.

The toroids are short-lived structures, existing only at
the gelation temperature (44-41 °C). Further cooling
results in their conversion into tubules. The mechanism
of such a change is not understood at present. The toroid
might contract into a more tubular shape or it might split
into one or more cylindrical segments, giving rise to the
tubules seen in Figure 1. The latter structures are believed
to be tubular and not toroidal vesicles lying perpendicular
to the plane of the micrograph as the probability that all
the toroidal vesicles would lie at such an angle is rather
small.

Figure 1sOrganogel microstructure: tubular aggregates formed by the self-
assembly of sorbitan monostearate molecules in hexadecane solvent.

Figure 2sExamples of gel networks in different solvents.

Figure 3sA photomicrograph of an isopropyl myristate formulation at the
transition temperature between sol and gel phases. A number of toroidal
vesicular structures can be seen.
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Formation of the surfactant aggregates is followed by
random association between the aggregates and the estab-
lishment of junction points. The sequential pictures in
Figure 5 obtained from a video recording of gelation
demonstrates the migration of one aggregate to join
another. From the sequential stills, the aggregate-ag-
gregate interaction seems to be an active process, probably
due to relatively strong forces of attraction between the
surfactant assemblies and an overall negative energy
change. Extensive joining of individual tubules finally
creates a three-dimensional network which acts as the
skeleton, “holds” the solvent, and forms the gel. Such
flocculation of the surfactant aggregates and the obvious
attractive forces among them (most clearly seen in Figures
2a and 5) suggest the existence of long-range forces of
attraction in the system and provides another example of
how large structures “seem to recognize each other’s
presence at rather great distances” as suggested by Ad-
amson.26 Further work is required to be done to more fully
understand the energetics of gel formation.

Ultrastructure of Tubules and the Possible Molecular
Organization of Surfactant MoleculessThe toroids most
probably consist of bilayers of surfactant molecules, in a
fashion similar to other well-known vesicles-liposomes and
niosomes. The difference lies in their toroidal shape and
the inverted nature of the bilayers. Preferential self-
assembly of surfactant molecules into toroidal vesicles may
be due to the reduced membrane curvature required in
toroids. Figure 6 shows a diagrammatic representation of
such a toroidal vesicle consisting of surfactant bilayers.
Assuming this surfactant organization is retained upon
gelation, the tubules present in the gel would also consist
of concentric sheets of bilayers (Figure 6). A bilayer
organization of surfactant molecules in the tubules is
suggested by X-ray diffraction measurements on a sorbitan
monostearate/hexadecane gel, which show peaks corre-
sponding to distances 5.9 and 0.4 nm. These distances
relate to the bilayer thickness and the distance between
two adjacent surfactant tails, respectively, as shown in
Figure 6. These values agree with the corresponding to
theoretical calculated distances (using Quanta and
CHARMm software), which are 5.91 and 0.46 nm, respec-
tively, assuming close packing of the surfactant molecules
in the bilayers. Such an arrangement of the amphiphiles
ensures the solvophobic headgroups are shielded from the
organic solvent.

Gel StabilitysThe two markers of gel stability normally
used are gelation temperature and gel lifetime. Gelation
temperature usually increases with gelator concentration
and is dependent on the solvent. The gel lifetime is the

length of time a gel remains intact when stored in sealed
vessels at room temperature, without syneresis (the sepa-
ration of the solid and liquid components). Like gelation
temperature, the gel lifetime depends on gelator concentra-
tion and the solvent. A hexadecane gel containing 10% w/v
sorbitan monostearate remains intact for a few weeks
before syneresis occurs. Hexadecane gels also have a longer
lifetime compared to isopropyl myristate and vegetable oil
gels.

Gel stability was found to be drastically altered when
small amounts of a second nonionic surfactant, polysorbate
20, was included in the formulation.

The Influence of Polysorbate Additives on Sorbi-
tan Monostearate GelssSmall amounts of polysorbate
20 (Tween 20), a hydrophilic nonionic surfactant (HLB
16.7), was included in a sorbitan monostearate/hexadecane
organogel when the latter was used as the continuous

Figure 4sOne of the inverse toroidal vesicular structures seen in Figure 3
was photographed in rapid succession as it rotated about its axis.

Figure 5sSequential micrographs (a−d) show the migration of one surfactant
aggregate to join another in the formation of the three-dimensional network.
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external oil phase in the formation of multiple emulsions.24

It was anticipated that the addition of the hydrophilic
polysorbate 20 would stabilize the emulsion due to the
formation of mixed surfactant films at the w/o interface.
This was indeed realized. Addition of polysorbate 20 also
had interesting effects on the gel lifetime and stability.

Polysorbate 20 seems to enhance the solubility of sorbi-
tan monostearate in hexadecane, such that a sorbitan
monostearate/polysorbate 20/hexadecane system is a clear,
transparent solution at 60 °C (compared to a slightly turbid
suspension in the absence of polysorbate 20). The enhanced
solubility is probably mediated via the formation of mixed
inverse micelles of the two surfactants in the hexadecane
solvent at high temperatures.

The transparent mixed surfactant solution cools to a
semisolid, opaque gel which is similar in appearance to the
gel without polysorbate 20. The gel lifetime and stability
is, however, drastically improved. Hexadecane gels spiked
with polysorbate 20 were found to be stable for months
(compared to weeks in the absence of polysorbate 20) at
room temperature without syneresis. Penetrometer studies
also showed a slight increase in gel consistency upon the
addition of polysorbate 20 (unpublished results). Such an
enhanced gel stability seems to be a direct result of the
enhanced solubility in the system described above. Inclu-
sion of polysorbate 20 in hexadecane gel moves the solubil-
ity toward the optimum level required for stable gel
formation.

This solubility-enhancing effect of polysorbate 20, is,
however, not universal: solubility was enhanced in some
solvents, but it was reduced in others. An enhanced
solubility is always followed by improvement in gel lifetime
and stability. Polysorbate 20 reduces the solubility of
sorbitan monostearate in the shorter chain alkanes (C <
14) with consequent deterioration of the gels, as evidenced
by syneresis. Polysorbate 20 has no effect in tetradecane.
The solubility of sorbitan monostearate is increased in
longer chain hydrocarbons, e.g., hexadecane, octadecane,
and squalene, with a consequent enhancement of the gel
formed. The long chain esters, ethyl oleate, isopropyl
myristate, and ethyl myristate, and the vegetable oils also
show an enhancement of the gel upon the addition of
polysorbate 20. Table 1 recapitulates these findings. The
key feature seems to be the size of the solvent molecule: a
relatively large size or a long hydrocarbon chain seems to
be required for polysorbate 20 to exert a beneficial effect

on solubility and gelation. It is unclear at present why this
should be so.

Gel microstructure is affected by the inclusion of polysor-
bate 20. Gels spiked with the hydrophilic surfactant
comprise star-shaped “clusters” of surfactant tubules in the

Figure 6sDiagrammatic representations of a surfactant tubule, its precursor,
an inverse toroidal vesicle and the aggregates’ cross-section. A segment of
the cross-section has been magnified to show the suggested surfactant
organization, i.e., inverse bilayers.

Table 1sThe Effects of Polysorbate 20 on the Solubility of Sorbitan
Monostearate in Hot Solvents (60 °C) and on the Resulting Gels

solvent

effects of polysorbate 20
on the solubility of

sorbitan monostearate

effect of polysorbate 20
on gel lifetime and stability:

enhancement (v) or deterioration (V)

hexane V V
cyclohexane V V
octane V V
isooctane V V
cis-decalin V V
trans-decalin V V
decane V V
dodecane V V
tetradecane no effect no effect
hexadecane v v
octadecane v v
squalene v v
ethyl oleate no effect v
isopropyl myristate no effect v
ethyl myristate no effect v
cottonseed oil no effect v
soybean oil no effect v
sesame oil no effect v
corn oil no effect v
olive oil no effect v

Figure 7sMicrostructures of sorbitan monostearate gels: (a) absence of
polysorbate surfactant, (b) + polysorbate 20, (c) + polysorbate 60, and (d) +
polysorbate 80.
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organic medium (Figure 7). On cooling a hot solution, these
“clusters” were found to grow as an entity, rather like the
opening of a clenched fist. The polysorbate 20 molecules
are thought to become incorporated into the inverted
surfactant bilayers and thus into the tubular aggregates.

The other polysorbates tested, polysorbate 40, 60, and
80 showed similar effects to polysorbate 20 in hexadecane
gels. The solubility of sorbitan monostearate in hexadecane
was enhanced, presumably due to the formation of mixed
inverse micelles and the resulting more stable gels resulted
from star-shaped clusters of surfactant tubules (Figure 7).
The triesters, polysorbates 65 and 85, do not affect the
solubility of sorbitan monostearate in hexadecane. It is
possible that their large size and shape do not allow mixed
micelle formation, and thus the solubility of the gelator is
not enhanced.

The Gelling Abilities of Other Sorbitan EsterssTo
determine the key properties of sorbitan monostearate as
an organogelator, other members of the sorbitan ester
family which are in the solid state at room temperature,
namely, sorbitan monopalmitate (Span 40) and sorbitan
tristearate (Span 65), were investigated for any gelling
ability. Sorbitan monopalmitate was found to gel hexade-
cane. The thermoreversible gel obtained is similar in
appearance to sorbitan monostearate gel described, i.e., it
is opaque, semisolid, with a smooth silky “feel” and the
microstructure comprises rodlike tubular aggregates (Fig-
ure 8a). When gelation was followed using hot-stage
microscopy, the surfactant tubules were found to be formed
from toroidal vesicular precursors as described above for
sorbitan monostearate.

Sorbitan tristearate does not gel hexadecane, but crys-
tallizes out on cooling the hexadecane. The conical shape
of the triester (Scheme 1) is not conducive to the formation
of bilayers and thus tubule formation. Reports on vesicle
formation by sorbitan tristearate in aqueous media could
not be found in the literature. On the other hand, the
cylindrical shape (Scheme 1) of the sorbitan monoesters
(monostearate and monopalmitate) seems to allow molec-
ular packing in bilayers such that the surfactant molecules
can assemble into tubular aggregates responsible for
gelation.

Sorbitan monopalmitate gels are less stable than the
stearate gels at 10% w/v gelator concentration. Gelation
temperature is lower, and syneresis occurs at a faster rate.
As in the case of monostearate gels, the addition of
polysorbate monoesters (polysorbates 20, 40, 60, and 80)
increases the solubility of sorbitan monopalmitate in
hexadecane, presumably via the formation of mixed inverse
micelles, with consequent enhanced gel stability. The
effects on the microstructures of the palmitate gels were,
however, very different: the tubular length was drastically
increased when the gels were spiked with polysorbates
(Figure 8). These long tubules were formed from large
toroidal vesicular precursors generated at the gelation
temperature. Why the polysorbates have such widely
different effects on the two sorbitan esters which only differ
in their hydrocarbon chains by a C2H4 group remains to
be solved.
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Abstract 0 Novel multicomponent organogels containing an aqueous
phase are described, and some properties which influence their
potential as delivery devices for hydrophilic drugs and vaccines are
discussed. The gel is produced by preparing a hot water-in-oil (w/o)
emulsion using sorbitan monostearate, a nonionic surfactant which is
also the organogelator, as the principal emulsifying agent. On cooling
at room temperature, the w/o emulsion sets to an opaque, semisolid,
thermoreversible organic gel. Cooling the emulsion results in a reduced
solubility of the sorbitan monostearate in the oil, with a corresponding
decrease in solvent−surfactant affinities, causing surfactant self-
assembly into aggregates. The microstructure of the w/o gel is seen
by light microscopy to consist of a network of tubules and fibrils
(containing the aqueous phase) dispersed in the organic medium.
X-ray diffraction and freeze-fracture studies suggest that the tubular
aggregates in the w/o gel are made up of surfactant molecules
arranged in inverted bilayers and that the aqueous phase is
accommodated within these inverted bilayers, bound by the polar
headgroups of the surfactant molecules. The presence of water in
the tubular skeleton of the organic gels results in the establishment
of percolating electroconductive aqueous channels in the organogel.
Increasing the water content of a w/o gel causes the surfactant tubules
to swell with a corresponding increase in conductivity until the tubules
are saturated. Further increase in the water content results in the
excess water accumulating in droplets within the organic medium and
a decrease in conductivity as the gel integrity is compromised. The
w/o gels (containing a model antigen, radiolabeled bovine serum
albumin, in the aqueous phase) have demonstrated depot properties
after intramuscular administration to mice, entrapped antigen being
released over a period of days.

Introduction
Interest in organic gels has increased, and a number of

applications of these nonaqueous systems are being inves-
tigated.1 Examples include transdermal drug delivery
devices,2 biosynthetic media,3-8 moisture sensors,9,10 syn-
thetic templates,11 purification and separation media,12 and
carriers for liquid crystals.13 We previously reported the
gelation of organic solvents by the nonionic surfactant,
sorbitan monostearate.14 These are opaque, thermorevers-
ible semisolids whose microstructures consist of intercon-
nected tubular aggregates, which, as suggested by freeze-
fracture and X-ray diffraction measurements, are assemblies
of the gelator molecules arranged in bilayers.15

The nonionic surfactant-based organogels, comprising
pharmaceutically acceptable excipients (sorbitan monostear-

ate, polysorbate 20, and a biodegradable oil, e.g., isopropyl
myristate) may have potential as delivery devices for
hydrophobic and hydrophilic drugs and vaccines. The
hydrophobic active entity can be dissolved or dispersed in
the sol phase at high temperatures before gel formation
on cooling. This ensures a homogeneous distribution of the
active ingredient in the organogel. A hydrophilic substance
(dissolved in an aqueous medium) may also be incorporated
in the organogel, by adding the aqueous phase to the
organic solution at high temperatures (60 °C). A water-in-
oil (w/o) emulsion is thus produced, where discrete aqueous
droplets, bounded by surfactant films, are dispersed in the
continuous external oil phase. On cooling, the w/o emulsion
is converted to the gel state i.e., a w/o organogel is
produced. We have previously reported the preparation of
organogels where the aqueous phase was a niosome
suspension, such that a vesicle-in-water-in-oil (v/w/o) gel
is produced.14,16 An active agent such as dissolved or
suspended drug or antigen can thus be delivered in vivo
within a nonaqueous medium. The latter may present a
barrier to the diffusion of the active after in vivo admin-
istration, and it was speculated that a w/o gel may act as
an intramuscular/subcutaneous depot for hydrophilic drugs
and vaccines. In turn, the addition of the aqueous phase
alters the organic gel. In this paper we report on the effects
of the addition of an aqueous phase on sorbitan monostear-
ate organogels. The gelation mechanism, the location of the
aqueous phase in the w/o gel, and the maximum amount
of aqueous phase which can be incorporated in the gel are
explored. The in vivo release rate of a model hydrophilic
antigen from a w/o gel was investigated, and an aqueous
solution and a w/o emulsion (liquid state) were used as
controls.

Materials and Methods
Sorbitan monostearate, 5,6-dicarboxyfluorescein, and bovine

serum albumin (BSA) were purchased from Sigma (UK) while
polysorbate 20, hexadecane (analytical grade), and isopropyl
myristate (analytical grade) were from Fluka (UK). 125I used to
radiolabel BSA was from Amersham Pharmacia Biotech (UK). All
were used as received, except for hexadecane and isopropyl
myristate which were dried at room temperature overnight in a
vacuum oven (Gallenkemp, UK) to ensure the absence of moisture
which might affect gelation. Ultrahigh quality (double distilled)
water was used throughout. In-bred male Balb/c mice (weighing
approximately 20 g) were from Bantin & Kingman, Hull, UK.

Organogel PreparationsSorbitan monostearate (10% w/v)
and polysorbate 20 (2% w/v) were weighed into a vial, and the
organic solvent (hexadecane or isopropyl myristate) was added.
The mixture was heated to 60 °C in a water-bath and a transpar-
ent organic solution was produced. After the latter sol was cooled
at room temperature, an opaque, thermoreversible semisolid gel
was obtained.

Preparation of w/o GelsThe aqueous phase (water/5,6-
dicarboxyfluorescein solution/radiolabeled bovine serum albumin
solution) was added dropwise to the oil phase (the gel prepared
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above) while vortexing, both phases being at 60 °C. A w/o emulsion
was obtained. On cooling at room temperature, the w/o emulsion
gelled to an opaque, thermoreversible semisolid.

Preparation of w/o EmulsionsThe aqueous phase (radiola-
beled bovine serum albumin solution) was added dropwise to the
oil phase (10% w/v sorbitan monooleate + 2% w/v polysorbate 20
in isopropyl myristate) while vortexing, both phases being at 60
°C. A water-in-oil (w/o) emulsion was obtained.

Light MicroscopysA light microscope (Nikon Microphot-FXA,
Japan) with an attached camera (Nikon, FX-35DX, Japan) and a
hot-stage (Linkam TC 93, UK) was used to analyze the gel
microstructures.

X-ray Diffraction StudiessX-ray data on hexadecane orga-
nogels were collected on a Siemens D500 diffractometer (in the
Department of Crystallography, Birkbeck College) equipped with
a copper tube and a quartz primary-beam monochromator giving
a wavelength λ ) 1.54056 Å. The X-ray tube was run at 45 kV
and 30 mA. Samples were mounted in a flat-plate specimen holder
and flattened with a glass microscope slide. The sample was spun
about an axis normal to its flat-plate surface, and diffraction
patterns were measured using a scintillation detector. The data
were obtained for the 2θ range 1-35° in steps of 0.05° at 10 s per
point. A w/o gel containing 48 µL water per milliliter of gel was
studied to investigate the effect of the added water on the
surfactant organization in the tubular aggregates, and an anhy-
drous gel was used as control.

Freeze Fracture InvestigationssThe gel (containing 167 mL
water/mL of hexadecane organogel) was sandwiched between
copper plates and then quickly frozen using liquid propane (-180
°C). The frozen samples were loaded in a holder under liquid
nitrogen, transferred to a Balzers BAF 400, and fractured at -150
°C. The frozen planes were replicated with platinum (2 nm) at an
angle of 45° and with carbon (20 nm) from an angle of 90°. The
replicas were then cleaned with distilled water, mounted on copper
grids, dried, and examined using a transmission electron micro-
scope.

Conductivity MeasurementssA Wayne-Kerr conductivity
bridge was used to measure the conductance of hexadecane gel
samples containing increasing amounts of water. Two carbon
electrodes (diameter 5 mm, 5 cm apart) were used while a constant
voltage from a DC source was applied. Five conductance readings
were taken for each gel sample, and the mean was calculated.

Intramuscular AdministrationsThe presence of a depot
property was investigated by measuring the amount of a model
radiolabeled antigen, bovine serum albumin (BSA), which remains
at the site after intramuscular injection. A biodegradable oil
(isopropyl myristate) was used as the organic solvent in the w/o
gel. An aqueous radiolabeled BSA solution and a w/o emulsion
were used as controls. At time t ) 0, each group of mice (15 mice/
group) was injected intramuscularly with 50 µL of a formulation
(each mouse received the same amount of radiolabeled BSA,
around 108 Bq). Three mice from each group were killed at
different times, t, postinjection, the injected leg was amputated,
and the radioactivity in the leg was measured using a mini-γ
counter. The count obtained was expressed as a percentage of the
initial total radioactivity at time t ) 0.

The injection technique was very important to ensure reproduc-
ibility, especially for the w/o gel; the latter was taken up into a
glass syringe when hot and thus in the liquid state. The sol phase
was then allowed to cool and set to the gel state (observed visually)
before intramuscular administration. Both w/o gel and w/o emul-
sions were administered using glass syringes; plastic syringes were
avoided as their rubber plunger tips absorb the oily vehicle and
swell such that the force needed to expel and thus administer
syringe contents would be dramatically increased, and the formu-
lation would be altered through loss of oil.

Results and Discussion

Water-in-Oil Gel FormationsA w/o gel is prepared by
first forming the w/o emulsion (the sol phase) at high
temperatures: the aqueous phase at 60 °C is added
dropwise to the oil phase (oil solution of the nonionic
surfactants, sorbitan monostearate, and polysorbate 20),
while vortexing. A w/o emulsion is produced, where the
aqueous droplets, bound by surfactant interfacial films, are

dispersed in the continuous external oil phase (Figure 1a).
The hydrophilic nonionic surfactant, polysorbate 20, was
included in the organosol prior to emulsion preparation,
as it increases the gel lifetime15 and enhances emulsion
stability by forming mixed surfactant films with the
sorbitan monostearate molecules at the w/o interface. On
cooling, the w/o emulsion gels to an opaque, thermorevers-
ible semisolid. Cooling results in a decrease in the solubility
of the sorbitan monostearate gelator in the oil and conse-
quently lowered solvent-gelator affinities. As a result, the
surfactant molecules self-assemble into tubular aggregates
(Figure 1b) which join and interact with one another.
Junction points are established (Figure 1b), and a three-
dimensional network is formed which immobilizes the oil
phase. The fluorescent aggregates in Figure 1b indicate
that the aqueous phase (in this case, fluorescent, 5,6-
dicarboxyfluorescein solution), previously bound by the
surfactant interfacial layer at 60 °C, is incorporated into
the surfactant tubules upon gel formation. The w/o gel is
physically stable for months at room temperature.

The w/o gel is thermoreversible: on heating it melts to
a liquid w/o emulsion, as an increase in temperature causes
a corresponding increase in the gelator solubility in the oil
phase and the tubular aggregates disassemble. The w/o
emulsion can, in turn, be cooled to the gel state. The
gelation temperature (Tg) at which the w/o gel melted to
the emulsion was found to be 41-44 °C by hot-stage
microscopy.

Figure 1s(a) The microstructure of a w/o emulsion at 60 °C: aqueous droplets
(fluorescent CF solution) dispersed in the continuous oil phase. (b) The
microstructure of a w/o gel at 25 °C: tubules and fibrils incorporating the
aqueous fluorescent CF solution in the organic medium. Junction nodes are
responsible for the integrity of the gel skeleton.
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Location of the Aqueous Phase within Surfactant
TubulessThe tubular aggregates in sorbitan monostear-
ate organogels are thought to be composed of surfactant
molecules arranged in multiple inverted-bilayers (Figure
2). Such an arrangement was suggested by freeze-fracture
investigations which revealed the presence of bilayers, and
X-ray diffraction measurements which showed peaks at 5.9
and 0.4 nm. These values (relating to the bilayer width and
the distance between two adjacent surfactant molecules,
respectively) were found to correlate with the theoretical
calculated values, 5.91 and 0.46 nm, obtained using the
software QUANTA & CHARm (unpublished results).

Figure 1b shows the aqueous phase to be located within
the tubular surfactant aggregates in the w/o organogel. The
aqueous phase is most likely accommodated within the
surfactant bilayers as schematically shown in Figure 2. The
water molecules will also hydrogen bond with the surfac-
tant headgroups, which may further stabilize the w/o gel.
The water-in-bilayer hypothesis is supported by X-ray
diffraction measurements which show an increased bilayer
width, from 5.9 to 6.9 nm when water is incorporated in
the gel (Figure 3). Freeze fracture microscopy also shows
that the bilayered nature of the organogel is retained in
the w/o gel (Figure 4).

Water in Tubules: Effect on Gel Microstructure
and Electrical ConductivitysWater-in-oil gels contain-
ing increasing amounts of aqueous phase were prepared
and examined using light microscopy to determine first the
effect on gel microstructure and second, the maximum

amount of aqueous phase that can be incorporated in
sorbitan monostearate/hexadecane organogels. Upon the
addition of increasing amounts of water, the star-shaped
clusters of surfactant tubules (Figure 5a) break up gradu-
ally, initially coexisting with individual tubules until all
the clusters break and individual tubules and fibrils are
seen in the medium. Further addition of water results in
swollen tubules as their bilayers enclose increasing vol-
umes of water (Figure 5b). Swelling of tubules is, however,
a limited process as the bilayers can only enclose a certain
amount of water while retaining their integrity. Excess
water added after the saturation point has been reached,
accumulates in droplets, bound by surfactant films (Figure
5, parts c and d). Addition of excessive amounts of water
finally results in gel breakdown as aggregate integrity is
lost, the surfactant molecules being in interfacial films

Figure 2sSchematic diagram shows the suggested location of aqueous phase within bilayers, bound by surfactant headgroups. The structures here are highly
idealized.

Figure 3sX-ray diffraction measurements show an increase in bilayer width
upon the incorporation of an aqueous phase in the organic gel (V θ ≡ v
distance).

Figure 4sFreeze-fracture micrograph shows a bilayered arrangement in a
w/o gel sample.
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around the water droplets and in monomeric or spherical
micellar form in the bulk oil.

The changing microstructures of the w/o gels is reflected
in the electrical conductivity changes (Figure 6). The
presence of water in the interconnected surfactant tubules
results in the establishment of electroconductive aqueous
channels in the organic gel. Electrical conductivity in-
creases linearly with increasing amounts of water until a

peak is reached after which the conductivity decreases. The
peak lies between 91 and 167 µL of water/mL of organogel
and corresponds to the saturation level of water in surfac-
tant bilayers in the tubules. This tallies with the light
micrographs in Figure 5 which also indicate a saturation
point between 91 and 167 µL water/mL of organogel. After
the saturation point is reached, the distorted water droplets
containing the excess aqueous phase cause a deterioration
of the gel structure and integrity. This interferes with the
electrical conductivity of the gel and the latter decreases,
as part of the surfactant molecules are involved in inter-
facial films around the water droplets and fewer surfactant
tubules providing aqueous channels are available for
electrical conduction.

The Water-in-Oil Gel: A Delivery System for Drugs
and Vaccines? The water-in-oil gel is a formulation in
which hydrophilic drugs and vaccines may be administered
in vivo, in an organic vehicle. Such incorporation may
confer certain advantages to the active entity, e.g., the
organic gel may present barriers to diffusion, such that
after administration, the active entity, incorporated within
the surfactant bilayers in the organogel is slowly released
from the w/o gel, and a depot effect may be achieved.

To determine any depot effect after intramuscular injec-
tion, we measured the clearance rate of a model antigen
(bovine serum albumin) administered in a w/o gel to mice.
Figure 7 shows the clearance rates (defined as the rate at
which injected antigen disappears from the site of injection)
of BSA from a w/o gel and from the controls, aqueous
solution, and w/o emulsion. After injection of the aqueous
BSA solution, almost all the BSA is cleared within 8 h. On
the other hand, the w/o emulsion and the w/o gel release
the antigen slowly over a period of days. The clearance rate
of antigen from the w/o emulsion is similar to that from
the w/o gel except at 48 h postinjection, where the w/o gel
is superior as a depot. After 48 h, 20% of the injected
antigen is still present at the injection site. Gelling of the
oil phase, though apparently not important in the initial
stages of antigen clearance, seems to confer some advan-
tage in increasing the duration of the antigen at the
injection site.

After injection, the organic gel probably remains at the
site of injection and assumes, like oils, a pea-shaped
depot,17 unlike aqueous formulations which spread along
the muscle fibers. The local interstitial fluid then pen-
etrates into the gel mass via the interconnected tubular
network. This invasion of the interstitial fluid into the gel
mass slowly breaks down the gel into smaller fragments.
At the same time, emulsification occurs at the gel surface
between the oil and the interstitial fluid and oil droplets
bud off from the gel. The model hydrophilic solute is thus
released as the gel slowly breaks into smaller fragments
and erodes. This suggested release mechanism is based on

Figure 5sThe changing microstructure of the w/o gel containing increasing
amounts of water.

Figure 6sThe electrical conductivity (1/Ω) of w/o gels containing increasing
amounts of water (µL/mL organogel).

Figure 7sThe clearance rates of radiolabeled model antigen after intramus-
cular administration in a w/o gel and controls, a w/o emulsion, and an aqueous
solution.
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in vitro investigations where an aqueous solution was made
to contact with a gel mass. This gel disintegration after
administration explains why the depot effect achieved by
the organogel is more transient than anticipated. A short
depot effect may, however, be sufficient for certain applica-
tions, e.g., as immunoadjuvants, where a short depot action
is thought to be effective in enhancing the immune
response to antigens.18

Conclusions
We have reported the gelation of water-in-oil emulsions

when a gelator, sorbitan monostearate, is used as the
emulsifying agent. The w/o gels are thermoreversible
semisolids whose microstructure consists of interconnected
tubular aggregates within which the aqueous phase is
trapped. The latter aqueous phase is believed to be
entrapped within the inverted surfactant bilayers, bound
by polar headgroups in the tubules. The presence of water
in the surfactant tubules allows electrical conduction
through the gel, conductivity being proportional to the
aqueous content in the gel. The w/o gels enable the delivery
of hydrophilic active entities within an organic medium,
and we have demonstrated an in vivo depot over several
days, but their longevity is compromised by the access of
water to the system by percolation.
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Abstract 0 Given that the cerebral microvasculature within the brain
constitutes the rate-limiting barrier to drug entry, primary cultures of
cerebral capillary endothelial cells would appear to offer a potentially
useful model system for predicting drug delivery to the central nervous
system. In the present study, the predictive capabilities of two potential
models of the in vivo blood−brain barrier (BBB) to the passive diffusion
of polar permeants were assessed. A comparison of the logarithms
of the in vitro transmonolayer permeability coefficients (Pmonolayer) for
several polar permeants varying in lipophilicity (from this study and
literature data) with the well-established relationship between the
logarithms of the in vivo BBB permeability coefficients (log PBBB) and
permeant lipophilicity as measured by the logarithm of the octanol/
water partition coefficient (log PCoctanol/water) demonstrated that in vitro
permeation across these monolayers is largely insensitive to polar
permeant lipophilicity as a result of the predominance of the
paracellular component in the transmonolayer flux. Conversely, kinetic
studies of uptake of the same compounds into monolayers yielded
transfer rate constants (kp) reflecting membrane permeability coef-
ficients ranging over several orders of magnitude, similar to the
variation in permeant lipophilicity. Furthermore, a linear relationship
could be demonstrated between the logarithms of kp and in vivo BBB
log P (slope ) 1.42 ± 0.35; r ) 0.92). In conclusion, this preliminary
investigation suggests that monitoring the kinetics of cell uptake into
cerebral capillary endothelial cell monolayers may be superior to
transmonolayer flux measurements for predicting the passive diffusion
of polar permeants across the BBB in vivo.

Introduction

An in vitro model of the blood-brain barrier (BBB) that
could mimic its in vivo barrier properties and thus allow
one to predict the outcome of in vivo experiments would
be extremely useful. Assuming the rate-limiting barrier to
drug uptake to be the cerebral microvasculature, primary
cultures of cerebral capillary endothelial cells offer a
potentially useful model system for predicting drug delivery
to the CNS.1,2 Indeed, recent studies have led several
investigators to conclude that primary cultures of cere-
brovascular endothelial cells exhibit a barrier function that
correlates with BBB function in vivo.3-5 In vivo, the BBB
permeability depends on permeant lipophilicity in a man-
ner consistent with predominantly transcellular diffusion
even for permeants as polar as sucrose, which has a log
octanol/water partition coefficient (log PCoctanol/water) of
approximately -4.6 The present study confirms, however,
that transmonolayer permeabilities across primary cultures

of BBB endothelial cells, a popular in vitro model of the
BBB, fail to display the expected dependence on permeant
lipophilicity for polar permeants having log PCoctanol/water
e 0. This paper therefore explores the utility of monolayer
uptake kinetics as an alternative to transmonolayer flux
measurements in an attempt to identify a more reliable
model of the BBB for predicting permeability coefficients
of polar permeants.

Materials and Methods
Reagentss[1-3H]Sucrose (20 Ci/mmol) was obtained from NEN

Research Products, DuPont, Wilmington, DE. [14C(U)]Sucrose (600
mCi/mmol) and [14C]urea (59 mCi/mmol) were obtained from
Moravek Biochemicals, Brea, CA. [1-3H]Mannitol (15 Ci/mmol),
[2-3H]glycerol (30 Ci/mmol), and [1-14C]acetamide (55 mCi/mmol)
were obtained from American Radiolabeled Chemicals Inc., St.
Louis, MO. All radiolabeled compounds were purchased >98%
pure and were used without further purification. 3′-Azido-3′-
deoxythymidine (zidovudine, 98% purity) was obtained from
Aldrich Chemical Co., Milwaukee, WI. All other reagents were of
analytical grade. Culture media consisted of minimum essential
media (MEM)/F-12 Ham’s nutrient mixture 1:1 (HyClone Labo-
ratories, Logan, Utah) supplemented with 10 mM HEPES/13 mM
sodium bicarbonate (pH 7.4), 100 µg/mL penicillin G (Sigma
Chemical Co., St. Louis, MO), 100 µg/mL streptomycin (Sigma),
100 µg/mL heparin (170 units/mg), and 10% plasma-derived horse
serum (HyClone Laboratories).

Isolation and Culture of Cerebrovascular Endothelial
CellssCapillary segments were isolated from bovine cerebral gray
matter (Dale T. Smith & Sons Meat Packing Company, Draper,
UT) by a two-step enzymatic dispersion treatment followed by
centrifugation over preestablished 50% Percoll density gradients
as described previously.1 Sequential filtering of the preparation
through 500 µm and 95 µm nylon mesh filters yielded a relatively
purified and homogeneous capillary suspension containing 5-20
individual endothelial cells per cluster. The isolated microvessels
were cultured immediately or stored at -70 °C in culture medium
to which had been added DMSO (10% v/v). Microvessels were
seeded onto various surfaces at approximately 50 000 cells/cm2 and
cultured at 37 °C under 95% humidity and 5% CO2/95% air.
Culture media were changed every other day.

Transmonolayer Flux MeasurementssMicrovessels were
seeded onto fibronectin-coated Biocoat (Becton Dickinson) cell
culture inserts (fibrillar collagen matrix, 10.5 mm diameter, A )
0.9 cm2, 1.0 µm pore size, 1.6 × 106 pores/cm2) and cultured as
described above. Confluent monolayers were obtained within 9-10
days as determined visually via an inverted microscope. To provide
clearance for a magnetic stir bar between the bottom of the plate
well (six-well companion plate) and the microporous membrane
of the insert, a 2 mm thick shim (60.0 mm diameter) was placed
around the top of the well. Culture media (9.6 mL) was placed in
the plate well (receiver chamber), and 0.9 mL was added to the
insert (donor chamber) to maintain hydrodynamic stability. The
system was allowed to equilibrate for 15 min at 37 °C in an air
incubator with continuous magnetic stirring. To initiate an experi-
ment, the media in the insert was replaced with an equivalent
volume of media containing [3H]- or [14C]-labeled and/or nonra-
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diolabeled solute(s). At selected time points, samples (100 µL) were
removed from the receiver chamber and immediately replaced with
an equal volume of media. After the experiment, the donor
concentration was analyzed to verify its constancy (i.e., >97% of
initial concentration) throughout the experiment.

In some cases, transmonolayer flux measurements were also
conducted using a vertical diffusion chamber system (Corning
Costar Corp., Cambridge, MA) and Snapwell inserts (Corning
Costar Corp.). Brain microvessels were seeded onto the cell culture
inserts, which were thinly coated with rat tail collagen (type I)
cross-linked with ammonia fumes2 and cultured as described
above. The two-piece cell culture devices consisted of 12 mm
diameter, 0.4 µm polycarbonate (108 pores/cm2) or polyester (106

pores/cm2) microporous membranes assembled in detachable rings.
Confluent monolayers were typically obtained in 12-14 days, at
which point the Snapwell insert ring was removed from the upper
assembly and placed between the two halves of the diffusion
chamber, thus minimizing cell monolayer disruption. Equal
volumes (5 mL) of transendothelial assay buffer (122 mM NaCl,
25 mM NaHCO3, 10 mM D-glucose, 3 mM KCl, 1.2 mM MgSO4,
0.4 mM NaHPO4, 1.4 mM CaCl2, and 10 mM HEPES adjusted to
pH 7.4 with NaOH)1 were placed in both the donor (side facing
the monolayer) and receiver sides. The chamber temperatures
were maintained at 37 °C with a water-heated metal block. Both
chambers were mixed using a 5% CO2/95% O2 airlift. After 15 min
of equilibration, the donor chamber was spiked with 0.5 mL buffer
containing [3H]- or [14C]-labeled and/or nonradiolabeled solute(s).
An equal volume of assay buffer was simultaneously added to the
receiver chamber. Aliquots (100 µL) of the receiver solution were
removed at various times along with equal volumes from the donor
solution to maintain constant hydrostatic pressure.

Apparent permeability-area products (PappA) were obtained
from the slopes of linear plots of permeant flux into the receiver
compartment versus time, ∆MR/∆t, where ∆MR () ∆CRVR) is the
change in permeant mass over a given time interval,∆t, using the
following relation:

where CR was the concentration in the receiver and CD was the
donor concentration. Constant donor concentrations and sink
conditions, respectively, were maintained (i.e., CD - CR ≈ CD) by
ensuring that less than 10% mass transfer occurred over the time
of the assay and by using large buffer volumes (VR) in the receiver
chamber.

Monolayer permeability-area products, PmonolayerA, were de-
termined from the following relationship:

where permeability-area values for the collagen-coated insert
(PinsertA) were measured independently. Monolayer permeability
coefficients, Pmonolayer, were then obtained by dividing PmonolayerA
by the surface area of the insert (i.e., A ) 0.9 cm2, Biocoat system;
A ) 1.13 cm2, Snapwell system). Pmonolayer includes contributions
from both paracellular and transcellular flux of solute across the
cell monolayer (i.e., Pmonolayer ) Pparacellular + Ptranscellular).

Monolayer Uptake ExperimentssRat tail collagen (type I)
was attached to tissue culture dishes (35 × 10 mm2) with a cross-
linking reagent, 1-cyclohexyl-3-(2-morpholinoethyl)carbodiimide-
metho-p-toluenesulfonate (Aldrich) to provide a uniform and
durable surface for cell attachment and growth that would
withstand multiple media changes and the wash procedure.7 Brain
microvessels were seeded onto the treated dishes, and confluent
monolayers were obtained 8-10 days after initial plating. Uptake
was initiated by the addition of fresh culture media containing
[3H]- and/or [14C]-labeled or nonradiolabeled compounds (sucrose,
mannitol, urea, and zidovudine at donor concentrations of 1 × 10-6,
2.1 × 10-7, 5.1 × 10-5, and 5.4 × 10-3 M, respectively). At selected
times, uptake was terminated by the rapid (∼1 s) removal of
uptake solution using a pipettor followed by a series of washes
(50 mL per wash) with ice-cold Dulbecco’s phosphate-buffered
saline solution (pH 7.4). Dishes were immersed repeatedly (4
times) in wash solution and gently agitated (5 s per wash).
(Validation experiments using urea and zidovudine detected no
change in cellular content after the first wash.) Cells were
solubilized with 1 N NaOH (15 min at room temperature) and

neutralized with an equivalent volume of 1 N HCl, and aliquots
were analyzed for both permeant and protein content.

The mmoles solute per mg protein (M(t)) in each monolayer
versus time (one monolayer per time point) were recorded. M(t)
includes potential contributions from both intracellular (Mmonolayer-
(t)) and any residual extracellular or surface bound permeant (Mi)
remaining after the washing procedure. Assuming that intracel-
lular uptake is due to simple passive diffusion, the mass of
permeant in the monolayer can be described by the following
equation:

where the monolayer volume per mg protein is Vmonolayer, kp is the
apparent first-order rate constant governing cell uptake (kp)
PmembraneAmonolayer/Vmonolayer), and CD is the donor concentration of
permeant. Experimental uptake versus time profiles were fit by
nonlinear least-squares regression analysis to obtain estimates of
Vmonolayer, kp, and Mi.

Values of kp for metabolizable compounds (i.e., glycerol and
acetamide) were obtained from initial rates of cell uptake at
glycerol donor concentrations of 2.9 × 10-7 and 1.0 × 10-3 M and
acetamide donor concentrations of 0.9 × 10-6 to 1.6 × 10-5 M.
Intracellular concentrations of permeant (Cmonolayer(t)) were cal-
culated by dividing the intracellular mass (mmole/mg protein) by
Vmonolayer (7.2 µL/mg protein, determined above from the nonme-
tabolized permeants). Plots of concentration vs time for these
permeants were fit to eq 4 by linear least-squares regression

analysis to obtain the first-order rate constants for simple passive
diffusion, kp. Values of kp for urea were also determined by this
method over a concentration range of nearly 4 orders of magnitude
(2 × 10-5 to 0.1 M) to compare the two kinetic methods and to
examine the concentration dependence of the cellular uptake of
urea.

Analytical MethodssSamples containing [3H]- and/or [14C]-
radionuclides were diluted with liquid scintillation cocktail (Opti-
Fluor) and analyzed with a Beckman LS 1801 scintillation counter.
Samples containing zidovudine were quantified with a modular
reversed-phase HPLC system (Supelcosil LC-18-S analytical
column) with UV detection at 254 nm. The mobile phase consisted
of 15% acetonitrile in phosphate buffer (pH ) 7.4, I ) 0.02). Protein
content for each monolayer was determined by the Lowry method.8

Statistical and Regression AnalysessStatistical significance
was determined using either a one-tailed or two-tailed Student’s
t test for unpaired data. Values were determined to be significantly
different when P e 0.05. Nonlinear least-squares regression
analysis was performed using a computer and commercially
available software (SCIENTIST, MicroMath, Salt Lake City, UT).

Results And Discussion
Isolation and Culture of Cerebrovascular Endo-

thelial CellssThe isolation and culture of cerebral mi-
crovascular endothelial cells have led to the development
of in vitro models designed to rapidly and conveniently
examine various aspects of BBB function.2,9-11 Primary
cultures of these cells retain many characteristics of their
cerebral counterparts, including specific BBB and endo-
thelial “markers”, the absence of fenestrae, few micro-
pinocytotic vesicles, an abundance of mitochondria, and
well-developed junctional complexes.1,2,12-14

Bovine cerebral microvessels were isolated and charac-
terized as described previously.15 When seeded onto col-
lagen-coated microporous surfaces, these cells showed
excellent attachment and growth, with confluent mono-
layers forming within 8-10 days. Monolayers completely
covered the insert, including along the edges, when exam-
ined microscopically and exhibited the characteristic spindle-
shaped morphology described in the literature.1,13 Further-
more, the permeability coefficients of polar permeants

PappA ) (∆MR/∆t)/(CD - CR) = (∆CRVR/∆t)/CD (1)

1/PappA ) 1/PmonolayerA + 1/PinsertA (2)

M(t) ) Mmonolayer(t) + Mi ) CDVmonolayer(1 - e-kpt) + Mi (3)

Cmonolayer(t) ) kpCDt + Ci (4)
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frequently used as paracellular markers (e.g., sucrose and
mannitol) were comparable to those reported in the litera-
ture.1,16,17

To establish that the in vitro culture system is a useful
model system for predicting in vivo BBB permeability
coefficients for passively diffusing polar permeants, it is
essential that the in vitro model exhibit comparable barrier
properties and similar selectivity to permeant structure
(e.g., lipophilicity) as that observed in vivo. As demon-
strated below, monolayers of cultured endothelial cells are
too leaky and therefore provide neither the barrier proper-
ties nor the selectivity to polar permeant structure found
in vivo.

Transmonolayer Flux MeasurementssTo evaluate
the reliability of transmonolayer flux measurements for
predicting in vivo brain uptake rates of passively diffusing
polar permeants, several model permeants, listed in Table
1, were selected for transmonolayer experiments. The
compounds chosen had molecular weights <400 daltons
and varied in lipophilicity as measured by PCoctanol/water by
nearly 4 orders-of-magnitude. With the exception of zi-
dovudine, the permeants employed, namely, sucrose, man-
nitol, glycerol, urea, and acetamide, have been used in
numerous cerebrovascular permeability studies in vivo or
in situ in which their transfer across the BBB was shown
to occur via simple passive diffusion.18,19 Zidovudine has
also been shown to cross monolayers of bovine capillary
endothelial cells primarily via passive diffusion,20 although
there is substantial evidence that its in vivo brain efflux
is at least partially carrier-mediated.20-23 Zidovudine’s
stability in endothelial cell homogenate made it a useful
model permeant for this study, and its inclusion extended
the range of lipophilicity explored, as measured by
PCoctanol/water, to 4 orders-of-magnitude (∼10-4 to 1).

Plots of % of permeant in the receiver compartment (100‚
CR/CD) versus time for two representative permeants,
mannitol and acetamide, in control (collagen-coated insert
only) and transmonolayer flux experiments are shown in
Figure 1. In all experiments, sink conditions were main-
tained, and consequently, linear profiles were observed, as
demonstrated in Figure 1. As shown in Figure 1, fluxes
across inserts containing monolayers were significantly (P
e 0.05) smaller than those across inserts without mono-
layers, indicating the presence of additional barrier func-
tion due to the monolayers. Least-squares regression
analyses of the permeability data were performed to obtain
permeability coefficients for the inserts (Pinsert) and for the
monolayer/insert combinations (Papp), as displayed in Table
1. Transmonolayer permeability coefficients (Pmonolayer), also
shown in Table 1, were then obtained using eq 2 and the
surface area of the insert.

log Pmonolayer values generated in Table 1 are plotted in
Figure 2 versus log PCoctanol/water for each of the six per-

meants. The dashed line in Figure 2 represents the in vivo
relationship between the logarithm of the BBB perme-
ability coefficient and log PCoctanol/water according to eq 5,

Table 1sPhysicochemical Properties and Permeability Coefficients (mean ± SD) for the Transmonolayer Flux of Various Polar Solutes

permeant MW PCoctanol/water

Papp

(cm/min × 103)
Pinsert

(cm/min × 103)
Pmonolayer

(cm/min × 103) av log Pmonolayer

sucrose 342 2.1 × 10-4 a 1.70 ± 0.46e 2.29 ± 0.05e 6.6 −2.56
1.37 ± 0.24f 3.10f,h 2.4
1.09g,h 5.98g,h 1.3

mannitol 182 3.4 × 10-3 b 1.50 ± 0.27e 3.03 ± 0.46e 3.0 −2.52
glycerol 92 1.1 × 10-2 c 3.59 ± 0.97e 5.01 ± 0.18e 13 −1.9
urea 60 2.6 × 10-2 c 3.47 ± 0.51f 6.03f 8.2 −2.25

2.83g,h 10.56g,h 3.9
acetamide 59 8.9 × 10-2 c 3.31 ± 0.31e 4.82 ± 0.59e 11 −1.96
zidovudine 267 1.1d 2.90 ± 0.20e 3.84 ± 0.26e 12 −2.02

3.92g,h 8.14g,h 7.6

a Ref 32. b Ref 33. c Ref 34. d Ref 35. e Biocoat system (n ) 3 or 4 for Papp, except for zidovudine where n ) 2; n ) 2 for all Pinsert values). f Vertical diffusion
chamber system (Snapwell, polyester membrane); n ) 3 unless otherwise specified. g Vertical diffusion chamber system (Snapwell, polycarbonate membrane).
h Single determinations.

Figure 1sRepresentative transmonolayer flux (100‚CR/CD) profiles of mannitol
(squares) and acetamide (triangles) across cell culture inserts with (filled
symbols) and without (open symbols) confluent monolayers attached. Each
time point represents the mean ± SD of 2 or 3 individual experiments. The
two solutes were present as a mixture. Donor concentrations of mannitol and
acetamide were 8.9 × 10-8 and 3.1 × 10-5 M, respectively.

Figure 2sSemilogarithmic plots of Pmonolayer versus log PCoctanol/water for polar
permeants having log PC values less than one. Results are from several
laboratories, including this one (b); van Bree et al. (x);3 Pardridge et al. (4);4
and Glynn and Yazdanian ()).24 The dashed line is adapted from the literature
regression line for BBB permeability−area product in vivo from Fenstermacher.6

log PBBB ) -2.14 + log PCoctanol/water (5)
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which was adapted from the regression line for the
logarithm of BBB permeability-area product versus log
PCoctanol/waterDm published by Fenstermacher6 by assuming
a BBB surface area of 240 cm2/g of brain tissue and a
permeant diffusion coefficient (Dm) of 1 × 10-5 cm2/s. The
literature regression line was based on in vivo BBB
permeability data for a variety of permeants, including
some from this study. It applies to approximately the same
lipophilicity range as that covered in Table 1. As is evident
in eq 5 and from the dashed line in Figure 2, the passive
permeability of similarly sized polar permeants across the
BBB in vivo appears to depend approximately linearly on
PCoctanol/water (i.e., the slope of log PBBB versus log PCoctanol/water
is ∼1). This is the primary evidence for the conclusion by
Fenstermacher6 that passage across the BBB is transcel-
lular, even for solutes as polar as sucrose. In stark contrast,
the log Pmonolayer values exhibit virtually no dependence on
log PCoctanol/water within the range of lipophilicities explored,
suggesting that the transmonolayer transfer of these
solutes is mainly via a paracellular route (i.e., through
leaks in the monolayer).

Because the extent of tight junction formation may vary
with isolation technique, culturing conditions, etc., the
results from several studies of the transmonolayer passage
of low molecular weight permeants (log PCoctanol/water < 1)
are also displayed in Figure 2, including data published
by van Bree et al.,3 Glynn and Yazdanian,24 and Pardridge
et al.4 These data similarly show virtually no dependence
of transmonolayer permeability on permeant lipophilicity
for compounds having a log PCoctanol/water < 1. Again,
paracellular diffusion appears to predominate in these
experiments.

Several investigators have observed that the barrier
properties of endothelial cell monolayer cultures can be
better maintained by coculturing with astrocytes25-27 or
with a combination of astrocyte-conditioned media and
treatment with agents that elevate cyclic AMP.28 Raub, for
example, was able to demonstrate that noncontact cocul-
ture of postconfluent bovine brain cerebral capillary en-
dothelial cell monolayers with rat C6 glioma cells reduced
Pmonolayer for sucrose from 1.47 × 10-3 cm/min in primary
cultures to 7.7 × 10-4 cm/min. An additional decrease to
1.5 × 10-4 cm/min was acheived with adenylate cyclase
activators.27 Dehouck et al. reported a sucrose permeability
coefficient of 6.3 × 10-4 cm/min for monolayers in cocul-
ture.25,29 These investigations indicate that some progress
is evident in terms of improving barrier integrity by
coculturing, but a comparison of these sucrose values with
those shown in Figure 2 indicates that they are still orders-
of-magnitude above the in vivo regression line.

Monolayer Uptake ExperimentssRate constants for
permeant uptake into capillary endothelial cell monolayers
(kp), which reflect the product of the membrane perme-
ability coefficient, Pm, and monolayer surface-area-to-
volume ratio (i.e., kp ) PmAmonolayer/Vmonolayer), were deter-
mined by measuring the accumulation of permeant in
confluent monolayers after normalizing for the protein
content in each monolayer.

Displayed in Figure 3 are plots of % uptake (100‚M(t)/
Mmonolayer(∞)) versus time for the nonmetabolizable per-
meants sucrose, mannitol, urea, and zidovudine, along with
the fitted curves obtained using eq 3. Independent esti-
mates of monolayer volume, normalized to protein content,
were obtained from each permeant as listed in Table 2.
These estimates were not significantly different from each
other as judged by their 95% confidence intervals and were
therefore combined to give an average value of 7.2 ( 1.1
(SEM) µL/mg protein, which, given an average protein

content of 0.17 ( 0.01 (SEM) mg protein per monolayer
corresponds to an intracellular volume in the monolayer
of ∼1.2 µL.

Intercepts in these plots reflect the residual percentage
of permeant in cells at zero time due to extracellular or
cell-surface-bound permeant remaining after the wash
procedure. This residual percentage was <5% in all cases
except for mannitol, where it was 18.5%. However, in every
case, including that of mannitol, the residual percentage
was not significantly different from zero as judged by the
95% confidence range.

Figure 3sPercent uptake versus time profiles for (a) sucrose (2) and mannitol
(9) and (b) zidovudine (9) and urea (2) into brain capillary endothelial cell
monolayers. Each point represents an individual monolayer incubated at 37
°C for a given period of time in the presence of 1 mL of culture media
containing 1.0 × 10-6 M sucrose, 2.1 × 10-7 M mannitol, 5.4 × 10-3 M
zidovudine or 5.0 × 10-5 M urea, washed, and lysed for analysis. Values for
urea (mean ± SD) represent duplicate measurements at each time point.

Table 2sParameters Obtained from Monolayer Uptake Experiments
for Various Polar Permeants

permeant
Vmonolayer

a

(µL/mg protein ± SD)
kp

(min-1 × 103 ± SD)
t1/2

(min)

sucrose 7.2 ± 1.1 0.45 ± 0.05a 1540
mannitol 7.9 ± 0.8 0.85 ± 0.27a 815
urea 5.6 ± 0.3 453 ± 55a 1.6

373 ± 13b (n ) 6)
glycerol N/D 155 ± 7b (n ) 2) 4.5
acetamide N/D 645 ± 347b (n ) 3) 1.1
zidovudine 7.9 ± 0.7 1175 ± 268a 0.59

a Parameters determined from computer fits of the uptake versus time
profiles to eq 3. b Parameters determined from computer fits of initial uptake
rates to eq 4.
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As evident in Figure 3a,b, concentrations of permeant
in the monolayer appeared to reach equilibrium at dis-
tinctly different times. Zidovudine and urea attained
apparent equilibrium within approximately 4 and 10 min,
respectively, whereas the more hydrophilic molecules man-
nitol and sucrose took >24 h to approach a constant
intracellular concentration. Indeed, the monolayer ac-
cumulation of sucrose had not yet achieved a steady-state
concentration after 48 h when the study was terminated.
In contrast to the similar Pmonolayer values obtained in
transmonolayer experiments, calculated values of kp for
each permeant obtained from these plots (Table 2) vary by
>3 orders-of-magnitude from the slowest (sucrose) to the
most rapidly permeating compound (zidovudine).

In addition to the % uptake versus time profiles in Figure
3a,b, initial rates of uptake were determined for urea over
a concentration range of 2 × 10-5 to 0.1 M. Initial velocities
were obtained from the slopes of plots of urea concentration
in monolayers versus time as described by eq 4. These
velocities, plotted versus urea concentration in Figure 4,
demonstrate a linear relationship between rate of uptake
and urea concentration consistent with uptake via passive
(nonsaturable) diffusion. The first-order rate constant for
urea uptake obtained from these data (Table 2) compared
favorably with that obtained from the % uptake versus time
profile in Figure 3b, thus validating the initial rate method
for obtaining kp values.

The initial rate method was employed to obtain kp values
for glycerol and acetamide after preliminary experiments
suggested intracellular metabolism was occurring. Linear
uptake kinetics were observed in the initial rate region for
both permeants, consistent with eq 4, allowing the kp
values listed in Table 2 to be determined from linear least-
squares regression analysis. The mean value for glycerol
reflects initial rate studies conducted at concentrations of
2.9 × 10-7 and 1.0 × 10-3 M, which yielded kp values of
0.16 and 0.15 min-1, indicating that uptake of glycerol was
concentration-independent over this range.

All of the above results are consistent with a passive
diffusion uptake mechanism. The adherence of the uptake
curves in Figure 3a,b to a passive uptake model, the
absence of concentration dependence in the initial rates of
uptake of glycerol and urea, and the dramatic differences
in kp values, which qualitatively appear to be sensitive to
permeant size and lipophilicity, support a passive diffusion
mechanism. Estimates of monolayer volume were inde-
pendent of the permeant employed to obtain the estimate
for nonmetabolizable compounds, again consistent with
passive diffusion.

The kp values for monolayer uptake are related to the
membrane permeability coefficient of each permeant (kp

) PmAmonolayer/Vmonolayer). Therefore, these values would be
expected to correlate with in vivo BBB permeability coef-
ficients, provided that brain uptake in vivo is also passive
for these permeants. Figure 5 displays the log kp values
from this study plotted versus the average log PBBB values
determined in vivo. The in vivo results for sucrose, man-
nitol, and urea were obtained from a compilation by
Fenstermacher;6 the glycerol value was the average of data
from publications by Fenstermacher and Rapoport18 and
Takasato et al.;30 and the acetamide literature value was
from Rapoport et al.19 Zidovudine was not included in this
comparison because carrier-mediated processes have been
implicated in its in vivo brain uptake/efflux.20,21,31 The
dashed line in Figure 5 represents the least-squares fit to
the data, which yielded a slope not significantly different
from one and an excellent correlation (slope ) 1.4 ( 0.4; r
) 0.90). There appears to be some size-dependent perme-
ability behavior manifested more strongly in monolayer
uptake than in vivo, as evident in the deviation of the kp

for urea, the smallest permeant examined, from the regres-
sion line. Why a larger size dependence would exist in the
endothelial cell monolayers than in the cerebrovascular
system in vivo is not known, if indeed it is the size of urea
that accounts for the difference.

In conclusion, transmonolayer flux measurements ap-
pear to be poor predictors of blood-brain barrier passage
in vivo for polar, small molecule permeants (log PCoctanol/water

< 0), as transmonolayer permeability coefficients lack the
sensitivity to permeant lipophilicity that is observed in
vivo. This reflects the predominantly paracellular passage
of polar permeants across brain endothelial cell monolay-
ers. However, monolayer uptake kinetics of several polar
permeants were found to be highly dependent on permeant
lipophilicity and well correlated with in vivo BBB perme-
ability coefficients, with a slope in the plot of log kp versus
log PBBB near one. This preliminary investigation suggests
that uptake studies into cerebral capillary endothelial cell
monolayers may be superior to transmonolayer flux mea-
surements for probing the role of simple passive diffusion
in the passage of polar permeants across the blood-brain
barrier. Additional studies are underway to assess the
utility of the monolayer uptake method for predicting the
in vivo BBB permeability of dideoxynucleoside anti-HIV
agents which may also undergo intracellular metabolism
during their passage across the BBB.15

Figure 4sDependence of initial rate of urea uptake into brain capillary
endothelial cell monolayers on urea concentration. The solid line represents
the fit using eq 4.

Figure 5sRelationship between log kp for uptake into brain capillary endothelial
cell monolayers to log PBBB from published in vivo data.
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Abstract 0 Spectroscopic and thermodynamic studies of the binding
of a hepatoprotectant drug, thioctic acid, by â-cyclodextrin (â-CD)
have been carried out using UV−vis and pH potentiometric measure-
ments. The UV−vis spectra and the pH of the aqueous solutions of
the drug were measured (i) as a function of total drug concentration
in the absence of cyclodextrin, and (ii) as a function of cyclodextrin
concentration at constant drug concentration. The spectroscopic study
was done at pH ) 7 and 25 °C, while the potentiometric study was
performed at several temperatures ranging from 15 to 40 °C. From
the spectroscopic data, the molar absorption coefficient, ε, for the
pure drug in aqueous media and the stoichiometry of the inclusion
complex with â-CD were determined. The dissociation constant, Ka,
of the pure drug (which is a weak acid), and the association constants
of the complexes formed by â-cyclodextrin and both the nonionized
(HTIO) and ionized (TIO-) forms of the drug, have been simultaneously
determined at several temperatures from the pH data, without the
necessity of working with buffered solutions. The nonionic forms are
complexed by the â-CD with higher affinity than their ionic counterparts.
From the dependency of the association constants on temperature
(van’t Hoff analysis), the inclusion complexes formed by HTIO or TIO-

and the â-CD were found to be enthalpy driven, with a favorable
enthalpic term dominant over an unfavorable entropic term. Both
contributions were found to show a possible dependence with
temperature (∆Cp

o * 0). This pattern may reveal the contribution of
van der Waals interactions, hydrophobic effect, and solvent reorganiza-
tion as the main driving forces promoting the complexation.

Introduction

The use of cyclodextrins as a new family of pharmaceuti-
cal excipients and drug carriers1-6 has become an increas-
ingly successful method to improve the general bioavail-
ability of drugs. Particularly, it is known7-10 that CD
formulations of some drugs show a better tolerance since
they cause fewer adverse side effects, this effect being more
acute as the duration of the treatment increases. The
parent cyclodextrins (CD’s) are well-known nontoxic mac-
rocyclic sugars, with doughnut-shaped structure, consisting
of R(1f4) joined glucopyranose units. As a result of their
hydrophobic inner surface, CD’s are the most important
simple organic compounds, capable of forming nonco-
valently bonded inclusion complexes with a variety of drug
molecules in aqueous solution.

Thioctic acid, the oxidized form of R-lipoic acid (see
Scheme 1), is hepatoprotectant drug used in the treatment
of liver disease and as an antidote to poisonous mushrooms.
It is expected that the formulation of this drug as a CD:

Drug inclusion complex may help to avoid the undesirable
side effects which the administration of the drug alone may
provoke, thus improving its therapeutic usefulness. Struc-
tural information, such as the stoichiometry and geometry
of the complex, and thermodynamic information, such as
the association constant (KCD:DRUG) and the change on the
enthalpy (∆H°), entropy (∆S°), and heat capacity (∆Cp

o) of
binding, are necessary to draw a complete picture of the
driving forces governing the CD-drug interaction. It is
generally accepted11-15 that a balance between van der
Waals contacts and hydrophobic and solvent effects is
mainly responsible for the overall stability of the complex.

Our group has examined the encapsulation of antiin-
flammatory and analgesic agents14-18 by a series of â-cy-
clodextrins. These drug molecules and thioctic acid have a
common characteristic: the presence of an acidic functional
group. Thus, in aqueous solution both the ionized and the
nonionized forms of the drug can be encapsulated by the
cyclodextrin. There are two possible methods for studying
the associations of these species with the CD: (i) follow
the change in a physicochemical property (i.e., solubility,
absorbance, fluorescence intensity, etc.) as a function of
cyclodextrin concentration, but fixing the pH of the aqueous
drug solution under conditions where only one of the two
species is present; or (ii) directly monitor the pH of the
aqueous unbuffered solution of the drug as the CD is added.
In this work, we study the encapsulation of thioctic acid
by â-cyclodextrin19 in aqueous media by both methods:
examination of the buffered drug solution (pH ) 7) by UV-
vis spectroscopy, and determination of pH of the unbuffered
drug solutions in the absence and in the presence of â-CD
by potentiometry. The spectroscopic study was performed
at 25 °C, while the potentiometric experiments were carried
out at temperatures from 15 °C to well above the temper-
ature of human body (40 °C). We expect that the results of
this work will show the strength of the potentiometric

* Corresponding author. Phone: 34-91-3944208. Fax: 34-91-
3944135. E-mail: aicart@eucmax.sim.ucm.es. http://www-quifi.quim.
ucm.es/qf_home/ea/ea_home.html.
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method for characterizing the inclusion complexes formed
by CD and the nonionized and ionized forms of an acid/
base pair.

Experimental Section
MaterialssDL-1,2-Dithiolane-3-pentanoic acid, named as DL-

6,8-thioctic acid, and â-cyclodextrin, with purities higher than 99%,
were purchased from Sigma and used without further purification.
â-Cyclodextrin has been found through a thermogravimetric
analysis to consist of 11% of mass water content, which was
considered in the calculations of solute concentrations. All the
solutions were prepared with distilled and deionized water (taken
from a Millipore Super-Q System, with a conductivity lower than
18 µΩ-1 cm-1). The initial solutions were brought to homogeneity
by sonicating them for 3 h in an ultrasonic bath. The buffer at pH
) 7, used in the UV-vis experiment, was a standard Metrohm
NaH2PO4/Na2HPO4 buffer solution.

UV-vis MeasurementssThe UV-vis spectra of aqueous
buffered solutions (pH ) 7) of thioctic acid, in the absence and in
the presence of â-CD, were recorded at 25 °C with a Varian Cary
5G double beam UV-vis-NIR spectrophotometer from 260 to 500
nm with 1 nm intervals. The equipment was connected to a PC
Pentium via a IEEE-Bus interface. Data acquisition and analysis
of UV-vis spectra were performed with the software supported
by the manufacturer. Two 10 mm, stoppered, rectangular silica
UV cells (sample and reference cells) were placed in a stirred
cuvette holder, whose temperature was kept constant at 25.00 (
0.05 °C with a recirculating water bath. The scan rate was selected
in all the cases as 300 nm/min. On the experiments with the drug-
water binary systems, the thioctic acid concentration was varied
from 0.0 to 5.8 mM, while for the CD-drug-water ternary
systems, the thioctic acid concentration was kept constant at 4
mM, and â-CD concentration was varied from 0.0 to 4.5 mM, both
in the sample and in the reference cells.

pH Potentiometric MeasurementssPotentiometric data
were collected with a Metrohm 713 Ion Meter (sensitivity of (
0.001 units), using a combined glass electrode containing 3 M KCl
as reference electrolyte solution. The adjustment of both the
asymmetry potential and the Nernst slope of the combined glass
electrode was made by daily calibration of the electrode with three
Metrohm buffer solutions of pH ) 1, 4, and 7, at each working
temperature. The equipment and the fully computerized experi-
mental procedure used on the pH determination were described
previously.14 The accuracy on the molarity of the solutions is better
than 0.1%, and the temperature is held constant within (0.001
K. The statistical average of 250 pH measurements for each
concentration allow us to improve the reproducibility of the pH
data by up to 60%, with respect to that reported by the manufac-
turer. In these experimental conditions, the pH measurements
were made (i) as a function of thioctic acid concentration, in the

absence of â-CD; and (ii) as a function of cyclodextrin concentra-
tion, keeping the drug concentration at 1 mM. The cyclodextrin
concentration ranges were chosen to cover at least 80% of the
saturation curve in order to guarantee a proper binding constant
determination.20

Results and Discussion
An aqueous solution of thioctic acid in the presence of

cyclodextrin may include the equilibria shown in Scheme
2, where Ka is the dissociation constant of HTIO, and KCD:
HTIO, KCD2:HTIO, KCD:TIO- and KCD2:TIO- are the association
constants of the 1:1 and 2:1 inclusion complexes formed
by the â-CD and the acid and base forms of thioctic acid,
respectively. From geometrical considerations and also
from previous studies2-5 of similar systems, 1:2, 2:2, and/
or even CD:drug complexes with higher stoichiometries are
not expected.

The equilibrium constants can be expressed as a function
of the activities of the species, as follows:

The constants Ka′ and Ka′′ are related to the others
through simple expressions. The study reported in this
work focuses on the determination of these equilibrium
constants.

Thioctic Acid-Water SystemsIt is of crucial impor-
tance, when studying the association of an acid/base pair
with CD’s, to measure the pKa of the acid in order to know
at which pH the presence of one of the two possible species
in solution is negligible. For that purpose, the pH of the
aqueous solutions of thioctic acid was measured as a
function of drug concentration at 25 °C (Figure 1). From a
nonlinear regression analysis (NLR)14 of these pH data,
which works with eq 1, the value of Ka for thioctic acid is
1.51 × 10-5 at 25 °C (pKa ) 4.82). Thus, in agreement with

Scheme 2 Figure 1sPlot of pH vs total thioctic acid concentration in the absence of
â-CD, at 25 °C.

Ka ) (aH+aTIO-)/(aHTIO) (1)

KCD:HTIO ) (aCD:HTIO)/(aCDaHTIO) (2)

KCD:TIO- ) (aCD:TIO-)/(aCDaTIO-) (3)

KCD2:HTIO ) (aCD2:HTIO)/(aCD:HTIO aCD) (4)

KCD2:TIO- ) (aCD2:TIO-)/(aCD:TIO- aCD) (5)
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what we have previously demonstrated,17 the contribution
of the nonprotonated (TIO-) and protonated (HTIO) species
of thioctic acid is negligible at only at pH e 2.8 and pH g
6.8, respectively. With this conclusion in mind, the UV-
vis spectra of aqueous solutions of thioctic acid, buffered
at pH ) 7, were recorded at 25 °C for different drug
concentrations, ranging from 0.0 to 5.8 mM (Figure 2). It
can be observed that the spectra show a peak centered at
λmax ) 333 nm, with absorbance values increasing with
drug concentration, following a typical Lambert-Beer
behavior. From the linear regression of the A vs [drug]
values, the molar absorption coefficient, ε, was determined
at different wavelengths. At λmax ) 333 nm, ε ) 125 M-1

cm-1 (fit correlation ) 0.99997), in concordance with
literature values.21,22 The experiment at pH ) 1, where the
nonionized form of the drug (HTIO) is the unique species
in solution, was not performed since the absorbance values
recorded at λmax were extremely low (A < 0.1 within the
whole concentration range).

Thioctic Acid-â-CD-Water SystemsUV-vis Resultss
Figure 3 shows the UV-vis spectra of a buffered solution
of thioctic acid (pH ) 7) at a constant concentration of 4.0
mM and 25 °C, at various â-CD concentrations ranging
from 0.0 to 4.5 mM. As can be seen in the figure, the spectra
show a peak centered at λmax ) 333 nm, with two isosbestic
points at 300 and 420 nm, which indicate a 1:1 stoichiom-
etry of the â-CD:TIO- inclusion complex.23 Although the
spectroscopic characteristics of a system are known to be
affected by the pH of the media, the geometry of the
complex is not expected to change. Thus, once the 1:1
stoichiometry was found at pH ) 7, it was assumed at pH
) 1 as well. The addition of â-CD results in an increase in
the absorbance intensity of the peak at 333 nm, but does
not cause a shift in λmax. However, the maximum change
in A (∆Amax ) 0.06) was so small that the association
constant KCD:TIO- could not be determined accurately by
fitting the experimental data to the well-known UV binding
isotherm.23 This feature, often found for other CD:substrate
systems,24,25 reveals that UV spectroscopy is not sensitive
enough to study the â-CD-thioctic system, or any other
system where the presence of cyclodextrin does not result
in a clear change in the spectroscopic properties of the drug.

pH ResultssSince H+ is one of the species involved in
the equilibria shown in Scheme 2, variation of pH of an

aqueous drug solution, at constant concentration, as a
function of â-CD concentration can be used as an indication
of the shift in the equilibria, depending on the magnitude
of the association constants of eqs 1-5. Figure 4 shows the
plot of the ∆pH () pH-pH0) values, taken as the difference
between the pH of the CD-drug-water system and that
of the initial drug-water system (pH0), as a function of
â-CD concentration at different temperatures ranging from
15 to 40 °C. Equations 1-5, together with the following
charge and mass balances for the CD and the drug:

permit us to obtain the equilibrium constants from the pH
() -log aH+) experimental data. The fitting procedure is a
NLR (nonlinear regression) method based on a Newton-
Raphson and a Marquardt algorithm, widely explained
elsewhere.14 The activities in eqs 1-5 are related to the
concentrations shown in eqs 6-8 through the activity
coefficients, determined with the extended Debye-Hückel
theory. The coefficients of the fit are the equilibrium
constants we are interested in, whose values for thioctic
acid are reported in Table 1 at various temperatures. The
data in Table 1 lead us to some general conclusions: (i)
The dissociation constant, Ka, of thioctic acid is (1.5 ( 0.1)
× 10-5, in excellent agreement with the value obtained
from the experiment done with the thioctic-water binary
system, thus confirming the appropriateness of the model.
It can be observed as well that Ka does not depend on the
temperature within the range of temperatures studied
herein. (ii) None of the equilibrium constants of Scheme 2
are fixed to zero during the fitting procedure. The inclusion
complexes formed by â-CD and HTIO or TIO- show 1:1
stoichiometries, in agreement with UV-vis results, since
KCD2:HTIO and KCD2:TIO- have been found to be negligible and

Figure 2sUV−vis spectra of aqueous solutions of thioctic acid at different
concentrations, in the absence of cyclodextrin, at 25 °C and pH ) 7: 1, 0.39
mM; 2, 1.23 mM; 3, 2.23 mM; 4, 2.90 mM; 5, 3.03 mM; 6, 3.70 mM; 7, 4.30
mM; 8, 4.84 mM; 9, 5.32 mM; 10, 5.76 mM.

Figure 3sUV−vis spectra of an aqueous solution of thioctic acid at constant
concentration (4 mM), 25 °C and pH ) 7, in the absence and presence of
different concentrations of â-CD: 0, 0.00 mM; 1, 0.12 mM; 2, 0.35 mM; 3,
0.77 mM; 4, 1.34 mM; 5, 1.94 mM; 6, 2.52 mM; 7, 3.10 mM; 8, 3.62 mM; 9,
4.10 mM; 10, 4.53 mM.

[H+] ) [TIO-] + [CD:TIO-] + [CD2:TIO-] + [OH-] (6)

[drug]total ) [HTIO] + [TIO-] + [CD:HTIO] +

[CD:TIO-] + [CD2:HTIO] + [CD2:TIO-] (7)

[CD]total ) [CD] + [CD:HTIO] + [CD:TIO-] +

2 [CD2:HTIO] + 2 [CD2:TIO-] (8)
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always below the uncertainty of the fits. This 1:1 stoichi-
ometry is usually found for a wide variety of drug molecules
upon binding â-CD or â-CD derivatives.2-8 (iii) The affinity
of â-CD by the protonated form (KCD:HTIO) of the drug is
around 1.4 times higher at all temperatures than that of
the nonprotonated form (KCD:TIO- ). This behavior, previ-
ously reported14-17,26-29 for other carboxylic derivatives, has
been attributed to either the random character of the
inclusion,27 or the repulsive interaction between the nega-
tive charge on the ionic species and the negatively charged
end of the CD dipole,29 or the differences in the entropic
balance upon binding related to the structure-breaking
character of the carboxylate anions.14 However, it is worth
noting that the ratio KCD:HTIO/KCD:TIO- found for this system
is lower than that obtained for other CD:drug systems
previously studied by us,14-17 thus justifying the lower ∆pH
observed for the system reported here in, compared with
that observed for the other systems. This ratio implies that
the therapeutic effects of â-CD as an excipient for thioctic
acid are not much affected by the pH of the medium, the
% of free drug being similar either in an acid medium, for
example in the stomach, or in other biological media, with
higher pH. Anyway, the values of KCD:HTIO and KCD:TIO- at
body temperature fall in the range of 1700-1000 M-1,
which can be considered optimum values regarding the use
of CD’s as effective drug carriers. The confirmation of all
these estimations in vivo, although out of the scope of this
work, would be welcomed.

It can be observed as well in Table 1 that as the
temperature increases, the affinity of the cyclodextrin for

both ionized and nonionized forms of the drug decreases.
Figure 5 shows the van’t Hoff plots of both association
processes. A linear relationship of the R ln K vs 1/T data
indicates the independence of ∆H° and ∆S° on T (∆Cp

o ∼
0), while the absence of such linear behavior reveals that
∆H° and ∆S° are temperature dependent, pointing to an
association process with ∆Cp

o * 0. If we assume that ∆Cp
o

is temperature independent and that the dependence on
temperature for ∆H and ∆S can be expressed by,

where 298.15 K has been taken as the reference temper-
ature, and the thermodynamic quantities ∆H°, ∆S°, and
∆Cp

o at 25 °C are related to R ln K through the van’t Hoff
equation:

Equation 11 explains either the linearity or the curva-
ture of the plots in Figure 5. When ∆Cp

o ) 0, eq 11 is
simplified to the well-known linear relation (R ln K)
-∆H°/T + ∆S°), where ∆H° and ∆S° can be estimated from
the slope and intercept of the fit, respectively. On the
contrary, when ∆Cp

o * 0, ∆H°, ∆S°, and ∆Cp
o can be

determined by using a nonlinear regression of the experi-
mental K values at various temperatures. We have per-
formed both the linear and the nonlinear van’t Hoff
analysis of the experimental data, and both are drawn on
the van’t Hoff plots of Figure 5. Table 2 reports the results
obtained for ∆H° and ∆S° in both cases, and for ∆Cp

o in
the case of the nonlinear fit. Although the uncertainty in
these results is high (up to 30%) in both the linear and the
nonlinear fits, as usual for van’t Hoff analysis, it can be
observed in the table that both HTIO and TIO- species bind
to â-CD with a favorable enthalpic term (∆H° < 0) and an
unfavorable entropic term (∆S° < 0). Both processes are
exothermic and enthalpy driven (|∆H°| > T |∆S°|), as
usually found11-15,31-33 for associations between small guest
molecules and an apolar cavity in water. A combination of
hydrophobic effect (∆H° ∼ 0; ∆S° > 0), van der Waals forces

Figure 4sPlot of ∆pH vs â-CD concentration for aqueous solutions of thioctic
acid at constant concentration (1 mM), at different temperatures ranging from
15 to 40 °C.

Table 1sValues of the Dissociation Constant Ka of Thioctic Acid, the
Association Constants of the 1:1 Inclusion Complexes Formed by
â-Cyclodextrin and the Acid and Base Forms of This Drug, KCD:HTIO
and KCD:TIO−, Respectively, and the Saturation Degree Covered, f, as a
Function of Temperature

T, °C 105 Ka

KCD:HTIO,
M-1

KCD:TIO−,
M-1

KCD:HTIO/
KCD:TIO−

f
range, %

15 1.5 ± 0.1 5790 ± 300 4060 ± 200 1.43 20−80
20 1.6 ± 0.1 3640 ± 150 2480 ± 150 1.47 18−79
25 1.6 ± 0.1 3410 ± 140 2390 ± 150 1.43 18−78
30 1.6 ± 0.1 2560 ± 130 1850 ± 100 1.40 21−80
35 1.4 ± 0.1 1650 ± 100 1140 ± 70 1.45 19−80
40 1.5 ± 0.1 1050 ± 90 740 ± 50 1.42 21−75

Figure 5svan’t Hoff plots for the associations of â-CD with HTIO and TIO-.
Dash lines for linear fits and solid lines for nonlinear fits of eq 11.

∆H ) ∆H° + ∆Cp
o (T - 298.15) (9)

∆S ) ∆S° + ∆Cp
o ln(T/298.15) (10)

R ln K ) -[∆H° + (T - 298.15)∆Cp
o]/T +

∆Cp
o ln(T/298.15) + ∆So (11)
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(∆H° < 0; ∆S° < 0), and solvent reorganization could
account for such a thermodynamic pattern. It appears that
the contribution of van der Waals interactions and hydro-
phobic effect could be similar in both inclusion processes,
while the contribution of solvent reorganization could be
the factor which makes the binding of â-CD and HTIO
energetically more favorable than that of â-CD and TIO-.
Furthermore, although the use of the nonlinear form of the
van’t Hoff equation may be risky, given the uncertainty
on K values, it is clear that the van’t Hoff plots of Figure
5 are not straight lines, as indicated by the standard
deviations of the fits. Thus, we would conclude that, within
the uncertainty of the fits, a dependence of ∆H° and ∆S°
on T, i.e., ∆Cp

o * 0, is an appropriate conclusion. From our
data, we may say that ∆Cp

o is negative, as usually found
for the inclusion of apolar solutes by cyclodextrins12,15,31 and
cyclophanes,11 and for carbohydrate association with lec-
tins33 in aqueous solution. Particularly, ∆Cp

o values of
around -2000 J mol-1 K-1 are typical of biological associa-
tions and recognition processes where hydrogen bonds and/
or polar groups are present.31-33 Assigning a value to ∆Cp

o,
however, given the high error associated with this magni-
tude, would be just a speculation. Direct calorimetric
results would be necessary to confirm these conclusions.

It has been demonstrated that the pH potentiometric
technique, together with the model previously reported by
us to determine association constants,14 show clear advan-
tages over the UV-vis technique for the examination of
CD’s complexing with ionizable guests. The advantages of
this method include the following: (i) one pH-potentio-
metric experiment at each temperature, without buffering
the solution, gives a complete thermodynamic description
of the system, i.e., dissociation constant of the drug,
association constants of both ionic and nonionic species of
the drug with the CD, and the stoichiometry of the complex;
(ii) the characterization of the CD:HTIO and CD:TIO-

complexes, not available through UV-vis measurements,
may be studied from the pH-potentiometric experiments;
(iii) the potentiometric technique accurately allows for the
study of CD-drug systems for which the experimental
properties of the drug in aqueous solution (such as the
absorbance or the pH) are not very much affected by the
presence or the absence of the CD. The only requirement
of this method is that the association constants of the
complexes formed by the CD and the nonionized and
ionized forms of the guest must be neither very similar,
nor very different. In the first case, the experimental ∆pH
would be quite small, while in the second case the uncer-
tainty in the highest binding constant would mask the
value of the lowest binding constant.
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Abstract 0 Taraxacum mongolicum (TM), also known as dandelion,
is a herb widely used in the East for its antibacterial activity. The
high mineral content of TM presents a potential problem for the
absorption of quinolone antibiotics. This study was undertaken to
discern the significance of a drug−drug interaction between TM and
ciprofloxacin. Two groups of Sprague Dawley rats (220−250 g) were
employed; one received a single oral dose of ciprofloxacin (20 mg/
kg) with concomitant oral administration of an aqueous TM extract (2
g crude drug/kg) while the control group received oral ciprofloxacin
(20 mg/kg) only. Ciprofloxacin in plasma and urine, collected over 6
and 24 h, respectively, was determined by HPLC. Noncompartment
analysis was employed for pharmacokinetic parameter estimation.
Results indicated that, as compared to control, maximum plasma
concentration (Cmax) of ciprofloxacin was significantly lowered by 73%
in rats receiving concurrent TM dosing. Oral TM also caused a 3-fold
increase in both apparent drug distribution volume (Vd,λz/F: 92.0 vs
30.8 L/kg) and terminal elimination half-life (t1/2,λz; 5.71 vs 1.96 h).
Partly due to the changes in drug distribution and elimination, relative
bioavailability of ciprofloxacin, as assessed by AUC0f∞, remained
similar for both dosing groups. These findings suggest the possibility
of a multifactorial drug−drug interaction between TM and ciprofloxacin.
Thus, the implications of concomitant dosing of the two agents should
not be overlooked.

Introduction

Ciprofloxacin is a fluoroquinolone-type antibiotic with
excellent activity against Gram positive and negative
bacteria as well as Mycobacteria. Its oral absorption,
however, has been shown to be drastically impaired by
concomitant administration of agents containing metal
cations.1,2 This phenomenon has been extensively studied
for antacids, mineral supplements, and milk products.3
Information on such an interaction is currently unavailable
for herbal medicines and health foods.

The possibility of a drug-drug interaction between
ciprofloxacin and a mineral rich antiinflammatory/anti-
bacterial herbal medicine, Taraxacum mongolicum Hand-
Mazz. (Compositae), was investigated in this study. Tra-
ditionally, the dried whole plant of T. mongolicum (TM) is
used for the treatment of boils, sores, mastitis, lymphad-
enitis, inflammation of the eye, sore throat, lung and breast
abscess, acute appendictis, jaundice, and urinary tract
infections.4,5 In addition, this herb has been shown to exert
a bactericidal effect on numerous pathogens showing
ranges of MIC from 1:10 to 1:640 with its aqueous extract.4
In addition, in vitro antifungal, antileptospiral, and anti-
viral effects of the herb have also been documented.4

Chemical investigation of TM indicates the presence of
triterpenoids (e.g., taraxasterol, taraxacin, taraxarol), inu-
lin, pectin, asparagin, and phenolic compounds.4,6 To collect
more definitive information, the content of metal cations
in dried TM was independently measured. A full pharma-
cokinetic evaluation was conducted in the rat to elucidate
the potential of a drug-drug interaction, if any, between
TM and ciprofloxacin.

Experimental Section
Plant MaterialssThe whole dried plant of T. mongolicum (TM)

was purchased from a local herbal shop and was authenticated
by macroscopic examination and microscopic identification in the
Pharmacognosy Laboratory, Department of Pharmacy, The Chi-
nese University of Hong Kong, where the voucher specimen
(TM01) was deposited. For the preparation of the aqueous TM
extract used in animal studies, the powdered crude plant material
(5 g) was treated with boiling deionized and distilled water (50
mL) for 1 h, and the extract was evaporated to a concentration
equivalent to 0.5 g crude drug/mL.

Chemical Reagents and ApparatussCiprofloxacin hydro-
chloride was kindly provided as a gift by Bayer AG (Leverkusen,
Germany). The internal standard, enoxacin, was purchased from
Sigma Chemical Co. (St. Louis, MO). Acetonitrile (HPLC grade,
Mallinckrodt-Baker, Inc., Phillipsburg, NJ), triethylamine (Riedel-
de Haen AG, Germany), and other chemical reagents were
acquired commercially.

An HPLC system (Hewelett Packard series 1050) consisting of
an UV-detector, an autosampler, a reversed-phase ODS column
(4.6 mm i.d. × 250 mm; particle size: 5 µm, Phenomenex), and a
guard column (Novapak C18, Waters) was employed for the
quantitation of ciprofloxacin in plasma and urine smaples. For the
assessment of the content of various cations in the TM extract,
an inductive plasma emission spectrometer (Shimadzu ICPQ-1012)
was used.

Assessment of Cation Content in T. mongolicum Extracts
The TM extract was digested with an acid mixture consisting of
HNO3:HClO4 (9:1). A plant-free acid control was also prepared for
comparison. The content of Zn, Fe, Cu, Ca, Mn, Mg, Sr, Cr, Pb,
and Ni was determined by plasma emission spectrometry.

Pharmacokinetic StudiessMale Sprague-Dawley rats (220-
240 g) were housed under a controlled condition (23-25 °C, 55%
relative humidity and 12 h light/dark light cycle) and were allowed
free access to food and water before experiments. Under anesthe-
tization with an ip injection of 80 mg/kg of ketamine and 10 mg/
kg of xylazine, a cannula was surgically inserted into the right
jugular of each animal. All study rats were fasted overnight prior
to the scheduled blood sampling postdosing on the next day. In
the test group, rats (n ) 5) were dosed orally with the aqueous
TM extract (2 g crude drug/kg) immediately followed by a single
oral dose of ciprofloxacin (20 mg/kg). Rats (n ) 5) that received a
single oral dose of ciprofloxacin (20 mg/kg) alone were used as
controls. Blood (0.6 mL) was withdrawn via the cannular just prior
to ciprofloxacin dosing (t ) 0) and at 5, 30, 60, 90, 120, 150, 180,
240, 300, and 360 min postdosing. Plasma was immediately
separated by centrifugation at 10000g for 5 min. Urine samples
were collected over 0-2, 2-4, 4-6, and 6-24 h intervals, and the
total volume within each interval was recorded. Both plasma and
urine samples were stored at -80 °C until assayed.
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HPLC Assay for CiprofloxacinsThe HPLC assay developed
by Nix et al.7 was utilized in the present study with minor
modifications. For the quantitation of ciprofloxacin in plasma,
acetonitrile (200 µL) was added to the plasma sample (0.3 mL)
for protein precipitation and was followed by the addition of
enoxacin (internal standard, final concentration: 1.0 ng/µL). The
mixture was centrifuged at 10000g for 5 min, and 200 µL of the
supernatant was tried using a Concentrivap Concentrator (Lab-
conco, Kansas City, MO) at 35 °C. The residue was reconstituted
in 70 µL of mobile phase, and a 50 µL aliquot of which was injected
onto the HPLC. As for the urine assay, the sample was first diluted
with deionized-distilled water containing 10 ng/mL internal
standard. The dilution factor was 1:50 for samples collected over
the 0-2, 2-4, 4-6 h intervals and 1:10 for the sample collected
over the 6-24 h interval. The diluted samples were then centri-
fuged at 10000g for 5 min, and the supernatant (50 µL) was
submitted to the HPLC assay.

The HPLC mobile phase consisted of 16% acetonitrile, 1%
methanol, and 83% aqueous buffer (pH 3.0) which was comprised
of sodium dihydrogen phosphate monohydrate (0.1 M), glacial
acetic acid (1% v/v), and triethylamine (0.5% v/v). The flow rate
was set at 1.1 mL/min, and detection was preformed at 278 nm.
Complete separation of ciprofloxacin and enoxacin (internal
standard) was achieved with retention times at 9.0 and 7.0 min,
respectively. The calibration curves were linear over the range
from 0 to 3 µg/mL and from 1.0 to 10 µg/mL for the respective
plasma and urine assays with correlation coefficients >0.999 for
both biomatrixes. The lower limit of quantitation of ciprofloxacin
was 25 ng/mL for both assays. Adequacy of this analytical
methodology was supported by the <9.3% coefficient of variations
for the interday assay variability obtained from quality control
samples.

Analysis of Pharmacokinetic Parameters of Cipro-
floxacinsThe plasma concentration-time data of ciprofloxacin
were assessed by noncompartmental analysis. The maximum
plasma concentration (Cmax) and the time achieving Cmax (Tmax)
were directly observed from the individual concentration vs time
profiles. Least-squares regression analysis was employed on the
terminal elimination phase for estimation of elimination rate
constant (λz). Elimination half-life (t1/2,λz) was computed as 0.693/
λz, and the area under curve from time zero to infinity (AUC0f∞)
was estimated by trapezoidal integration as:

where AUC0ft is the AUC from time zero to time t and Ct is the
plasma ciprofloxacin concentration at time t. Other parameter
estimates including oral clearance (CL/F), renal clearance (CLr),
and apparent volume of distribution (Vd,λz/F) were estimated by
standard procedures.8 The relative bioavailability (F′) of cipro-
floxacin was estimated as the ratio of the mean AUC0f∞ values
for the animals receiving both ciprofloxacin and TM to that of
ciprofloxacin alone. Statistical significant differences in the derived
pharmacokinetic parameter estimates between the groups were
assessed by Student-t-test with the level of statistical significance
(R) set at 0.05.

Results

Assessment of Cation Content in T. mongolicums
Concentrations of the 10 metal cations contained in the
aqueous TM extract were determined to be 5760, 4941,
2311, 111.3, 62.4, 31.4, 16.1, 15.3, 6.0, and 1.5 µg/g for Mg,
Ca, Fe, Mn, Zn, Sr, Cr, Cu, Ni, and Pb, respectively.

Pharmacokinetics of Ciprofloxacin in RatssData
obtained from the control group revealed that ciprofloxacin,
administered as a single oral dose (20 mg/kg), was rapidly
absorbed with Cmax (1.31 ( 0.49 µg/mL) achieved at 0.42
( 0.17 h. Distribution of the drug was extensive with Vd,λz/F
estimated to be 30.8 ( 11.1 L/kg and is approximately 50-
fold of total body water. Though affected by F, this large
distribution volume suggests a significant degree of tissue
penetration and uptake. Oral clearance (CL/F) of the
antibiotic was estimated to be 10.8 ( 2.7 L/h/kg and a mean

( SD t1/2,λz of 1.96 ( 0.43 h was observed. Urinary recovery
(Xu) of the antibiotic represented approximately 20% of the
oral dose administered. All pertinent paramacokinetic
parameter estimates are listed in Table 1.

Pharmacokinetics of Ciprofloxacin: Impact of T.
mongolicum CoadministrationsThe mean plasma con-
centration-time profiles of ciprofloxacin for the control
group and that with concomitant oral administration of TM
are shown in Figure 1. The derived pharmacokinetic
estimates for this study group are also available in Table
1. In comparison to the control group, significant alter-
ations in certain pharmacokinetic estimates of ciprofloxacin
were observed with concurrent TM administration. In
particular, Cmax of ciprofloxacin was lowered by 73% (p <
0.005) with Tmax slightly prolonged by 16% (p > 0.05) (Table
1). Despite the reduction in Cmax, the AUC0f∞ estimate for
ciprofloxacin remained similar (Figure 1). Although not
statistically significant (p ) 0.2), mean urinary ciprofloax-
cin recovery in the TM group showed a 20% decrease. The
mean Vd,λz/F estimate significantly increased (3-fold) with
TM dosing (92.0 vs 30.8 L/kg, p < 0.01). In line with this,
the average t1/2,λz value was 3 times longer than that
observed in the control group (5.71 vs 1.96 h, p < 0.005).
However, the CL/F estimates were not significantly differ-
ent between the two groups (Table 1). As a result, the
relative bioavailability (F′) of ciprofloxacin in the TM group
as compared to control was estimated to be 0.96.

Table 1sMean (±SD) Pharmacokinetic Parameter Estimatesa (n ) 5)
of Ciprofloxacin after a Single Oral Dosing (20 mg/kg) with or without
Aqueous Preparation of T. Mongolicum (TM, 2 g crude drug/kg)
Coadministration

PK parameter estimates ciprofloxacin ciprofloxacin + TM

Cmax (mg L-1) 1.31 ± 0.49 0.35 ± 0.04***
Tmax (h) 0.42 ± 0.17 0.50 ± 0
t1/2,λz (h) 1.96 ± 0.43 5.71 ± 0.91***
λz (h-1) 0.37 ± 0.07 0.12 ± 0.02***
AUC0f∞ (mg L-1 h) 1.97 ± 0.51 1.90 ± 0.55
Vd,λz/F (L kg-1) 30.8 ± 11.1 92.0 ± 20.8**
CL/F (L h-1 kg-1) 10.8 ± 2.7 11.1 ± 2.6
CLr (L h-1 kg-1) 2.36 ± 0.45 1.93 ± 0.32
Xu (% dose) 22.9 ± 5.3 18.3 ± 4.4

a Significance levels: * p < 0.05, ** p < 0.01, *** p < 0.005.

Figure 1sThe plasma versus concentration time profiles of ciprofloaxcin.
concentration (mean ± SD) measured for oral ciprofloxacin only (20 mg/kg)
and oral ciprofloxacin (20 mg/kg) plus TM (2 g crude drug/kg) are depicted
by O and b, respectively.

AUC0f∞ ) AUC0ft + Ct/λz
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Discussion
Ciprofloxacin is one of the newer fluoroquinolones that

shows good oral absorption; however, the presence of
cation-containing agents can impair oral absorption of this
antibiotic.1,9 In this study, coadministration of TM signifi-
cantly decreased the Cmax of ciprofloxacin by 73% with Tmax
essentially unaltered (Table 1). These observations suggest
a reduction in oral ciprofloxacin absorption when TM was
given concurrently. Independently, the TM extract was
shown to contain a large amount of magnesium (5.8 mg/
g,) calcium (4.9 mg/g), iron (2.3 mg/g), manganese (0.1 mg/
g), zinc (0.06 mg/g), and copper (0.02 mg/g). Since the cation
content of the TM extract, i.e., 5-6 mg of total cations
received by the study rats, was high relative to the 4-5
mg of oral ciprofloaxcin, the lower ciprofloxacin absorption
observed is not unexpected. It has been shown that
chelation of quinolones generally requires ligands possess-
ing positive charges and suitable molecular sizes.1 There-
fore, triterpenoids and inulin, the major components of TM
reported,4 should induce a minimal effect on the absorption
of this antibiotic because they do not meet the structural
requirements for chelation.

A 3-fold increase in the mean Vd,λz/F estimate for
ciprofloxacin was observed in the rats concomitantly dosed
with TM. Such alteration can be a result of an increase in
tissue distribution (Vd,λz) and/or a reduction in F. To further
delineate the contribution of these two factors, plots of
Vd,λz/F vs urinary recovery were constructed with individual
data collected for the two animal groups (Figure 2). As
anticipated for the control animals, Vd,λz/F decreased as the
amount of ciprofloxacin excreted into the urine was larger.
Interestingly, the regression line derived from the data of
the TM group shifted higher and leftward with a steeper
slope indicating that, in addition to the decrease in F, an
increase in Vd,λz is also evident.

The magnitude of the change observed for Vd,λz appears
to correspond to that of drug elimination (Table 1). The
exact reason of this association is unclear but it may be a
result of chelate formation in the systemic circulation when
both ciprofloxacin and cations existed simultaneously fol-
lowing their independent absorption. Although not statisti-
cally significant (p > 0.05), the presence of TM caused a
lowering of CLr (Table 1). Interestingly, the pharmacoki-
netic perturbations observed for ciprofloaxcin in this study
were also evident in a number of recent studies with
another herb, Sanquisorba officinalis,10 and also with
ferrous sulfate when the antibiotic was given intrave-

nously.11 Although the data were not as vigorously scru-
tinized, prolongation of elimination half-life for a number
of oral quinolones was also noticed in a human study as a
result of iron supplementation.2 All the pharmacokinetic
perturbations observed for ciprofloxacin, i.e., lower Cmax,
wider tissue distribution, and slower elimination induced
by TM, might be a direct result of an increase in molecular
size and thus lipophilicity of metal-ciprofloxacin chelates.
Therefore, the factor affecting drug absorption, in this case,
may also play a role in the changes observed for drug
distribution and elimination.

The relative bioavailability of ciprofloxacin, assessed
using AUC0f∞ estimates obtained for the concomitant TM
dosing group relative to control, was 0.96. The similar
AUC0f∞ estimate observed in the TM group is a mixed
result of lower drug absorption, wider distribution, and
slower elimination. From a pharmacokinetic prospective,
comparison of relative bioavailability of a drug under
different testing conditions is based on the assumption of
a stationary pharmacokinetic system. The secondary effects
on drug distribution and elimination induced by TM may
have complicated the use of AUC0f∞ as an estimator for
bioavailability. Because CL/F was derived from AUC0f∞,
this estimate should also be interpreted with caution.

The Taraxacum species, commonly known as dandelion,
can be found in most parts of the globe. In addition to its
claimed therapeutic activities, dandelion is also consumed
as food and even as beverages in the form of a coffee
substitute.6 Regardless of its intended use, the high mineral
content of this herb greatly increases the chance of drug-
drug interactions with the conventional medicines that are
sensitive to cations. Findings in the present study suggest
that coadministration of TM may have clinical implications
on the dosing of ciprofloxacin or other quinolone antibiotics.
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Abstract 0 The influence of propantheline bromide incorporation on
the phase structure of glyceryl monoolein/water systems has been
investigated using low-frequency dielectric spectroscopy over a
frequency range of 10-2 to 106 Hz at 20 °C. The responses of glyceryl
monoolein systems composed of 10% and 30% w/w were measured
and the spectra modeled using an equivalent circuit based on the
Maxwell−Wagner theory.1,2 Marked changes in the dielectric responses
of the systems were noted on addition of the propantheline bromide
at concentrations up to 10% w/w. For the lamellar (10% w/w water)
glyceryl monoolein systems, an increase in the imaginary permittivity
was seen, corresponding to an increase in conductivity due to the
presence of additional ionic species within the system. Evidence was
also obtained for the incorporation of the drug directly into the lipid
bilayers, particularly at higher concentrations (10% drug) at which
dielectric behavior corresponding to bilayer disruption was seen.
Incorporation of 3% and 5% w/w drug into the cubic phase systems
(30% w/w water) resulted in a change to the lamellar phase. However,
circuit modeling indicated that the system formed structures which
showed features of both the lamellar and cubic phases at 3% w/w
drug loadings. The study has therefore demonstrated that dielectric
analysis may provide a novel means of studying the effects of drug
incorporation on the phase behavior of complex gel systems.

Introduction
Glyceryl monoolein has attracted interest as a pharma-

ceutical excipient, particularly for controlled drug delivery
and bioadhesive systems.3-7 This material is known to form
four mesophases depending on the water content and
temperature, namely the reverse micellar (L2), lamellar
(LR), cubic (C), and reverse hexagonal (HII) phases. Among
these, the lamellar and cubic systems have received
particular attention within the drug delivery field. The
lamellar phase is a semifluid liquid crystalline system
consisting of lipid bilayers alternating with water layers,
while the cubic system is a highly viscous, ordered, bicon-
tinuous structure with curved lipid bilayers extending in
three dimensions separated by water channels.

The multilayer structure and/or high viscosity of the
liquid crystalline phases results in the generation of
diffusional barriers; hence, there has been interest in
studying drug incorporation and release from these sys-
tems. The amphiphilic nature of the lipid allows incorpora-
tion of a range of drugs of varying lipophilicity; indeed, it
has been suggested that hydrophobic drugs may be trapped
within the lipophilic bilayers, and hydrophilic drugs are

located in the aqueous channels, while amphiphilic drugs
may partition into the lipid bilayer-water interface.8 One
would therefore expect the release pattern to depend on
the microstructure and physicochemical properties of the
liquid crystalline phases. To date, the majority of work in
the field has focused on the examination of drug diffusion
and release from the liquid crystalline systems. However,
it is also necessary to consider the effects of drug addition
on the formation and structure of the various phases.
Previous studies using polarized light microscopy have
reported induced phase changes at high levels of incorpo-
rated drugs.4-6 The study of the effects of drug incorpora-
tion has arguably been limited by the difficulties associated
with effectively characterizing the physical structure of
these complex systems; hence, while drug-induced phase
changes are a recognized phenomena, comparatively little
is known regarding the mechanisms involved.

The work presented here describes an investigation into
the influence of propantheline bromide loading on the
phase structure of monoolein/water systems using low-
frequency dielectric spectroscopy, with a view to developing
the technique as a potential means of characterizing
complex pharmaceutical materials. Propantheline bromide
is an antimuscarinic agent which has been previously
investigated as a means of treating urinary incontinence
via vaginal delivery in a monoolein/water gel system.5 This
drug is itself surface active9 and undergoes self-association
in aqueous solution via an open aggregation process,
whereby no discontinuity is seen in light-scattering inten-
sity with concentration.10 Geraghty et al.5 reported that
monoolein/water systems with a water content of less than
15% w/w retained their lamellar structure when an in-
creasing quantity of propantheline bromide was added.
However, systems that formed a cubic phase gel in the
absence of drug could only maintain their structure up to
propantheline bromide loadings of less than 5% w/w. At
or above this drug loading, the gels were formed in the
lamellar phase. Our previous work on glyceryl monoolein/
water systems1,2 showed that low-frequency dielectric
spectroscopy may be used to identify and characterize the
liquid crystalline phases. Furthermore, by modeling the
dielectric data in terms of an equivalent circuit, it is
possible to interpret the response in terms of specific
structural features of the samples. The objectives of this
study are therefore to develop the use of the dielectric
approach by examining a system for which the basic
behavior is already known and second to gain more specific
information on the effects of propantheline bromide incor-
poration on the phase structure of glyceryl monoolein.

Materials and Methods
A single batch of Myverol 18-99 (Eastman Chemical Co.), a

distilled monoglyceride with 60.9% glyceryl monoolein content, was
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used throughout the study. Propantheline bromide (Sigma Co.)
was used as supplied. All mixes were prepared using water with
a resistivity greater than 18 MΩ/cm, obtained from an ultrahigh
quality water purification system (Elga Co.). Two sets of gel
samples containing 10% and 30% w/w water and 1%, 3%, 5%, and
10% propantheline bromide were prepared. The drug was added
to Myverol 18-99 at 60 °C and mixed for 2 min, followed by the
addition of water at the same temperature to produce the desired
(% w/w) gel composition. The mix was stirred at 2000 rpm using
a Heidolph RXR50 mixer. The resulting samples were centrifuged
at a speed of 3000 rpm for 20 min and then stored in sealed
containers at room temperature for 7 days before use to allow
equilibration of the samples, following the recommendation of
Geraghty et al.5

The dielectric measurements were carried out using a BDC-N
broad band dielectric converter (Novocontrol GmbH) and a fre-
quency response analyzer (SI 1255, Solatron-Schlumberger) linked
to a Quatro temperature control system (Novocontrol GmbH). The
technique involves the application of an oscillating electrical field
to a sample and the subsequent measurement of the real and
imaginary components of the response over a range of frequencies
(ω). This response may be expressed in terms of the complex
permittivity ε*(ω), where

with ε′(ω) and ε′′(ω) being the real and imaginary components at
frequency ω and i being the square root of -1. These components
may be measured in terms of the extrinsic parameters C(ω) and
G(ω)/ω, where C(ω) is the capacitance and G(ω)/ω is the dielectric
loss, G(ω) being the conductance (representing the sum of the a.c.
and d.c. contributions). The relationship between the real permit-
tivity and the capacitance is given by

where ε0 is the permittivity of free space, and d and A are the
interelectrode distance and electrode area, respectively. Similarly,
the imaginary permittivity is related to the dielectric loss via

During a measurement, the sample was placed in a circular
dielectric cell designed for liquid and semisolid samples with
diameter of 20 mm and an interelectrode distance of 0.5 mm. The
dielectric responses were obtained at 20 °C over a frequency range
of 10-2 to 10 6 Hz. At least four samples for each concentration
were examined, with at least two repeat measurements being
made for each sample; excellent reproducibility was found between
spectra. The fitting of the data was carried out by employing a
modified generalized Maxwell-Wagner equivalent circuit with
dispersive RC elements, and using Winfit 2.0 program supplied
by Novocontrol GmbH. The main feature of Winfit 2.0 is nonlinear
curve fitting of the measured data in the frequency domain, with
both real and imaginary components being fitted simultaneously.
In general impedance mode, the software supports up to four single
fit terms which may hold several combinations of resistance,
inductance, and capacitance elements and will also incorporate
power law functions for these circuit features. Microscopic obser-
vations were obtained under polarized light using an Olympus
differential interference contrast (DIC) microscope at room tem-
perature.

Results and Discussion
Two sets of Myverol 18-99/water systems with waters

content of 10% w/w and 30% w/w and propantheline
bromide concentration of 1% w/w, 3% w/w, 5% w/w, and
10% w/w were investigated. According to the phase dia-
gram determined by Geraghty et al.,5 the 10% w/w water
system is expected to be lamellar phase, while the 30% w/w
water system is predicted to be cubic phase at 20 °C in the
absence of drug.

Influence of Drug Loading on Lamellar Phase
SystemsBoth microscopy observations and dielectric spec-
troscopy measurements confirmed that the monoolein/
water system containing 10% w/w water without addition
of propantheline bromide was lamellar phase at 20 °C. The
dielectric response, as shown in Figure 1a, exhibited the
expected lamellar phase spectrum1 with three principle
dielectric processes: a high frequency process, correspond-
ing to the bulk response, which is seen as a frequency
independent real permittivity value of approximately 8,
together with an inverse frequency dependent imaginary
component, ε′′ ∝ (ω)-1, reflecting a frequency independent
value of G(ω) (see eq 3). A relaxation process in the Hz

ε*(ω) ) ε′(ω) - i ε′′(ω) (1)

ε′(ω) )
C(ω) d

ε0A
(2)

ε′′(ω) )
G(ω) d
ωε0A

(3)

Figure 1sLow-frequency dielectric spectra of Myverol 18-99/water/propan-
theline bromide systems containing 10% w/w water with propantheline bromide
concentration of (a) 0%, (b) comparison of 0% and 1%, and (c) comparison
of 1%, 5%, and 10%. Solid lines indicate curve-fitted data.
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range was indicated by a discontinuity in the real compo-
nent between frequencies of 5 Hz and 5 kHz which is
thought to be caused by the relaxation of weakly bound
dipoles and charge transport processes which are partially
impeded by the lamellar network.1,2 In the sub-Hz fre-
quency range, the values of both the real and imaginary
components increased, indicating the presence of a low-
frequency dispersion caused by adsorbed barrier layers on
the electrodes. Such layers have been described in a
number of previous studies (e.g.,11,12,13) and are discussed
in more detail in the context of these systems in a previous
publication.1

On adding 1%, 5%, and 10% propantheline bromide to
the 10% water sample, the systems remained in the
lamellar phase, as indicated by the low viscosity and “oil
streak” seen using microscopy.5 The polarized light mi-
croscopy studies were unable to unequivocally distinguish
between the various drug-containing systems, although the
viscosity of the 10% w/w drug systems was visibly lower.
However, the dielectric spectra for these systems exhibited
marked differences in terms of both shape and magnitude.
In comparison to the dielectric response for the 10% w/w
gel system alone, the inclusion of 1% w/w drug resulted in
a marked increase in imaginary permittivity of approxi-
mately 2 orders of magnitude over the frequency range of
10-1 to 106 Hz, while the crossover frequency shifted from
approximately 5 kHz to 400 kHz (Figure 1b). This crossover
frequency (ωτ) represents the inverse bulk relaxation time
(1/τ) of the system at ε′ ) ε′′, given by

Therefore, the bulk relaxation time of the 1% sample
decreased by approximately 2 orders of magnitude. The
second relaxation process seen in the real component which
is characteristic of the lamellar phase was, however,
retained and shifted from a frequency of approximately 400
Hz to 400 kHz.

The responses of the 5% and 10% w/w drug systems are
shown in Figure 1c in comparison to the 1% response. The
spectrum of 5% drug sample showed a further slight
increase in overall magnitude, but the change in spectral
shape was less marked, indicating the system remained
as a lamellar structure with only a slight increase of
conductance. The response of the 10% drug sample had
similar values of real and imaginary permittivity as the
5% material over the majority of the spectrum, although a
marked increase in the magnitude of the real permittivity
for the second relaxation process was seen in over a
frequency range of 200 Hz to 50 kHz.

The above spectra were modeled in terms of a modified
generalized Maxwell-Wagner equivalent circuit which was
developed for these systems in a previous study1 based on
work by Hill and Pickup14 (Figure 2). The circuit consists
of a fractional power law dispersive capacitor, Cs, repre-
senting a layer formed at the electrode surface, in series

with a parallel RC circuit (Cb and Rb), corresponding to
the principal bulk processes; these are long range phenom-
ena which are dispersed spatially in a uniform manner
throughout the system. A series connection (C2 and R2) was
employed to model the additional bulk polarization behav-
ior, which represents the effect of the substructure within
the sample. Previous studies1,2 have related this circuit
feature to the structure of the lamellar network within the
system. The C2 element is a dispersive capacitor showing
power law behavior described by

where Cn)0 is the capacitance when n ) 0 and ωn is a
characteristic frequency. The exponent n is related to the
extent of cooperativity between the relaxing dipoles and
the immediate environment and is therefore a reflection
of the degree of ordering of the system. When n ) 0, C2 is
frequency independent and the dipoles may be considered
to be totally coupled to their surroundings, while when 0
< n < 1, the dipoles are uncoupled and the value of C2(ω)
is complex. More details of the physical significance of the
exponent n may be found in a number of texts (e.g.,14,15).

The fitted parameters for the 10% water content samples
with 0, 1%, 5%, and 10% propantheline bromide are given
in Table 1. Without drug incorporation, the monoolein/
water gel exhibited relatively high resistance values for
both Rb and R2, low values for the bulk capacitance Cb and
the frequency dependent C2, and a value for the exponent
n of approximately 0.1. By adding 1% propantheline
bromide, the resistance Rb and R2 decreased by ap-
proximately 2 orders of magnitude which may be at least
partially interpreted in terms of the increase in drug and
counterion concentration. However, in addition to this effect
a 10-fold increase in the Cn)0 value and a 2-fold increase
in the value of n were observed, both indicating that the
presence of the drug is causing disruption of the lamellar
bilayer. Consequently, in addition to charge addition effects
the observed decrease in bulk resistance may be a function
of changes to the structure of the lipid lamellae. As the
drug concentration increased to 5%, the Rb and R2 values
further decreased, while at the highest drug concentration
of 10% the resistances Rb and R2 showed only small
decreases compared to the 5% value. However, at this drug
concentration marked changes in Cn)0 and n were seen,
indicating that the drug may be causing further alterations
to the substructure of the system.

Overall, therefore, the incorporation of the drug appears
to maintain the system within the lamellar phase but
increases the conductance of the gel, probably due to a
combination of ion addition effects and lamellar disruption.
However, the increase of the conductance with increase of
drug loading was nonlinear, with considerably less marked
changes seen for the 5% and 10% drug systems. This could
be a consequence of the surface active properties of the
drug, with a decreased change in conductance seen due to
the formation of assemblies which make a relatively small
contribution to the charge-carrying properties of the system
as a whole. In addition to this effect, however, the drug
also appears to alter the substructure of the gel in a
concentration dependent manner. At 1% and 5% levels, the
changes in Cn)0 and n provide evidence for the presence of
the drug within the lamellar bilayers themselves, while at
10% w/w the drug appears to cause substantial changes to
the bilayers, with the marked increase in the exponent n
reflecting disruption of the uniformity of the charge
transport path. Taken together with the observation that
the 10% drug systems were visibly less viscous than the

Figure 2sModified generalized Maxwell−Wagner equivalent circuit employed
to model the dielectric responses.

ωτ ) G(ω)/C(ω) ) 1/τ (4)

C2 ) Cn)0(iω/ωn)-n )

Cn)0 (ω/ωn)-n[cos(nπ/2) - i sin(nπ/2)] (5)
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lower concentration drug samples, the data indicate that
the drug is incorporated into the bilayer, causing disruption
which in turn alters the viscous properties of the gels.

Influence of Drug Loading on Cubic Phase Systems
The monoolein/water system containing 30% water formed
an optically isotropic cubic phase. The dielectric response
of this phase, as shown in Figure 3a, consisted of a high-
frequency bulk process with greater magnitudes for the
imaginary component (i.e. a higher conductance) than for
the lamellar phase, and a sub-Hz barrier process caused
by an adsorbed layer at electrode. The high conductivity
and lack of substructure relaxation processes reflect the
homogeneity and bicontinuous structure of the system.1

On incorporating 1% drug into the system, the gel still
had the appearance of the cubic phase (both visually and
using microscopy), while the low frequency dielectric
response still showed the same basic shape as the system
with no added drug. An increase in imaginary permittivity
of approximately 2 orders of magnitude was seen, which
again may be attributed to the ionization of the propan-
theline bromide within the aqueous phase. However, the
addition of further propantheline bromide was shown to
promote the formation of the lamellar phase. The samples
containing 3% and 5% drug concentrations were clearly of
lower viscosity, and, under polarized light microscopy,
exhibited similar “oily streak” textures. Examination of the
dielectric responses (Figures 3b and 3c) revealed marked
differences between the two higher concentration systems.
The spectrum for the 3% gel showed a second relaxation
process which was seen in the real component of the
permittivity over a frequency range of 105 to 106 Hz, while
the imaginary component of permittivity maintained simi-
lar values to that of the 1% drug sample. Consequently,
the system showed features characteristic of the lamellar
phase but did not exhibit the decrease in imaginary
permittivity associated with the change from the cubic to
lamellar phases. The dielectric spectrum of the 5% drug
sample, however, showed typical lamellar behavior with
the three dielectric processes outlined earlier. In addition,
the values of the imaginary permittivity were 1-2 orders
of magnitude lower than for the 1% and 3% drug systems
over the majority of the response.

The values of the parameters obtained from fitting to
the circuit model shown in Figure 2 for the 30% water
samples with 0, 1%, 3%, and 5% propantheline bromide
are given in Table 2. The cubic structure of the pure
monoolein/water system was characterized by a low bulk
resistance Rb (2 orders of magnitude lower than the bulk
resistance of pure lamellar gel). The R2 value was also low,
while C2 was frequency independent (n ) 0) and showed
similar values to that of the bulk capacitance, Cb. These
features reflect the homogeneous structure of the cubic
phase and are in good agreement with findings from the
earlier studies.1,2

For the sample containing 1% drug, the bulk resistance
Rb decreased approximately 30-fold, almost certainly as a
result of ionization of the drug, while Cb and R2 showed
little change, implying that the system was still in the cubic
phase. However, the 10-fold increase in Cn)0 and a change
of the value of the exponent n from 0 to 0.14 reflect the

effect of incorporation of drug molecules on interfaces
leading to local inhomogeneity. For the 3% drug sample,

Table 1sValues of the Fitted Equivalent Circuit Parameters Derived from the Experimental Data Obtained for Myverol-80/Water/Propantheline
Bromide Systems Containing 10% w/w Water Using the Model Circuit Given in Figure 2

drug concn,
% Rb (Ω) Cb (p) R2 (Ω) Cn)0 (F) n Cs)0 (F) s

0 7.1 × 105 5.1 × 10-11 1.2 × 106 3.1 × 10-10 0.101 8.7 × 10-5 0.478
1 5.9 × 103 8.5 × 10-11 1.5 × 104 2.1 × 10-9 0.194 1.3 × 10-4 0.277
5 3.2 × 103 8.9 × 10-11 2.6 × 103 1.5 × 10-9 0.191 1.3 × 10-4 0.349

10 3.3 × 103 8.4 × 10-11 5.1 × 103 3.0 × 10-8 0.321 1.4 × 10-4 0.387

Figure 3sLow-frequency dielectric spectra of Myverol 18-99/water/propan-
theline bromide systems containing 30% w/w water with propantheline bromide
concentration of (a) 0 and 1%, (b) 1% and 3%, and (c) 3% and 5%. Solid
lines indicate curve fitted data.
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the values of the substructure elements R2 and Cn)0 showed
marked increases while the bulk resistance Rb and capaci-
tance Cb remained largely unchanged compared to the 1%
systems. As the drug concentration increased up to 5%, all
bulk and substructure elements Rb, Cb, R2, and Cn)0
exhibited similar values for lamellar systems shown in
Table 1.

These data indicate that the incorporation of propan-
theline bromide causes the system to change from the cubic
to the lamellar phase at 20 °C, as reported by Geraghty et
al.5 However, the dielectric study has allowed further
information to be obtained regarding the transformation.
In particular, while the systems containing 0 and 5% drug
show spectra typical of the cubic and lamellar phases,
respectively, the gels containing 1% and 3% drug show
features of both systems which indicate that these systems
have structures which appear to be intermediate between
the two phases.

Conclusions
The objectives of this study were to explore the use of

dielectric analysis as a means of characterizing glyceryl
monoolein gel systems containing a model drug and to gain
further information on the effects of that drug on the phase
behavior of the gel systems. The technique has been shown
to be capable of detecting the phase behavior of the gels
by matching the spectra of drug-containing systems to
those of the cubic and lamellar phases, yielding trends
which are in good agreement with those previously re-
ported.5 However, in addition to gross identification of the
phases present the technique also appears to allow a more
sophisticated analysis of the effects of incorporated drug
than has been previously possible. In particular, the circuit
modeling has yielded information on the location of the
drug within the gel as well as identifying structures which
are intermediate between the lamellar and cubic phases.
Such findings may have important implications for under-
standing not only the drug release properties of these gels
but also their mechanical and bioadhesive behavior.
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Abstract 0 Lysozyme was encapsulated in biodegradable polymer
microspheres which were precipitated from an organic solution by
spraying the solution into carbon dioxide. The polymer, either poly-
(l-lactide) (l-PLA) or poly(DL-lactide-co-glycolide) (PGLA), in dichlo-
romethane solution with suspended lysozyme was sprayed into a CO2
vapor phase through a capillary nozzle to form droplets which solidified
after falling into a CO2 liquid phase. By delaying precipitation in the
vapor phase, the primary particles became sufficiently large, from 5
to 70 µm, such that they could encapsulate the lysozyme. At an optimal
temperature of −20 °C, the polymer solution mixed rapidly with CO2,
and the precipitated primary particles were sufficiently hard such that
agglomeration was markedly reduced compared with higher temper-
atures. More uniform particles were formed by flowing CO2 at high
velocity in a coaxial nozzle to mix the droplets at the CO2 vapor−
liquid interface. This process offers a means to produce encapsulated
proteins in poly(DL-lactide-co-glycolide) microspheres without earlier
limitations of massive polymer agglomeration and limited protein
solubility in organic solvents.

Introduction
Microencapsulation of pharmaceutical compounds in

biodegradable polymer particles is of great interest for
controlled-release in oral, inhalation, or injection methods
of delivery. Typical methods of microencapsulation include
emulsion-solvent-extraction, spray-drying, and phase-
separation techniques.1-7 Potential drawbacks associated
with these techniques include the use of toxic organic
solvents for solubility, residual solvent in the microspheres,
low encapsulation efficiencies due to partitioning of the
pharmaceutical compound between two immiscible phases,
and denaturation. The biodegradable homopolymers poly-
(l-lactic acid), poly(DL-lactic acid), poly(glycolic acid), and
copolymers of these have been of particular interest as
carrier substances.8-13

Several supercritical fluid processes have been utilized
to form microparticles of polymers and pharmaceutical
compounds. To manipulate particle morphology, the solvent
power of compressed CO2 can be changed by adjusting the
temperature and pressure.14,15 The critical conditions of
CO2 are easily attainable, i.e., Tc ) 31 °C and Pc ) 73.8
bar. This environmentally benign solvent is essentially
nontoxic, nonflammable, and inexpensive. Phase separation
techniques based upon supercritical fluids include rapid
expansion from supercritical solution (RESS),13,16-27 gas
antisolvent recrystallization (GAS),27-30 and precipitation
with a compressed fluid antisolvent (PCA),31-43 also known
as aerosol solvent extraction system (ASES)44-47 or super-
critical antisolvent technique (SAS).44 RESS is useful for
materials which are soluble in CO2. Unfortunately, CO2,
with no dipole moment and a very low polarizability, is a
very weak solvent and dissolves very few polymers.48,49

RESS of a highly soluble polymer, poly(1,1,2,2-tetrahydro-
perfluorodecyl acrylate),24 from CO2 produced submicron
particles and fibers.

Recently, microparticles have been formed by precipita-
tion with compressed CO2 in the liquid and supercritical
fluid states.31-47 The PCA process consists of atomizing a
solution into compressed liquid or supercritical fluid CO2.
The atomization process may be accomplished by spraying
at high velocities through a small nozzle (typically 100 µm)
or by sonication43 through a larger nozzle. The organic
solvent diffuses rapidly into the bulk CO2 phase, while CO2
diffuses into the droplets, thereby precipitating the poly-
mer. The rate of diffusion in both directions and thus the
degree of supersaturation are higher than in the case of
conventional liquid antisolvents, often resulting in submi-
cron to micron-sized particles. More viscous polymer solu-
tions at higher polymer concentrations lead to fibers with
micron-sized features.33,37 Several studies have shown very
low concentrations of residual solvent in the product
materials, especially after a CO2 extraction step upon
completion of the spray.29,50-52

Microspheres may be formed for semicrystalline poly-
mers such as poly(l-lactic acid) (l-PLA) without flocculation
and agglomeration at 40 °C.29,30,38,41,43,45,46 Amorphous
polymers, on the other hand, such as polystyrene (PS),32,39,41

poly(methyl methacrylate) (PMMA),39 and poly(DL-lactide-
co-glycolide) (PGLA)38 often flocculate and agglomerate.
The loss of individual particles is a result of plasticization
of the polymer by CO2, which can be further influenced by
residual solvent in CO2. CO2 can depress the Tg of PMMA
by 100 °C below the normal value of 105 °C.39,53 Upon
exposure of PS to CO2, the temperature at which stationary
particles agglomerate corresponds closely with the de-
pressed Tg.34 For PGLA, agglomeration was present from
0 to 23 °C.38 Severe agglomeration can occur when poly-
(d,l-lactide) microspheres precipitate from toluene solution
by addition of 2-propanol as the phase-separating agent.54

However, at temperatures between -40 °C and -100 °C
the microspheres become sufficiently firm to avoid ag-
glomeration.

A novel variation of the PCA process was used to form
hollow spheres (microballoons) of polystyrene from poly-
styrene in toluene solutions with concentrations above 6
wt %.38 In this case the cell was filled only partially with
liquid CO2, with its equilibrium vapor phase above it. The
solution was atomized in the vapor phase, and the droplets
subsequently fell into the liquid phase where they solidi-
fied. By delaying precipitation in the vapor phase, hollow
microspheres were formed. The microballoons were slightly
larger than the diameter of the nozzle, and it is conceivable
that they could be used to encapsulate a pharmaceutical
compound.

A key challenge in the PCA process is to maintain the
biological activity of proteins, peptides, and enzymes.35 The
dissolution of insulin, lysozyme, and trypsin into a typical
solvent for PCA, like DMSO, denatures these proteins,
probably due to a change in conformation.55 Each of these
materials remained denatured after processing via PCA.
The bioactivity of certain proteins such as insulin and
lysozyme recover upon redissolution into an aqueous
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environment, suggesting the interactions causing dena-
turation can be partially reversible.44,56 A recent study also
suggests that long-term storage of proteins which have
been denatured by supercritical fluid processing, such as
lysozyme, does not severely alter the stability and ability
to recover bioactivity.57

The objective of this study was to encapsulate chicken
egg-white lysozyme into uniform 50-100 µm poly(DL-
lactide-co-glycolide) (PGLA) spheres. Smaller particles
would be too small to encapsulate a significant number of
5-10 µm protein particles for controlled-release purposes.
Larger particles would be undesirable for certain admin-
istration methods; for example, parenteral administration
requires particles <100 µm in diameter.58 The first part of
this study examines the particle morphology for PGLA
particles formed by PCA without any protein present. To
produce larger primary particles than the 1-5 µm particles
typically produced by PCA in liquid or supercritical
CO2,31,32,35,36,38-42,44,45,59 we chose to delay precipitation by
spraying into a CO2 vapor phase above a CO2 liquid phase.
Another goal was to achieve high enough local concentra-
tions of polymer in the droplets striking the CO2 liquid
phase to allow significant particle growth, while avoiding
agglomeration. To attempt to minimize agglomeration
caused by plasticization of the polymer by CO2, the tem-
perature was varied from 23 to -40 °C. The effects of nozzle
diameter, solution flowrate, CO2 flowrate, and solution
concentration were also evaluated. In the second part, we
address microencapsulation of chicken egg-white lysozyme
into the polymer particles. Lysozyme was suspended in
dichloromethane, in contrast with earlier studies where a
protein was dissolved in an organic solvent.27,30,38,43,46

Suspensions may be formed for a broad range of peptides
and proteins, many of which are insoluble in organic
solvents. Suspension of a protein in an organic solvent
typically produces less denaturation than dissolution. The
knowledge gained from the study of PGLA particle forma-
tion in the first part was utilized to encapsulate lysozyme
in nonagglomerated particles with diameters in the 50-
100 µm range as desired. In both parts of this study,
separate sections are presented to delineate between
experiments in static (nonflowing) and flowing CO2.

Experimental Section

MaterialssSemicrystalline poly(l-lactic acid) (l-PLA) (MED-
ISORBTM 100L, Stolle-Dupont Co. Cincinnati, OH) had a Mw of
94100 and a Mw/Mn of 1.85. Poly(DL-lactide-co-glycolide) (PGLA)
was purchased from Birmingham Polymers, Inc. (Birmingham,
AL) and had a Mw of 30000. Chicken egg-white lysozyme (Sigma,
St. Louis, MO) was spray-dried from aqueous solution to form
1-10 µm particles. Ruthenium tetroxide (Electron Microscopy
Sciences, Fort Washington, PA), reagent grade dichloromethane,
and bone dry grade CO2 were used as received.

ApparatussThe apparatus for precipitation with compressed
CO2, shown in Figure 1, is based upon earlier designs.35,40 The
solutions were sprayed into a 1.27 cm. i.d. sapphire tube with a
volume of 13 mL. This tube allowed visual observation of skin
formation in falling droplets, jet dynamics, and polymer precipita-
tion. Visual observations proved invaluable in optimizing the PCA
process. A thermostated water bath was utilized for experiments
performed above 0 °C, while a dry ice-ethanol bath was used for
subzero temperatures. For all experiments, the CO2 level inside
the cell was maintained 1 cm below the tip of the spray nozzle.
The CO2 inlet line (30 feet long, 0.030 in. i.d. by 1/16 in. o.d.) was
immersed in the bath to equilibrate the CO2 temperature prior to
introduction into the cell.

A cylindrical tube (1 in. o.d. by 11/16 in. i.d. by 8 in. long,
Autoclave Engineers, model CNLX 1608-316) rated up to 689 bar
equipped with a piston was used to pressurize the polymer
solution. This tube was pressurized with dichloromethane by using
a computer-controlled syringe pump (ISCO, model 260D). The

polymer solution was sprayed into the cell via a 100 µm i.d. fused
silica capillary tube or a 0.030 in. i.d. stainless steel tube. In all
cases, the nozzle length was 6.5 in. Nozzles smaller than 100 µm
could not be used because they were plugged by the suspended
lysozyme particles. To ensure smoothness, the capillary tips were
inspected with a microscope. The lysozyme was suspended in the
polymer solution by using an ultrasonic bath.

To collect particles, two small rectangular glass plates (1 in. by
1/4 in.), slanted at an angle of 60°, were stacked in the bottom of
the cell with approximately 5 mm between them. These glass
plates were partially covered with double-sided carbon conductive
tape. Also, a 1/4 in. diameter 0.5 µm filter was placed in the CO2
effluent line at the base of the precipitation cell.

The solution flow rate was controlled with the automated
syringe pump, and in most cases the solution was dripped into
the cell at 0.1-1.0 mL/min. The solution was injected into a vapor
CO2 phase residing above a liquid CO2 phase. In some cases, the
solution flowrate was increased to ∼1.8 mL/min where the solution
no longer dripped, but instead streamed into the cell. This stream
subsequently broke up into smaller droplets upon contacting the
CO2 liquid surface. For most cases, the CO2 was not flowing. In
experiments with flowing CO2, the CO2 entered the cell either
through a port in the top of the cell or through an annular region
in a coaxial nozzle, described in detail elsewhere.41 The CO2 flow
rate was controlled by a needle valve (Whitey, SS-21RS4) in the
effluent line and measured by a rotameter (Omega, model FLT-
40ST). To prevent freezing due to CO2 expansion, the valve was
heated in a water bath to greater than 50 °C. Upon completion of
solution injection, the cell was filled with liquid CO2 to a pressure
of 103 bar. Liquid CO2 was swept through the cell for 10 min to
remove the dichloromethane and further dry the particles. After
drying, the cell depressurized over a 15 min span.

CharacterizationsScanning electron microscopy (SEM) (JEOL
JSM-35C) was used to analyze the morphology of the polymer
particles. The glass slides were mounted on a SEM stage and
coated to an approximate thickness of 200 Å (Pelco Model 3 Sputter
Coater).

To detect lysozyme within the particles, two techniques were
used. In the first method, the lysozyme was stained by ruthenium
tetroxide prior to suspension in the polymer solution, and the
product was observed with an optical microscope (Olympus
VANOX-T or Olympus C-35AD-2)) and compared with SEM
images of the same particles. Energy dispersive spectroscopy (EDS)
was used as the second method (Kevex Analyst 8000 Microana-
lyzer). Two of the amino acids present in lysozyme, cysteine and
methionine, contain sulfur, which is not present in the polymer,
and can be detected by this technique.

Results and Discussion
Effect of CO2-Dichloromethane Mixtures on Mor-

phology of PolymerssFor the CO2 antisolvent process
to be successful, the polymer must be highly insoluble in

Figure 1sSchematic of the apparatus for precipitation with a vapor-over-
liquid compressed fluid antisolvent.
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the CO2-organic solvent mixture, and this mixture must
not cause too much agglomeration of the polymer. Previ-
ously, it was shown that lower molecular weight l-PLA is
only slightly soluble in CO2-cosolvent mixtures.18 CO2 does
not cause l-PLA particles to agglomerate, since they are
semicrystalline.38 l-PLA has a melting temperature (Tm)
of 173-178 °C and a glass transition temperature (Tg) of
60-65 °C (manufacturer’s data). The amorphous biode-
gradable polymer poly(DL-lactide-co-glycolide) (PGLA), how-
ever, is highly plasticized by CO2. PGLA has a Tg of 45-
50 °C.

Experiments were performed to determine if CO2 causes
PGLA particles to agglomerate. PGLA, as a powder, and
in some cases dichloromethane, as a liquid, were fed into
a high-pressure cell equipped with a sapphire window
which has been described previously.60 The cell was sealed,
and then liquid CO2 was injected slowly into the cell. From
ambient temperature down to 0 °C, PGLA powder quickly
gels into a viscous mass when in the presence of liquid CO2
for concentrations from 0.01 to 1.0 wt %. At these concen-
trations, very little polymer dissolved, even with up to 5
wt % CH2Cl2 as a potential cosolvent. The cosolvent
concentrations were chosen to mimic conditions used in the
PCA process. Upon depressurization, the polymer foamed.
At -20 °C, the polymer powder occasionally stuck to the
wall of the cell, but was also partially suspended through-
out the cell. At temperatures below -40 °C the polymer
remained as a free-flowing, nonsticky powder. Since CO2
acts as a plasticizer, it can lower the Tg of the polymer.
The Tg of PGLA containing dissolved CO2 could easily be
as low as -40 °C, or even lower, based upon other systems
mentioned previously.34,39,53,54

Organic Solvent-CO2 Miscibility and Mixings
Dichloromethane is highly miscible with CO2 at ambient
temperature and pressures above 61 bar. In our investiga-
tions, concentrations as high as 73 wt % CH2Cl2 were
miscible with liquid CO2 at temperatures from 23 °C down
to -46 °C. The mixing behavior of CH2Cl2 and CO2 was
observed inside the sapphire cell. The cell was filled
partially with liquid CO2 and equilibrated at the desired
temperature and pressure. Pure dichloromethane was then
injected into the cell through the 100 µm i.d. capillary
nozzle. For conditions where the cell was only partially
filled with liquid CO2, i.e., vapor and liquid CO2 phases
were both present, the solvent was injected at flow rates
of 0.5 mL/min or slower. This flow rate range prevented
the solvent stream from atomizing and allowed the solvent
to drip into the liquid phase. At temperatures ranging from
ambient to -20 °C, the drops quickly dispersed into the
liquid CO2 phase upon contact. At colder temperatures
(-30 °C and below) however, the drops were seen to fall
about 1 cm through the liquid CO2 phase before breaking
up. Operating at temperatures at or below -30 °C therefore

may be expected to delay precipitation of the polymer and/
or lead to agglomeration due to insufficient mixing between
the drop and liquid phases. While the solvent is still
miscible with CO2 at low temperatures, the rate of mixing
decreases significantly.

Polymer Particles Formed in Static Vapor-over-
Liquid CO2sAs shown in Table 1, the concentration of
the polymer solution, temperature, solution flow rate, and
CO2 flow rate were manipulated to observe the effect on
particle formation. In this section, the CO2 was static
(nonflowing). Since both a vapor and a liquid phase are
present in each experiment, the initial pressure was simply
the vapor pressure of CO2 at a given temperature. At 0 °C
the pressure was 35 bar, and at -20 °C it was 20 bar. As
the solution was injected, the pressure decreased slightly,
corresponding to the pressure of the CO2/CH2Cl2 mixture.
The liquid CO2 level was maintained at 1 cm below the tip
of the nozzle to allow droplet formation and release from
the tip before contact with the liquid phase. With the low
flow rate and low shear through the vapor phase, ∼200
µm drops were formed at a frequency of approximately one
per second.

l-PLA is a semicrystalline polymer which has been used
many times in PCA to form microparticles without ag-
glomeration.13,29,38,41,43,45,46 Therefore, we first present re-
sults for l-PLA to serve as a basis for understanding the
more challenging experiments with amorphous PGLA.
When a 1.0% solution of l-PLA in dichloromethane was
dripped into vapor-over-liquid CO2 at 0.5 mL/min and 20
°C, the result was microspheres 1-4 µm in diameter, as
shown in Figure 2 (top) and Table 2. On the basis of visual
observation, it appeared that little precipitation occurred
before each droplet contacted the liquid phase. After the
droplet fell into the liquid CO2 phase, rapid mass transfer
led to intense nucleation resulting in the small micro-
spheres. This result indicates atomization does not play
as important a role in achieving small particles as sug-
gested previously.41 The particles formed a free-flowing
powder and could be sprayed for several minutes with no
agglomeration even as solvent accumulated inside the cell.

Figure 3 is a schematic of a ternary phase diagram
consisting of a polymer, organic solvent, and compressed
CO2.32 The mass transfer pathways are shown only for the
lower liquid CO2 phase. Two of the binary systems are
completely miscible at most conditions in this study, but
the polymer-CO2 binary system is only slightly miscible.
The binodal (coexistence) curve separates the one-phase
and two-phase regions in the ternary system. Between the
binodal and spinodal curves is the metastable region. The
system is stable to small concentration fluctuations in this
region, and phase separation will be by nucleation and
growth. Upon crossing the binodal curve for dilute polymer

Table 1sMorphology of Particles Produced by Dripping Homogeneous Solutions of Amorphous Poly(DL-lactide-co-glycolide) and Semicrystalline
Poly(l-lactide) in Dichloromethane into Vapor-over-liquid Carbon Dioxide

polymer
Csoln

(wt %)
temp
(°C)

Qsoln

(mL/min)
QCO2

(mL/min)
spray time

(min)
particle

size (µm) comments

PGLA 1.0 −20 0.22 0.0 0.35 0.5−5 particles
5.0 −20 0.22 0.0 0.17 5−70 particles
5.0 1 0.10 0.0 1.37 10−50 some 500 µm agglomerates
5.0 5 0.10 0.0 0.35 5−15 some 500 µm agglomerates

10.0 −20 4.0 0.0 0.33 s 1000 µm agglomerates
1.0 −30 0.21 0.0 0.36 s 1000 µm agglomerates
5.0a −20 0.13 0.0 4.66 s 1000 µm agglomerates
5.0b −18 0.5 17.5 1.68 3−25 particles
5.0b,c 0 0.5 35 0.35 10−50 some 500 µm agglomerates

l-PLA 1.0 20 0.5 0.0 0.45 1−4 particles
5.0c 24 0.5 0.0 0.58 250−500 particles

a 750 µm i.d. nozzle. b CO2 flow through coaxial nozzle. c 0.5 wt % lysozyme also present.
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solutions, a polymer-rich phase will nucleate and grow
within a solvent-rich continuous phase.

For a 5.0% solution of l-PLA sprayed at similar condi-
tions, we observed skin formation on the backlit droplet
while it was in the vapor-phase, and the resulting particles
were 250-500 µm in diameter. It was easy to observe that
the liquid droplet became opaque as it fell through the CO2
vapor. A viscous skin appeared to form on the surface of
the drop, and the drop did not break up upon contact with
the liquid CO2. This observation of skin formation is
entirely consistent with SEM micrographs, which indicated
that the particles were the same size as the droplets. In
other experiments, at lower concentrations, where a skin
did not form, a clear transparent droplet fell through the
vapor. With the higher polymer concentration, the dissolu-
tion of CO2 into the droplet forms a skin on the droplet
while it is still in the vapor phase. At this concentration
for l-PLA, the mass transfer pathway on the phase diagram
in Figure 3 passes above the critical point on the binodal
curve (curve B), thus a solvent-rich phase nucleates and
grows within a polymer-rich phase causing skin formation.
The polymer entanglement and viscosity in the skin are
sufficient to maintain the integrity of the droplet as it
solidifies in the liquid CO2, as was observed in a similar
system, as shown in Figures 4-10 of ref 34.34 Here, the
final particle size produced in each droplet is larger than

the nozzle diameter, 100 µm, which was also the case for
PS in toluene solutions sprayed into vapor-over-liquid
CO2.34

In vapor-over-liquid PCA when drops fall through vapor
and atomization is not present, mass transfer is still fast
enough in dilute solutions and is fast enough to produce
1-4 µm l-PLA particles, apparently following mass transfer
pathway A in Figure 3. However, in a previous study with
intense atomization into liquid CO2 at a high density of 0.96
g/mL, the primary particle sizes were even smaller, from
0.1 to 1 µm.41 Not only was atomization more intense
producing smaller droplets, but the phase boundary was
reached more quickly from the faster mass transfer. In
addition, the polymer solidified more rapidly leading to
smaller particles. Dilute solutions were not studied in the
past for V/L CO2, as, for example, the concentration was 6
wt % or higher for PS solutions and particles were larger
than 100 µm.34

For PGLA, the solution concentration was varied from
1.0 to 10.0 wt %. To prevent agglomeration, most experi-
ments were performed at -20 °C to raise the polymer
solution viscosity sufficiently, while maintaining high
enough rates of CO2-organic solvent mixing (on the basis
of the above visual observations of mixing). Also, spray
times were generally kept short, <30 s, to avoid ac-
cumulating large concentrations of dichloromethane in the
static CO2, which causes agglomeration. As the polymer
concentration and thus the solution viscosity increased, it
became necessary to raise the solution flow rate to main-
tain a constant droplet size. The size was chosen to be
slightly larger than the nozzle’s inner diameter. At 1.0 wt
% and -20 °C, small 0.5-5 µm particles were formed by
dripping the solution at a flow rate of 0.22 mL/min into
CO2. These nonagglomerated particles were similar to the
l-PLA microspheres shown in Figure 2 (top). The same
experiment conducted at 0 °C and above produced some
small (0.5-5 µm) primary particles but mostly large (>500
µm) solid agglomerates. Therefore, the polymer particles
are significantly more viscous and less susceptible to
agglomeration at -20 °C.

As shown in Figure 2 (bottom), a 5.0 wt % solution
resulted in 5-70 µm microspheres. At this higher concen-
tration, larger particles may be expected because of the
higher solution viscosity. When the large droplet strikes
the liquid surface, the more viscous solution mixes more
slowly with the surrounding liquid CO2 and mass transfer
rates are slower. With slower mixing and mass transfer,
the degree of supersaturation is lower than with less
viscous solutions (lower concentrations), resulting in fewer
nuclei per weight of polymer. Because most of the nuclei
tend to be formed in a small volume where the droplet falls,
coalescence of primary particles is more prevalent than for
the experiments with lower polymer concentrations, where
faster mixing occurs. With the reduction in nucleation rate
and higher polymer concentrations (which produces faster
agglomeration), especially in a local volume where the drop
falls, larger particles are formed.

Unlike previous studies for polystyrene with the same
vapor-over-liquid technique, these particles are much
smaller than the initial droplet size, which was ∼200 µm.
For 6 wt % polystyrene (200000 MW) in toluene solutions,
300 µm diameter microballoons are formed with a 151 µm
nozzle.34 A skin, about 20 µm thick, forms on the droplet
while still in the vapor phase which then hardens upon
contact with the liquid phase. The polymer entanglement
and viscosity in the skin are sufficient to maintain the
integrity of the droplet as it solidifies in the liquid CO2.
The PGLA in this study has a much lower molecular weight
(∼30000), and the solutions are much less viscous. Also,
the miscible region in the phase diagram in Figure 3 is

Figure 2sSEM micrographs of l-PLA microspheres (top) formed by spraying
a 1.0 wt % l-PLA in dichloromethane (CH2Cl2) solution at 0.5 mL/min at 20
°C and PGLA microspheres (bottom) formed by spraying a 5.0 wt % PGLA
in CH2Cl2 solution at 0.22 mL/min (T) −20 °C), both through a 100 µm
capillary nozzle into static CO2.
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larger for PGLA-dichloromethane-CO2 than for PS-
toluene-CO2 because of the lower molecular weight for
PGLA versus PS and the lower solubility parameter of
dichloromethane versus toluene. Consequently, it will take
longer for PGLA to precipitate on the mass transfer
pathway on the phase diagram (Figure 3), delaying skin
formation.34 Without any visual indication of skin forma-
tion in the vapor phase, smaller particles are produced, as
the droplet breaks up on contact with the liquid phase.

At dilute concentrations, PGLA does not appear to form
a skin when contacting CO2 vapor, and the particles do not
form until the large droplet has begun to disperse in the
liquid CO2 phase. When the solution concentration is
increased to 10 wt %, the solution becomes extremely
viscous and individual particles are not formed, only large
agglomerates, >1000 µm. Here, a thin skin is visible on
the droplets while they are being formed in the vapor
phase, although the microscopic structure of the skin could
not observed with the naked eye. The formation of a skin
was confirmed by examination of the samples with SEM
(not shown). Skin formation is favored by the higher
solution viscosity and high concentration, which may shift
the mass transfer pathway above the critical point (see
Figure 3). This shift would cause solvent-rich domains to
nucleate and grow within a polymer-rich domain.34,37 The
thin skin is weak, since it contains a high concentration of
dissolved CO2, and it was easy to observe visually that the
skin immediately ruptures upon hitting the CO2 liquid
surface. The ruptured skin appeared as large agglomerates
or films when examined by SEM (not shown). The mixing
and diffusion of solvent away from the droplet are very slow
due to the high polymer concentration and viscosity,
resulting in severe agglomeration.

When a polymer solution is sprayed at 1.0 mL/min into
flowing liquid CO2 (without a CO2 vapor phase), we found

that fibers are produced for PGLA concentrations above
1.0 wt %. Fibers are formed from the jet due to the rapid
nucleation, high solution concentration, high solution
viscosity (to prevent atomization) and skin formation.33 In
experiments with vapor-over-liquid CO2, the large droplets
are formed instead of a jet (at the same flow rate) due to
much higher interfacial tension because of the low CO2
density. The precipitation in the droplets is slower than in
the case of a jet due to the larger dimensions of the solution
phase and lower miscibility between the phases for CO2
vapor compared with CO2 liquid. As a result, fibers are not
formed.

The opposing effects of temperature on particle growth,
coalescence, and mixing between the phases must be
properly balanced to produce large nonagglomerated par-
ticles. As temperature is decreased the polymer solution
becomes more viscous, which will cause coalescence to be
less prevalent. Some coalescence, however, will aid the
formation of the desired 50-100 µm particles rather than
the typical 1-5 µm particles. As mentioned earlier, de-
creasing the temperature below -20 °C slows the mixing
between the solvent and CO2 phases. When a 1.0% solution
of PGLA in dichloromethane was dripped into liquid CO2
at -30 °C, no distinct particles were formed, only large
agglomerates, due to the slow mixing. When the solution
droplets fell, they initially formed a pool at the liquid
surface and then penetrated the surface. The polymer
began to precipitate at the interface, forming a film, and
occasionally droplets fell through the film and agglomer-
ated. Previously, we showed that PGLA particles exposed
to CO2 do not tend to agglomerate at -40 °C, indicating
hard particles or even a glassy state. Unfortunately, the
rate of mixing between the organic solvent and the liquid
CO2 is too slow at -30 °C and -40 °C to disperse the
polymer.

At temperatures higher than 0 °C, agglomeration also
occurred readily. As seen in Figure 4 (top), a 5.0 wt %
solution dripped into liquid CO2 at 1 °C yielded some
distinct particles in the 10-50 µm range, but the polymer
was partially agglomerated. This occurred for every experi-
ment at 0 °C or above since the polymer is excessively
swollen by CO2 and the viscosity is too low at these
temperatures.

A 0.030 in. i.d. (∼750 µm) stainless steel nozzle was used
to form larger initial droplets in order to attempt to produce
the desired particle size. For PGLA concentrations of 1.0
and 5.0 wt %, and temperatures from -20 °C to 4 °C, the
particles were always severely agglomerated with few, if
any, distinct particles. The large drops formed more slowly,
providing more time for precipitation to occur which
allowed a thin skin to form on the large droplets while in
the vapor phase. On the basis of visual observation, this
skin was weak and ruptured upon impact with the liquid

Table 2sMorphology of Particles Produced by Dripping Homogeneous Solutions of Amorphous Poly(DL-lactide-co-glycolide) and Semicrystalline
Poly(l-lactide) in Dichloromethane Containing Suspended Lysozyme into Vapor-over-Liquid Carbon Dioxide

polymer
Csoln

(wt %)
temp
(°C)

Qsoln

(mL/min)
QCO2

(mL/min)
spray time

(min)
particle

size (µm) encapsulation

PGLA/lysozyme 1.0 /0.1a −23 0.1 0.0 0.48 0.5−5 no
5.0/0.5 −20 0.1 0.0 1.28 10−60 yes
5.0/0.5 −20 0.5 0.0 0.63 10−50 yes
5.0/0.5 −20 1.5 0.0 0.28 5−50 yes
5.0 /0.5b −20 1.8 0.0 0.18 5−60 yes
5.0 /0.5c −20 0.5 25 0.42 5−30 yes
5.0 /0.5d −21 0.5 35 0.82 >1000e no

l-PLA/lysozyme 1.0/0.1 20 0.1 0.0 3.23 0.5−2.5 no
5.0/0.5 24 0.5 0.0 0.58 250−500 yes

a 1.0 wt % PGLA, 0.1 wt % lysozyme. b Onset of streaming due to high Qsoln. c CO2 flow through coaxial nozzle. d CO2 flow enters from top of cell. e Agglomerates.

Figure 3sSchematic ternary phase diagram comparing mass transfer
pathways for precipitation with a compressed fluid antisolvent: (s) binodal
curve, (---) spinodal curve.
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CO2 surface. The larger droplet size produced a larger local
concentration of polymer and solvent which caused severe
agglomeration of the polymer.

Polymer Particles Formed in Flowing Vapor-over-
Liquid CO2sExperiments were performed with flowing
CO2 to minimize CH2Cl2 accumulation. CO2 was passed
through the annular region of a coaxial nozzle, described
previously,41 at high velocity (69-138 cm/s) to agitate the
surface of the liquid phase to enhance mixing. Figure 4
(middle and bottom) shows PGLA particles formed by
spraying a 5.0 wt % solution at 0.5 mL/min into the cell
through a 100 µm capillary nozzle with CO2 flowing at 17.5
mL/min and at -20 °C. Vigorous mixing was observed at

the interface, such that particles nucleated and grew
throughout the liquid-phase rather than in a local region
where the droplets fell. The resulting spherical particles
ranged in size from 3 to 25 µm in diameter with no
agglomeration even after almost 2 min of spraying. The
difference in results was dramatic compared to the case
for static CO2. The particles were suspended throughout
the cell, but plugging of the frit in the effluent line at the
bottom of the cell limited spray times. This problem could
be reduced in the future with a larger filter. The increased
mixing causes a higher degree of supersaturation, more
nucleation, faster solvent removal and quenching, and less
time for growth. The result was far less coalescence and
agglomeration when compared to the case with static CO2.
Experiments were also run at higher temperatures to
determine if the increased mixing was enough to prevent
agglomeration. For all cases where the temperature was 0
°C or higher, some 10-50 µm particles were formed, but
mostly large (>500 µm) agglomerates were formed. The
particles were not sufficiently hard at the higher temper-
atures to prevent coalescence.

Encapsulation of Lysozyme into PGLA with Static
CO2sIn control experiments, lysozyme suspensions in CH2-
Cl2 were sprayed into CO2 through a 100 µm capillary
nozzle at temperatures from 23 to 0 °C. The lysozyme
suspensions were formed with an ultrasonic bath and were
stable for hours. The suspension flowed smoothly through
the capillary, and the particle size (1-10 µm) and morphol-
ogy of the product were identical to those of the original
lysozyme, which is shown in Figure 5. The original spray-
dried lysozyme particles and those removed after spraying
into CO2 were “bowl-shaped” when examined by SEM.
Since the polymer particles discussed previously were
spheres, it is easy to distinguish between polymer and
protein particles.

Table 2 summarizes results of encapsulating lysozyme
into PGLA. Again, the temperature was chosen as -20 °C
to strike a balance between mixing favored at high tem-
peratures and formation of hard, nonsticky particles in CO2
which is favored at low temperatures. An initial loading
of 10:1 by weight of polymer to protein was maintained in
each case. Figure 6 (top) shows the result of spraying a
1.0 wt % solution of PGLA with lysozyme into static CO2.
The primary particle size was 0.5-5 µm in diameter with
very little encapsulation of the similarly sized protein
particles. The solution was too dilute for polymer particles
to encapsulate a significant fraction of the protein particles.
This result was anticipated, since it was shown above that
small 0.5-5 µm PGLA particles are formed by precipitation

Figure 4sSEM micrographs of PGLA microspheres formed by spraying a
5.0 wt % PGLA in CH2Cl2 solution at 0.1 mL/min (T ) 1 °C) into static CO2

(top) and at 0.5 mL/min into CO2 flowing at 17.5 mL/min at −20 °C (middle
and bottom) through a 100 µm capillary.

Figure 5sSEM micrograph of spray-dried lysozyme particles.
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from a 1.0 wt % solution, which are too small to coat the
lysozyme particles.

For a PGLA concentration of 5.0 wt %, the particles are
in the 5-60 µm diameter range, and the encapsulation
efficiency is substantial, as demonstrated in Figure 6
(bottom). Here, the magnification is high enough to exam-
ine a single particle. The craters or holes in the polymer
particle represent protein particles for the following rea-
sons. In identical experiments without protein, the craters
were never present. Also, the size of the craters match
those of the pure protein particles. Further evidence that
the craters represent protein particles is given below in
the subsection on experiments with flowing CO2.

At lower magnifications, the particles looked similar to
those shown in Figure 2 (bottom). Apparently, the presence
of the small encapsulated protein particles does not have
a significant influence on the polymer particle size. The
polymer particles are much larger than in the case of a
1.0 wt % solution and are large enough to encapsulate
multiple protein particles. Also, since the solution is more
concentrated, the probability of a polymer particle nucleat-
ing and growing next to a lysozyme particle is enhanced.
Also, the protein has the potential to act as a nucleating
agent for the polymer. The large droplets formed in the
CO2 vapor phase lead to relatively slow mixing when the
droplets strike the liquid CO2 phase. The high local
concentrations of the sticky CO2-swollen polymer and
protein lead to a large amount of growth.

A desirable feature of this spray geometry is that a
polymer-rich phase nucleates in the presence of the protein
in the confined space of the droplets, which occupy a small
volume fraction compared to the total volume. Such
nucleation may be expected to produce higher encapsula-
tion efficiencies than if the polymer nucleated throughout
the total cell volume. This advantage of compartmentaliza-
tion of polymer and protein is not present in the GAS
process cited above where CO2 is added to a liquid solution.
A disadvantage of the V/L PCA process is that the primary
mass transfer takes place at the vapor-liquid surface
rather than throughout the entire volume, which can lower
the production rate.

Varying the size of the droplets leaving the nozzle could
potentially lead to a change in size of the polymer particles.
As the flow rate of the polymer solution increased, it was
observed that the droplet size decreased. However, no
significant change in particle morphology occurred when
the solution flow rate was increased from 0.1 to 1.5 mL/
min for a 5.0 wt % solution at -20 °C. In each case, the
particles appeared as those shown in Figure 6 (bottom). A
complication of extremely slow flow rates is plugging of the
nozzle, which occurred very often at 0.1 mL/min, but
infrequently at 0.5 mL/min or higher. This plugging is
likely a result of precipitation inside the nozzle, caused by
CO2 diffusing upward into the nozzle and/or entrapment
of the solid protein particles.

The degree of agglomeration of the polymer product is
dependent upon the solution flow rate and spray time.
When conducting the spray, at a certain time large
particles could easily be seen with the naked eye. When
analyzed by SEM, these large particles were agglomerates
and not simply large flocculates of small primary particles.
At a solution flow rate of only 0.1 mL/min, the experiment
could be run for 1 min before agglomeration began to occur.
For higher flow rates, the observed time where large
particles appeared decreased accordingly to 40 and 20 s at
flow rates of 0.5 and 1.5 mL/min, respectively. This
agglomeration could potentially be avoided by either flow-
ing CO2 continuously through the cell as described in the
next section or by spraying into a larger volume cell. At
1.8 mL/min, streaming of the solution begins to occur
rather than dripping. Here, the range of particle sizes did
not change, but there was a higher percentage of large
particles compared to the previous cases at lower flow rates.
Due to the large amount of solution flowing into the cell,
agglomeration began to occur after only 10 s.

Encapsulation of Lysozyme into PGLA with Flow-
ing CO2sFigure 7 compares an optical micrograph and a
SEM micrograph of polymer particles with protein particles
visible on the surface. These particles were formed by
spraying a 5.0 wt % PGLA solution with suspended
lysozyme at 0.5 mL/min along with CO2 flowing in the
annulus at a velocity of 138 cm/s. The SEM image (top)
shows particles with craters or holes in their surfaces,
which may be identified as the “bowl”-shaped spray-dried
lysozyme particles. The micrograph taken with the optical
microscope (bottom) shows the same polymer particle with
encapsulated stained protein particles. The stained protein
directly corresponds to the craters observed in the SEM
micrograph. This correspondence between optical and SEM
photomicrographs was always observed where we com-
pared images of particles formed by the vapor/liquid PCA
process. Figure 8 (top) shows 40-70 µm particles with
encapsulated lysozyme formed at the same conditions as
Figure 7, except at a higher CO2 flow rate. By varying the
focal plane throughout the depth of the particle (not
shown), we observed in the optical microscope that the
protein particles were encapsulated throughout the PGLA
particles and were not just on the surface. While there did

Figure 6sSEM micrographs of PGLA microspheres formed by spraying a
1.0/0.1 wt % (top) and a 5.0/0.5 wt % (bottom) PGLA/lysozyme suspension
at 0.1 mL/min in CH2Cl2 through a 100 µm capillary nozzle into static CO2 at
−20 °C.
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not appear to be any protein particles which were not
encapsulated, polymer particles without encapsulated pro-
tein were present.

Flowing CO2 at high velocity during the spray delayed
the time at which large particles were observed visually
in the tube. This time corresponded to the time where
agglomeration was observed in the SEM micrographs.
Flowing CO2 through the annular region surrounding the
nozzle at high velocity caused a large amount of mixing at
the vapor/liquid interface and suspended the precipitated
particles throughout the cell, yielding spherical, nonag-
glomerated particles. Spraying a 5.0%/0.5% PGLA/lysozyme
solution at 0.5 mL/min into the cell at -20 °C with CO2
flowing at 25 mL/min yielded spherical particles 5-30 µm
in diameter, with encapsulation of the protein as seen in
Figure 8 (bottom). These particles are more uniform in size
and shape than those formed in static CO2 and appear like
those in Figure 4 (middle). The particle sizes are more
uniform in this case due to better mixing at the vapor-
liquid interface.

In another type of experiment, CO2 was introduced into
the cell through a large opening located in the top of the
cell 1 cm above the tip of the nozzle. Here, the CO2 velocity
was relatively low and turbulence from the CO2 did not
have much effect on the solution stream nor on the CO2
vapor/liquid interface. The purpose of flowing CO2 was to
reduce the accumulation of solvent in the cell. Spraying a
5.0%/0.5% PGLA/lysozyme solution at 0.5 mL/min into CO2
flowing at 35 mL/min at -21 °C yielded little change in
particles size and failed to delay the onset of agglomeration,
compared to the case with static CO2. The same was true

for higher CO2 flow rates up to 52 mL/min. With this cell
configuration, the CO2 stream does not cause significant
turbulence or mixing inside the cell. Since agglomeration
occurred at the same time as in static CO2 experiments,
most of the agglomeration occurs immediately after pre-
cipitation and not after solvent buildup in the cell. In this
case the particles were concentrated at the liquid-vapor
interface and were not suspended throughout the liquid
phase.

Elemental analysis via energy dispersive spectroscopy
(EDS) was also used to confirm the presence of lysozyme
in the polymer particles. Lysozyme has 2 amino acid
constituents containing sulfur, cysteine, and methionine,
which can be detected via EDS. Chicken egg white lysozyme
is reported to contain eight cysteine molecules and two
methionine molecules per protein chain.61,62 Both of these
amino acids have one sulfur atom per molecule, resulting
in 10 per lysozyme molecule. EDS scans of the pure protein
(top) and particles with encapsulated protein (bottom) are
shown in Figure 9. The analysis of the pure lysozyme shows
peaks corresponding to the presence of phosphorus, chlo-
rine, and potassium impurities as well as the sulfur.
Analysis of the peaks is only qualitative, unfortunately, due
to multiple scattering of the X-rays. Particles formed by
spraying a 5.0% PGLA solution with suspended lysozyme
were analyzed as shown in Figure 9 (bottom). The lower
curve represents a polymer particle with no protein present,
while the upper curve corresponds to a single polymer
particle with entrapped lysozyme. The particles were
collected on a section of a glass slide, thus explaining the
presence of the silicon impurity peak. The presence of the

Figure 7sSEM micrograph (top) and optical micrograph (bottom) of PGLA
microspheres formed by spraying a 5.0/0.5 wt % suspension of PGLA/lysozyme
in CH2Cl2 at 0.5 mL/min through a 100 µm capillary nozzle into CO2 flowing
at 15 mL/min at −20 °C.

Figure 8sSEM micrograph (bottom) and optical micrograph (top) of PGLA
microspheres formed by spraying at 0.5 mL/min a 5.0/0.5 wt %PGLA/lysozyme
suspension in CH2Cl2 through a 100 µm capillary nozzle into CO2 flowing at
25 mL/min at −20 °C.
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other peaks, excluding silicon, indicates that lysozyme was
encapsulated within the polymer particle examined.

Encapsulation of Lysozyme into l-PLAsWhen poly-
mer particles are similar in size to the protein particles,
little or no encapsulation is expected to occur. Figure 10
(top) shows particles formed by spraying a 1.0% l-PLA
solution with suspended lysozyme at 0.1 mL/min and 20
°C. As shown, the 1-4 µm polymer particles do not tend
to encapsulate the lysozyme particles. Therefore, the
polymer precipitation occurs without requiring the protein
as a nucleation site. Solutions with higher polymer con-
centrations will tend to form larger particles as evidenced
earlier for PGLA. Spraying a 5.0% l-PLA solution at 0.5
mL/min and 24 °C resulted in particles 250-500 µm in
diameter, Figure 10 (bottom). This polymer precipitates
very rapidly, and a polymer skin quickly forms on the
droplet while still in the CO2 vapor phase. The high
solution viscosity caused the drop size to be larger than
the nozzle inner diameter, and the resultant particle
diameter was the same as the initial drop size. In this case
the large polymer particles appeared to encapsulate all of
the protein particles, as no individual protein particles were
found on the sample slides.

Conclusions
Several major challenges for the PCA process were

overcome in order to encapsulate a protein into PGLA. The
PGLA particles were large enough to encapsulate the
protein and did not agglomerate. In contrast, the primary
particles (0.5 to 5 µm) were too small for encapsulation
when the solution was sprayed into liquid or supercritical
CO2; furthermore, the particles were highly agglomerated.
By delaying precipitation in a vapor CO2 phase over a

liquid CO2 phase, much larger primary particles were
formed, from 5 to 70 µm. At an optimal temperature of -20
°C, the polymer solution mixed rapidly with CO2, and
agglomeration of primary particles was minimal due to
harder particles than at higher temperatures.

The amorphous polymer PGLA is highly plasticized by
CO2. Dissolution of CO2 into PGLA depresses the Tg from
the normal value of 45 °C to approximately -40 °C at 276
bar, based upon observation of particle agglomeration.
Below -40 °C, the polymer remains as a nonsticky, free-
flowing powder in the presence of CO2 at 276 bar. Below
-30 °C, the rate of mixing between CH2Cl2 and liquid CO2
decreases appreciably. At an optimal temperature of -20
°C, the highly viscous PGLA microspheres do not ag-
glomerate, yet the temperature is high enough to achieve
adequate mixing between liquid CO2 and the organic
solution. An additional benefit of operating at colder
temperatures is the relatively low pressure. At -20 °C, the
saturation pressure of CO2 is 19.7 bar, compared to 61.4
bar at 23 °C.

The vapor-over-liquid PCA process forms microspheres
in the 5-70 µm range when a 5.0% solution of PGLA in
dichloromethane is sprayed at 0.22 mL/min through a 100
µm diameter nozzle into static CO2 at -20 °C. Experimen-
tal temperatures of 0 °C or above or below -30 °C yielded
only large (>1000 µm) agglomerates. At high temperatures
the particles are too sticky due to dissolved CO2, and at
low temperatures, the organic solution and CO2 mix too
slowly. Lower concentrations yielded smaller primary

Figure 9sEDS scans of spray-dried lysozyme (top) and PGLA microspheres
(bottom) formed by spraying a 5.0/0.5 wt % suspension of PGLA/lysozyme at
0.5 mL/min in CH2Cl 2 through a 100 µm capillary nozzle into CO2 flowing at
15 mL/min at −20 °C.

Figure 10sSEM micrographs of l-PLA microspheres formed by spraying a
1.0/0.1 wt % l-PLA/lysozyme suspension at 0.1 mL/min at 20 °C (top) and a
5.0/0.5 wt % l-PLA/lysozyme suspension at 0.5 mL/min at 24 °C (bottom)
through a 100 µm capillary nozzle into static CO2.
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particles whereas highly viscous concentrated solutions
above 10.0 wt % led to skin formation in the vapor phase
and subsequent agglomeration in the liquid CO2 phase. The
thin skin is weak due to low molecular weight and dissolved
CO2, and hence rupturing occurs upon impact at the liquid
interface leading to agglomeration. Particle sizes did not
change appreciably with solution flow rate in the “dripping”
regime. At the onset of streaming flow, there was a higher
percentage of large particles, while the particle size range
remained the same. The most spherical and uniform
particles ranging in size from 3 to 25 µm in diameter were
produced by flowing CO2 at high velocity through an
annular region in a coaxial nozzle to provide mixing at the
interface.

Encapsulation of 1-10 µm lysozyme particles proved
successful for the 5-70 µm PGLA microspheres for a 1:10
ratio by weight of protein to polymer and a 5 wt % polymer
solution. The presence of lysozyme in the particles was
demonstrated by SEM analysis, optical microscopy, and
EDS. A high encapsulation efficiency for this process is
favored by the fact that the protein and polymer precipitate
together in small droplets. The use of protein suspensions
extends the applicability of the PCA process substantially,
since many proteins are insoluble in organic solvents and
are less likely to be denatured when suspended.
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Introduction
Metastable thermodynamic states are frequently en-

countered in pharmaceutical systems, in the intentional
or unintentional creation of supersaturation, in the crystal-
lization of desired solid-state modifications, and in the
control of solid-phase conversions during isolation, manu-
facturing, storage, and dissolution.1-4 Some examples in
which metastable states are encountered include solid
solutions, freeze-concentrated solutions, solutions of weak
acids or bases exposed to a pH change, solutions prepared
by dissolving a solid-state modification with a higher
solubility (higher free energy), and residual solutions
during filtration, granulation, and drying. Because crystal-
lization provides a way of reducing the free energy of
metastable thermodynamic states, the extent to which
metastable states can be maintained is determined by the
crystallization mechanisms and kinetics.5-16 What is sur-
prising, however, is that despite the important role that
crystallization has in process control and in determining
solid-phase outcomes, crystallization phenomena are often
neglected in the pharmaceutical industry until a problem
is encountered.

While emphasis is often given to the knowledge of
equilibrium phase diagrams with the purpose of identifying
the concentration and temperature regions of thermody-
namic stability of solid phases, information on crystalliza-
tion processes can only be obtained by combining studies

of thermodynamic properties with kinetic measurements.
Cases of unwanted or previously unknown nucleation
events abound. Dunitz and Bernstein17 documented cases
of “disappearing or elusive polymorphs” that provide
evidence for the consequences of poor process control in
crystallization of polymorphic systems. The recent shortage
in the supply of capsules of the HIV protease inhibitor
Norvir (indinavir), due to the sudden formation of a
crystalline structure different from the one harvested for
months,18 illustrates the decisive role that nucleation
mechanisms and kinetics have on crystallization. Nichols
and Frampton19 have reported considerable efforts that
failed to crystallize the metastable polymorph of paraceta-
mol as described in the initial publication of the crystal
structure.20 The critical role of crystallization kinetics in
determining the appearance of crystalline modifications is
also recognized by the FDA and described in the guidelines
for the manufacture of drug substances:21 “Appropriate
manufacturing and control procedures (including in-process
testing when needed) should be established for the produc-
tion of the desired solid-state form(s). It should be empha-
sized that the manufacturing process (or storage condition)
is responsible for producing particular polymorphs or
solvates; the control methods merely determine the out-
come.”

Even when the parameters that regulate crystallization
phenomena are neglected, the illusion of process control is
motivated by a crystallization process that yields the
desired productssolid phase modification, shape, or size
distributionsand by the robust analytical methods used
for solid state characterization. This situation is greatly
complicated by the recent emphasis on an exclusively
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structural approach due to the availability of commercial
software for the prediction of crystal structure from mo-
lecular structure (ab initio predictions) while kinetic pro-
cesses are scarcely investigated. Desiraju22-24 and Gave-
zzotti25-29 have discussed the various methods for crystal
structure and polymorphism prediction and the capabilities
and shortcomings of the various computer simulation
techniques. The main challenge lies in determining the
relationships between the molecular aggregation pathways
that cause some nuclei to grow and the structure and
thermodynamics of the crystalline solids. Recent work from
various groups14,30-40 highlight the importance of combining
computer simulations with experimental methods to in-
vestigate the molecular events that lead to crystallization.

The purpose of this review is to describe ways in which
crystal structure, morphology, and crystallization kinetics
can be utilized to reproducibly maintain metastable states
and control solid-state outcomes. Experimental methods
that can be employed to investigate the factors that
regulate crystallization from solution will be presented.

Crystallization
A crystalline phase is created as a consequence of

molecular aggregation processes in solution that lead to
the formation of nuclei (with a configuration compatible
with the crystal structure), which achieve a certain size
for a sufficient time to enable growth into macroscopic
crystals. The rate and mechanisms by which crystals are
formed in liquid solutions is determined by the solubility,
supersaturation, rate at which supersaturation is created,
diffusivity, temperature, and the reactivity of surfaces
toward nucleation.41-45

Transferability of crystallization microtechniques to
larger scale processes that are reproducible requires iden-
tification of crystallization mechanisms and kinetics. While
operationally useful variables that describe crystallization
methods are often related to crystallization outcomes, this
approach lacks meaningful information for developing a
process that yields reliable outcomes, since the factors that
determine the crystallization kinetics and outcomes are not
explicitly considered. For instance, compare the following
two approaches to describe the processes for the selective
crystallization of polymorphs: (1) form I obtained by
cooling, form II obtained by evaporation, and (2) form I
obtained at a supersaturation x, temperature y, and time
z at which crystals were harvested after crystallization
onset; form II obtained at supersaturation x′, etc. While
the former approach is at best anecdotal, the latter employs
the causative factors and leads to relationships between
the crystallization kinetic parameters and the outcomes.

Control of the processes of nucleation and crystal growth
is possible as long as the required information is available.
Dunitz and Bernstein17 have explained the mystery of
disappearing polymorphs by considering various examples
and the relevant questions that were left unanswered. They
state that “once a particular polymorph has been obtained,
it is always possible to obtain it again; it is only a matter
of finding the right experimental conditions.”

Supersaturation
Knowledge of the driving force for crystallization is

essential, not only to characterize the kinetics, but also to
relate the crystallization outcomes to the parameters that
regulate crystallization. The number of molecules necessary
to achieve an effective nucleating cluster is inversely
proportional to the supersaturation. Therefore, as the
supersaturation is increased the probability of nucleation

increases. However, nucleation is energetically more de-
manding than crystal growth, and there are supersatura-
tion regions in which crystal growth proceeds while nucle-
ation is suppressed.41,42,44

The driving force for nucleation and growth is the
difference in chemical potential of the solute in a super-
saturated solution, µ1, and in a saturated solution, µeq:

Since µ ) µ° + RT ln a, then

and the supersaturation is

If the activity coefficient, γ, is independent of concentra-
tion, in the given concentration regime, then γ1 ) γeq and
the supersaturation becomes

where c is the concentration of the crystallizing substance
in the supersaturated solution and s is the solubility. (This
notation is adopted to avoid the use of subscripts.) A
frequently used definition for the supersaturation is

For c/s values smaller than 1.15,

Supersaturation may be created by various methods that
regulate the solute activity (concentration) or activity
product. These include (a) solvent removal (evaporation or
freezing), (b) addition of indifferent salts with ions that
participate in precipitation, and (c) dissolution of meta-
stable solid phases. Supersaturation can also be created
by methods that regulate the solute solubility, such as
temperature change, pH change, and addition of a solvent
that lowers the solubility of the solute.

Nucleation
Nucleation is often the decisive step in the crystallization

process and is of practical importance in pharmaceutical
systems. For instance, questions regarding the concentra-
tion threshold above which crystallization is observed at
times shorter than the desired product shelf life, or dilution
rates and concentrations above which precipitation occurs
upon injection, are related to the kinetic stability of
supersaturated solutions and are regulated by the nucle-
ation mechanisms and kinetics. Nucleation phenomena are
equally important in the control of micromeritic properties
and in the selective crystallization of a particular poly-
morph.

In general, nucleation mechanisms can be divided into
two main categories: homogeneous and surface or interface
catalyzed.42-44,46 Homogeneous nucleation rarely occurs in
large volumes (greater than 100 µl) since solutions contain
random impurities which may induce nucleation.47,48 This
type of nucleation is referred to as heterogeneous. A surface
or an interface of different composition than the crystal-
lizing solute may serve as a nucleation substrate, by
decreasing the energy barrier for the formation of nuclei
that can grow into mature crystals. Nucleation that is
promoted by crystals of the crystallizing solute is known

∆µ ) (µ1 - µeq) (1)

∆µ ) RT ln (a1/aeq) ) RT ln (γ1c1/γeqceq) (2)

σ ) ∆µ/RT ) ln (a1/aeq) ) ln (γ1c1/γeqceq) (3)

σ ) ln (c1/ceq) ) ln (c/s) (4)

σ ≡ (c - s)/s (5)

σ ) ln (c/s) ≈ (c - s)/s (6)
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as secondary nucleation. These mechanisms are thoroughly
discussed by Mullin,42 Myerson,44 and Zettlemoyer.46

Homogeneous NucleationsThermodynamic consid-
erations for nucleation are based on the work of Gibbs,49

Volmer 50 and others, where the free energy change for an
aggregate undergoing a phase transition ∆G is given by

where ∆Gs is the surface free energy change associated
with the formation of the aggregate (a positive quantity),
and ∆Gv is the volume free energy change associated with
the phase transition (a negative quantity). For homoge-
neous or heterogeneous nucleation

where R is the volume-shape factor, l is the characteristic
length, υ is the molecular volume of the crystallizing solute,
kB is Boltzmann’s constant, and T is temperature. For
homogeneous nucleation

where â is the area shape factor and γ is the interfacial
energy per unit area between the crystallization medium,
1, and the nucleating cluster, 2. Consequently, the overall
free energy change for nucleation is decreased by a large
supersaturation ratio (c/s) and by a low interfacial energy.

The factors that regulate nucleation are best appreciated
by considering the equation for the rate of homogeneous
nucleation from solutions:

J is the number of nuclei formed per unit time per unit
volume, No is the number of molecules of the crystallizing
phase in a unit volume, ν is the frequency of atomic or
molecular transport at the nucleus-liquid interface, and
∆G* is the maximum in the Gibbs free energy change for
the formation of clusters, at a certain critical size, l*. The
nucleation rate was initially derived for condensation in
vapors by Becker and Döring,51 where the preexponential
factor is related to the gas kinetic collision frequency. In
the case of nucleation from condensed phases, the fre-
quency factor is related to the diffusion process.52 The value
of l* can be obtained by minimizing the free energy function
with respect to the characteristic length

For spherical clusters, R ) 4π/3 and â ) 4π based on
the cluster radius. Therefore,

Considering these geometric factors, the rate for homo-
geneous nucleation of spherical clusters is

While the classical theory of nucleation is limited by the
implicit assumptions in its derivation (described in detail
in ref 41) it successfully predicts the nucleation behavior
of a system.42-44,46,53 Inspection of the equation above
clearly suggests that the nucleation rate can be experi-
mentally controlled by the following parameters: molecular
or ionic transport, viscosity, supersaturation, solubility,
solid-liquid interfacial tension, and temperature.

Nucleation kinetics are experimentally determined from
measurements of nucleation rates, induction times and
metastability zone widths (the supersaturation or under-
cooling necessary for spontaneous nucleation) as a function
of initial supersaturation.41-43,54 The nucleation rate will
increase by increasing the supersaturation while all other
variables are constant. However, at constant supersatu-
ration the nucleation rate will increase with increasing
solubility. Solubility affects the pre-exponential factor and
the probability of intermolecular collisions. Furthermore,
when changes in solvent or solution composition lead to
increases in solubility, the interfacial energy decreases
since the affinity between crystallizing medium and crystal
increases.41 Consequently, the supersaturation required for
spontaneous nucleation decreases with increasing solubil-
ity,55 as shown in Figure 1.

The dependence of nucleation rate on solubility is also
consistent with Ostwald’s law of stages56 regarding the
preferential formation of a metastable solid phase, that
states the following: “when leaving an unstable state, a
system does not seek out the most stable state, rather the
nearest metastable state which can be reached with loss
of free energy”. This indicates that if the unstable solid-
state modification (the system with highest solubility)
precipitates before more thermodinamically stable solid
phases, it must have higher nucleation and growth rates
than solid states of lower solubility. However, Ostwald’s
law of stages is not universally valid because the appear-
ance and evolution of solid phases are determined by the
kinetics of nucleation and growth under the specific
experimental conditions.5,6,13

Accounts of nucleation inhibition in the pharmaceutical
literature are sometimes confusing because the dependence
of the nucleation event (nucleation rate, metastability zone
width, or induction time) on supersaturation is not con-
sidered. In search for additives that inhibit nucleation,

∆G ) ∆Gv + ∆Gs (7)

∆Gv ) -Rl3υkBT ln(cs) (8)

∆Gs ) âl2γ12 (9)

J ) Noν exp(-∆G*
kBT ) ) Noν exp( -4â3υ2γ12

3

27R2(kBT)3(ln(cs))2) (10)

l* )
2âυγ12

3RkBT ln(cs)
(11)

r* )
2υγ12

kBT ln(cs)
(12)

J ) Noν exp( -16πυ2γ12
3

3(kBT)3(ln(cs))2) (13)

Figure 1sDependence of the critical supersaturation for nucleation on solubility
of nitrofurantoin in (1) formic acid, (2) formic acid:water (4:1), (3) formic acid:
ethanol (2:1), (4) formic acid:dioxane (2:1), (5) formic acid:methanol (2:1), (6)
formic acid:water (2:1). Data from ref 55.
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induction times are often measured as a function of
additive concentration while the dependence of the nucle-
ation event on supersaturation is neglected. Results from
such studies possibly lead to the erroneous conclusion that
the additive inhibited nucleation57,58 when indeed the
additive decreased the supersaturation, and frequently led
to an undersaturated state. Hence, the system is under
thermodynamic control instead of kinetic control.

An important factor contributing to the nucleation
mechanism and kinetics is the volume of solution in which
nucleation occurs. The dispersal of a bulk liquid into a
collection of small droplets has been shown to be an
effective way of achieving large supersaturations or un-
dercoolings.47,48 Precipitation and solidification in small
volumes (droplets) involving emulsions have been used to
study homogeneous nucleation processes,59 and to control
purity, particle size, and morphology.60,61 Dispersing a
solution into small volumes isolates heterogeneous nucle-
ants within a fraction of the drops and makes nucleation
more difficult. Consequently, larger supersaturations need
to be reached for nucleation to occur. The boundaries of
possible outcomes are represented by the following sce-
narios: (1) crystals of very small size (even in the nanom-
eter range) are formed as a result of the high nucleation
rates,60,61 or (2) a glass or amorphous solid is formed due
to the low diffusion rates of molecules that inhibit the
evolution of clusters to crystals within the time scale of
the experiment.62

Nucleation outcomes from solutions with initially the
same composition may vary as a consequence of impurities,
rates at which supersaturation was created, thermal
histories, experimental techniques employed to detect
precipitation, and solution volumes in which nucleation
occurred. An important factor contributing to the changes
in pH during freezing of buffer solutions is the selective
crystallization of buffer components.63-66 The salt and
buffer concentrations for precipitation of disodium phos-
phate during freezing of sodium phosphate buffer solutions
among various laboratories are shown in Table 1. Murase
et al.63,64 report higher initial buffer and disodium phos-
phate concentrations for the precipitation of disodium
phosphate, compared to results from our laboratory.66 The
fraction of disodium phosphate precipitated was observed
to decrease with decreasing the initial buffer concentration
below 500 mM, at 200 mM disodium phosphate concentra-
tion, versus an initial buffer concentration below 8 mM,
at 0.3 mM disodium phosphate concentration in our stud-
ies;66 furthermore, disodium phosphate did not precipitate
at initial disodium salt concentrations below 10 mM63,64

while our studies show that precipitation occurs at salt
concentrations as low as 0.3 mM.66 Inspection of the
experimental conditions under which these studies were
done (Table 2) shows a trend toward slower salt precipita-
tion rates with decreasing volume of solutions from 25 mL
to 3 µl and increasing rates of cooling to lower tempera-
tures.

Neglecting the factors that regulate nucleation leads to
misleading generalizations when developing guidelines to
control precipitation by the addition of noncrystallizing
additives. Consider, for example, the conflicting interpreta-
tion of additive effects on nucleation when these are
expressed in terms of concentration ratios (additive to
crystallizing solute) while ignoring other parameters. Data
in Table 1 indicates that disodium phosphate precipitation
is inhibited at (H2PO4

-/HPO4
2-) ) 4 (0.73 M/0.19 M)65

while it is not inhibited at (H2PO4
-/HPO4

2-) ) 16 (0.094
M/0.006 M).66 Compared to the systems we studied,66 the
buffers studied by Cavatur and Suryanarayana65 have
much higher concentrations of monosodium phosphate
(which increase the viscosity of solutions), smaller solution
volumes, and faster rates of cooling to lower temperatures.
All these factors contribute to delaying salt precipitation.

The effect of the viscosity of the crystallization medium
on the nucleation rate has been described by Turnbull and
Fisher.52 The frequency of atomic or molecular transport
at the nucleus-liquid interface can be related to the bulk
viscosity, η, with the Stokes-Einstein relation:

where ao is the mean effective diameter of the diffusing
species. If the viscosity dependence on temperature is
described by Arrhenius behavior, then

where ∆Ga is the activation energy for transport across the
nucleus-liquid interface. Thus, the nucleation rate may
go through a maximum when an increase in undercooling
or supersaturation is accompanied by an increase in
viscosity. This behavior has been observed in the nucleation
of citric acid in aqueous solutions,67 and the crystallization
of ice.68

Heterogeneous NucleationsHeterogeneous nucle-
ation processes are of fundamental and practical impor-
tance in pharmaceutical systems since unintentionally or
intentionally added surfaces or interfaces may promote
nucleation. The reactivity of crystals surfaces as hetero-
geneous nucleants has significant consequences in the
isolation of the desired solid-state modification and in the
control of conversions between these modifications, since
the free energy required for the formation of two-dimen-
sional nuclei is lowered by the presence of an appropriate
substrate. Quantitatively this is described by the following
equation:69,70

Table 1sComparison of Crystallization Behavior of Disodium
Phosphate during Far-from-Equilibrium Freezing of Buffer Solutions

crystallization behavior of Na2HPO4‚12H2O

reference observation
CNa2HPO4

a

(mM)

Murase and Franks63,64 crystallization begins to
decrease

e200

does not crystallize e10

Cavatur and
Suryanarayanan65

readily crystallizes 190

crystallization is inhibited
by CNaH2PO4

b g 730 mM
190

Gómez66 crystallization begins to
decrease

e15

crystallization readily occurs g0.3
crystallization is not inhibited

at CNaH2PO4 e 94 mM
6

a CNa2HPO4 ) initial disodium phosphate concentration in solution at 25 °C.
b CNaH2PO4 ) initial monosodium phosphate concentration in solution at
25 °C.

Table 2sExperimental Conditions and Methods of Measuring
Progress of Sodium Phosphate Crystallization during Freezing

reference

vol of
solution

(µL)

cooling
rate

(°C/min)
temp
(°C) method

Murase and Franks63,64 2−5 0.62 −52 DSC, SEM
Cavatur and

Suryanarayanan65
300a 15 −40 XRPD

Gómez66 25 × 103 0.3−0.5 −10 pH

a Personal communication.

ν ≈ kT
3πao

3η(T)
(14)

J ) K
ηo

exp(-∆G* - ∆Ga

kBT ) (15)
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where γ is the interaction energy per area, A is the surface
area of the interfaces, and the subscript 3 represents the
substrate. The total change in surface free energy will be
lowered by favorable surface interactions between the
aggregate and the substrate and unfavorable interactions
between the crystallization medium and the substrate, due
to the negative value of the second term in eq 16. Conse-
quently, nucleation will be enhanced by increasing the
surface area of the substrate.

The effectiveness of crystal seeding in controlling crys-
tallization outcomes relies on the potential of crystal
surfaces to promote heterogeneous or secondary nucle-
ation,42,43 while avoiding heterogeneous nucleation medi-
ated by unknown contaminants. A review by Ward71 on the
structure, properties, and reactivity of organic crystal
surfaces is recommended to develop strategies for the
choice of surfaces that promote nucleation. Various
studies8,72-75 have demonstrated the influence of substrate
topography, lattice parameters, crystallographic symmetry
and intermolecular interactions on surface-directed nucle-
ation.

Heterogeneous nucleation mechanisms can significantly
affect dissolution of metastable solid phases, because this
form of nucleation can occur at low driving forces. While
the choice of a metastable solid phase with a solubility
higher than other crystalline modifications is motivated by
the expectation of faster dissolution rates, achievement of
faster dissolution rates and higher concentrations in solu-
tions is jeopardized by surface-mediated nucleation events.
We have reported8 that the surface of the metastable phase
of theophylline promoted the nucleation of the stable
monohydrate crystals. The observed oriented growth of
monohydrate crystals on the anhydrous surface is consis-
tent with a close lattice match between the b and c
crystallographic axes.8 Other studies on the dissolution of
metastable solids such as anhydrous theophylline76 and
anhydrous carbamazepine77-79 have shown that crystal-
lization of the stable phase occurs during dissolution,
Figure 2. It is unfortunate that in view of the important
influence that nucleation mechanisms have on dissolution
of metastable solid phases, very seldom are studies carried
out to identify the potential of substrate-mediated nucle-
ation by the metastable modification. The information
gained from this type of study can be used in the design of
methods to regulate crystallization during dissolution as
well as during isolation of the desired solid form.

Carter and Ward70 have identified a surface-mediated
nucleation mechanism that involves a geometric shape
match between planes of a ledge site on the substrate and
planes of prenucleation aggregates. They have applied
these concepts to the directed nucleation of polymorphs.72,74

This work provides us with the attractive possibility that
“a library of organic seeds can be used to control polymor-
phism, or to search for unknown polymorphs”.71 Molecular
interpretations based on this approach are experimentally
more accessible than those based on solvent-selective
polymorph crystallization.

Experimental and Computational StrategiessWhile
nucleation phenomena have their origin at the molecular
level, they are often described in terms of macroscopic
properties due to the scarcity of experimental techniques
that allow for monitoring events at the molecular level.
Nevertheless, information about molecular association
processes in supersaturated systems obtained by laser
Raman spectroscopy and laser light scattering has been
used to identify prenucleation clusters and growth units
under well-defined experimental conditions. Methods that
measure cluster size distributions are more appropriate for

studying crystallization of macromolecules80-84 due to the
large sizes of prenucleation clusters, while Raman and
fluorescence spectroscopic techniques are capable of provid-
ing information about the solution structure or the species
present in solution.85-88 The implications for crystallization
pathways are examined by comparing the solution and
crystal structures at a molecular level, and by combining
information obtained from macroscopic analysis with re-
sults from molecular simulations.14,31-40

Desiraju22-24 and Gavezzotti26-29 have described crystal
engineering strategies to understand the molecular ag-
gregation processes involved in crystallization and to
elucidate the supramolecular motifs in organic crystals. In
this context, crystals are viewed as solid-state supermol-
ecules assembled by intermolecular interactions, with the
basic approach of establishing a relation between molecular
interactions and supramolecular structure. Recent studies
by Gavezzotti29 show how molecular dynamics calculations
allow for simulation of solvent and kinetic effects on
molecular aggregation.

The supramolecular assembly process can be controlled
so that the precursor nuclei in solution adopt a structure
that resembles the structure of the desired crystalline
modification.29,89,90 This concept has been used in the design
of nucleation inhibitors to prevent growth of the stable
polymorph and enhance the growth of the metastable
polymorph.13,15,16 Davey et al.14 have explained the solvent-
dependent polymorph appearance of sulfathiazole by ana-
lyzing the intermolecular interactions in the various poly-
morphic structures and comparing them with the supramole-
cular assemblies that could exist in the different solvents.
In this case, however, the solvent-dependent selective
crystallization of a polymorph was not correlated with
solubility.14,91

Strategies used for the rational choice of additives to
selectively inhibit nucleation or growth of the thermody-

∆Gs ) γ12A12 + (γ23 - γ13)A23 (16)

Figure 2sNucleation and growth of dihydrate carbamazepine on crystal faces
of anhydrous monoclinic carbamazepine in aqueous solutions of sodium lauryl
sulfate (17.3 mM, 0.5%), supersaturation ratio of 1.15 at 25 °C. From ref 79.
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namically stable modification are based on the work of
Davey,12-14,92 Leiserowitz,15,16 and others.40,93,94 The main
features of these strategies are as follows:

(1) identification of the fastest growing faces of the stable
crystalline modification,

(2) characterization of intermolecular interactions along
the crystallographic direction with fastest growth,

(3) selection of additives that can be incorporated in the
crystalline structure along this direction, and

(4) development of experimental methods to investigate
the effectiveness of the additive to kinetically stabi-
lize the metastable modification.

The selection of additives can be guided by molecular
visualizations of the crystal structure based on geometric
fits13,95 or binding energy calculations.36,96

Growth Mechanisms and Kinetics
Once the nucleation step has been overcome, nuclei grow

into macroscopic crystals. This stage of the crystallization
process is known as crystal growth. The nucleation and
growth processes compete for solute in terms of their
respective dependence on supersaturation, and their rela-
tive rates will determine the crystal size distribution.

Crystal growth is governed by both internal and external
factors. Internal factors such as the three-dimensional
crystal structure and crystal defects will determine the
nature and strength of the intermolecular interactions
between the crystal surface and the solution, whereas
external factors such as temperature, supersaturation,
solvent, and the presence of impurities will affect the type
of interactions at the solid-liquid interface.

Depending on the objectives and applications of growth
rate measurements, the growth rate may be expressed as
(1) overall linear growth rate which is the rate of change
of the volume equivalent diameter with time, (2) linear
growth rate of a face which is the rate of displacement of
a crystal face in a direction perpendicular to the face, and
(3) velocity, height, and spacing of growth steps spreading
across a crystal surface. The linear growth rate of a face
can be expressed in terms of the step velocity, the step
height, and the step spacing. Techniques used for in-situ
measurement of crystal growth rates as a function of
supersaturation include (1) monitoring the crystal popula-
tion by methods that measure particle size and number,97,98

(2) monitoring the growth rates of individual crystal faces
by optical microscopy with the use of a flow cell system
shown in Figure 3,39,95,99-101 and (3) monitoring the devel-

opment of surface morphology at the molecular level by
atomic force microscopy (AFM)101-105 and interferometric
microscopy.37,38

The external shape or morphology of a crystal is a
consequence of the relative growth rates of the faces and
reveals the molecular events occurring at the crystal face-
liquid interfaces during growth. Even when morphology
does not play a significant role in quality control, studying
it is essential to understand the kinetics of crystalliza-
tion.106 The morphological importance of a face (surface
area) is inversely related to its growth rate. Based on these
concepts, one of the standard methods used for identifying
solvents or dissolved additives that influence nucleation
and growth is to investigate the relation between crystal
morphology and growth conditions.13,95,107 A common ap-
proach is to compare the experimentally observed morphol-
ogy with the theoretical morphology and to interpret
differences on the basis of experimental growth parameters
and assumptions of molecular modeling techniques.37-39

Batch-to-batch differences in crystal morphology may
result from small but significant changes in growth condi-
tions during the crystallization process. For instance, the
presence of a small amount of impurity can have a
significant effect on the crystal habit. The most potent
inhibitors of growth are impurities which are structurally
similar to the host molecule (i.e., tailor-made additives and
synthetic impurities). For example, the growth of L-alanine
in the presence of hydrophobic L-amino acids at concentra-
tions as low as 0.02 m (0.3 g additive/100 g solvent or 0.18
g additive/100 g L-alanine) results in a change in crystal
morphology from prismatic to needle-shaped.95,101 The
supersaturation at which crystal growth occurs can also
significantly affect growth rates along different crystal-
lographic axes and crystal habit. Growth of phenytoin
crystals along the a crystallographic axis has a stronger
dependence on supersaturation than growth along the c
axis.39

The process of crystal growth consists of several stages
through which growth units pass. These include (a) trans-
port from the bulk solution to a site at the crystal surface,
(b) adsorption of the growth unit onto the impingement site,
or (c) diffusion from the impingement site to a growth site,
and (d) incorporation into the crystal lattice. Desolvation
can take place in steps b-d; however, the solvent has the
possibility of being adsorbed.

Any one of the above steps may be rate-limiting depend-
ing on the growth conditions, such as the supersaturation,
temperature, additives or solvent, and hydrodynamics of
the system. Consequently, crystal growth mechanisms fall
into two main categories:41-44 volume diffusion control and
surface integration control, and the goals of crystal growth
theories are to determine the source of steps and the rate-
controlling step for crystal growth.

As a crystal grows from a supersaturated solution, the
solute concentration is depleted in the region of the
crystal-solution interface. If diffusion of solute from the
bulk solution to the crystal surface is rate limiting, growth
is volume-diffusion controlled. A diffusion-controlled pro-
cess is not applicable if there is no dependence of growth
rate on hydrodynamic conditions such as flow rate or
stirring rate. In practice it is difficult to completely
eliminate volume diffusion resistance, and experimental
growth kinetics can be misinterpreted as being purely
surface-integration controlled when in fact diffusive resis-
tance is still present. Garside has defined an effectiveness
factor that is a measure of the relative importance of
diffusion and surface integration as the rate-controlling
factors for crystal growth.108

If incorporation into a crystal lattice is the slowest
process, growth is surface-integration controlled. Many

Figure 3sSchematic diagram of a flow system used to measure growth rates
of crystal faces. The volume of the crystallization cell is 300 to 500 µL.
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crystallization studies involving proteins, small organic
electrolytes, and nonelectrolytes have reported growth
controlled by surface integration.37-39,95,99-105 Depending on
the roughness of the crystal surface, layer growth or
continuous growth may result. If the crystal-solution
interface at the molecular level is rough, there are many
potential kink (growth) sites. In this case, continuous or
normal growth models apply. Growth proceeds isotropically
resulting in nonfaceted crystals and responds to very small
gradients in the growth driving chemical potential (tem-
perature, concentration, etc.). If the interface is smooth,
growth proceeds through a layer growth model. Kink sites
are only found on the edges of two-dimensional nuclei or
steps; hence, surface diffusion and surface topography
become more important.

Layer growth models describe the formation of steps by
two mechanisms: screw dislocation and two-dimensional
nucleation. Details of the derivation of these models can
be found in the literature.42,44,109-111

The spiral growth mechanism or screw dislocation model
was first described by Burton, Cabrera, and Frank (BCF).112

Bennema111,113,114 modified this theory for crystals growing
from aqueous solution. Flat crystal surfaces have a high
energy barrier for nucleation at low supersaturations, and
the presence of screw dislocations provides a source of steps
for the addition of growth units in an infinite sequence of
equidistant and parallel steps. In the simplest case, these
steps will develop as a spiral which rotates about its axis
during growth.

Two-dimensional nucleation requires the formation of
clusters above a critical size for growth of layers. The same
concepts discussed in the nucleation section apply to the
nucleation of a two-dimensional cluster above a critical size.
This model accounts for crystal growth at high supersatu-
rations. These models were developed by Volmer115 and
Stranski.116 Variations in the mode that nuclei spread after
being formed lead to the various two-dimensional nucle-
ation models: mononuclear, polynuclear, and birth and
spread.

Each crystal growth model describes the growth rate
dependence on supersaturation, temperature, and face
area. Although the various models can be used to identify
the growth mechanism by fitting the various equations to
the experimentally measured face-growth rate dependence
on supersaturation, it may be difficult to discriminate
between models.39,101,117 This approach is often combined
with observations of surface topography to confirm the
growth mechanism.

Surface microtopographic observations can reveal growth
mechanisms of crystal faces under different growth condi-
tions, as shown for human insulin crystals in Figure 4.
Monitoring the development of surface topography and
transport processes during crystal growth will reveal events
that are not evident from morphology studies. Interactions
of growth units and additives with different crystal planes
exposed on a surface may be deduced from the shape of
two-dimensional nuclei, and the kinetic anisotropy of the
growth steps along crystallographic directions. These tech-
niques have been successfully applied for identifying the
crystal growth mechanisms and kinetics of small mol-
ecules37,38,101 and proteins.102-105,118

Solution-Mediated Transformations
Knowledge of the propensity of a metastable solid phase

to dissolve in a liquid phase from which a stable solid phase
nucleates and grows is crucial in many stages of pharma-
ceutical development, because pharmaceutical solids are
designed to be dissolved and to come in contact with
solvents since the early stages of development (isolated by

crystallization from solution) and during processing (wet
granulation, spray-drying, freeze-drying, etc.). Given that
the sudden disappearance or appearance of a crystalline
modification can threaten process development, character-
ization of the kinetics and mechanisms of solvent-mediated
transformations is of practical importance. It will provide
answers to questions such as the following: What is the
relation between processing conditions and the solid-state
modification manufactured? Is there a correlation between
dissolution conditions, solid phase(s) dissolving, and con-
centration of drug dissolved?

The importance of phase transition kinetics, molecular
interpretations, and process implications are emphasized
by several investigators.5-9,12-14,119 Cardew and Davey5

developed a theoretical framework to investigate solvent-
mediated transformations in terms of dissolution kinetics
of one phase and growth of a second phase. The model
represents the time development of the supersaturation
with respect to the stable phase, or solute concentration
in solution, and solid phase composition during the trans-
formation. The experimental approach involves saturating
the solution with respect to the metastable phase under
consideration and to monitor both solution concentration
and solid phase composition in the presence of the meta-
stable phase, under constant external conditions. More
useful information is obtained from the concentration or
supersaturation profiles than from the solid phase compo-
sition profiles with time. Since the former is related to the

Figure 4sMicrographs of human insulin crystals showing that steps arise by
different mechanisms depending on supersaturation. (a) At low supersaturation,
steps are created by screw dislocations, D. (b) At high supersaturation, c/s
>10, steps occur at the edges of islands as a consequence of two-dimensional
nucleation.
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driving forces that regulate the transformation rate and
can be used to identify the rate-controlling process: dis-
solution or growth. A calculated supersaturation profile
with growth-limited and dissolution-limited regimes is
shown in Figure 5, for the case in which dissolution and
growth are linearly dependent on supersaturation.5,6 Ex-
perimental studies of the phase transitions of organic
crystals have shown this model to be applicable to explain
the solution-mediated transformation kinetics of poly-
morphs5,6,119 and solvates,8 and to be applicable to process
development.119 Some useful experimental techniques for
studying small and large scale crystallization and solution-
mediated transformations are summarized in Table 3.

Summary
In this review we have presented the significance of

crystallization mechanisms and kinetics in directing crys-
tallization pathways. Given the recent advances in com-
putational and analytical techniques that provide access
to the molecular events that direct nucleation and crystal
growth, there is no reason for the development of ill-defined

crystallization processes even when the desired product is
obtained. Understanding the thermodynamic and kinetic
behavior of the system is vital for the design of reliable
processes; thus, at least a holistic approach that identifies
the relevant experimental parameters is required. While
the objectives of formulation or process development may
not explicitly include interpretations at the molecular level,
the information concealed in the interfaces present during
the process, the structure of the solution, and the solids
harvested (crystal structure, morphology, particle size and
number) can be significant in the identification of nucle-
ation and growth mechanisms, and will reveal molecular
events associated with crystallization. Although the sig-
nificance of crystallization mechanisms and kinetics has
been underestimated in the pharmaceutical industry, we
hope that the recent developments in crystallization engi-
neering and techniques will inspire interest in the applica-
tion of this field to pharmaceutical systems.
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Abstract 0 A series of ternary gel systems based on cetostearyl
alcohol (CSA) and cetomacrogol 1000 or sodium lauryl sulfate have
been studied using oscillatory rheology, differential interference contrast
(DIC) microscopy, cryoscanning electron microscopy (cryo-SEM), and
low-frequency dielectric analysis in order to elucidate the nature of
the lamellar structures formed in relation to composition. The effects
of altering the concentration of CSA (0.25% to 8% w/w) for 1% and
2% w/v cetomacrogol 1000 and 0.5% and 1% w/v sodium lauryl sulfate
systems have been investigated, with marked increases in the storage
and loss moduli seen on increasing the concentration of CSA for both
surfactants. DIC microscopy indicated that at low CSA concentrations,
needlelike structures were seen which, on increasing the concentration,
were observed to congregate into nuclei. At concentrations of 4%
CSA and above, neospherical structures were also observed. Cryo-
SEM revealed that the needlelike objects were sheet structures
ascribed to lamellar gel phases, while the nuclei were folded “rosettes”
formed by those sheets, with the spherical structures being ascribed
to cetostearyl alcohol. It was also noted that the lamellae were more
tightly folded at 8% w/w CSA, which may be associated with the higher
rheological moduli for these systems. Low-frequency dielectric analysis
was performed over a frequency range of 104 Hz to 10-2 Hz. A
decrease in both the dielectric loss and capacitance was observed
as the concentration of cetostearyl alcohol was increased. The dielectric
data were described in terms of an equivalent circuit model based on
a modified Maxwell−Wagner response. A good correlation was found
between the fitted and experimental data and the effect of altering
the gel composition on specific features of the equivalent circuit are
discussed.

Introduction

Despite the widespread use of semisolid emulsions for
topical application, the physical characterization of these
systems remains a persistent difficulty. This problem may
be ascribed to the physical complexity of creams as the
emulsifying agents, which are present in excess of the
quantities required to form interfacial monolayers between
the oil and aqueous phases, form a range of structures

within the continuous phase, resulting in the system
exhibiting viscoelastic behavior. Several authors (e.g., refs
1-6) have emphasized the importance of interdroplet liquid
gel network formation in determining the rheological
properties and physical stability of creams. For example,
Barry and Saunders7 have demonstrated that the influence
of alkyltrimethylammonium bromide chain length on the
rheological properties of liquid paraffin creams may be
attributed to differences in smectic structure formation
with cetostearyl alcohol, while Eccleston8 has correlated
changes in the rheological properties of cetrimide creams
to alterations in the physical structure of the continuous
phase formed via the interaction of cetrimide and fatty
alcohols in water.

A number of techniques have been used for the evalua-
tion of creams, including rheology (e.g., refs 1-3), micros-
copy,9,10 and thermal analysis.5,11,12 In addition, a limited
number of studies using low-frequency dielectric spectros-
copy have also been described.13-16 This method involves
the application of an oscillating electric field to a sample
and the measurement of the response in terms of the real
and imaginary components of the complex capacitance C*
at frequency ω, with

where C′ and C′′ are the real and imaginary capacitances,
i is the square root of -1, A is the electrode area, d is the
sample thickness, ∈0 is the permittivity of free space and
∈′ and ∈′′ are the real and imaginary permittivities. The
term C′ is synonymous with the measured (real) capaci-
tance while C′′ is also referred to as the dielectric loss G/ω
where G is the conductance. The dielectric loss incorporates
both a.c. and d.c. conductance processes. More details of
the approach are available from a number of texts.17-19 A
facet of the approach is to develop a circuit model which
gives an equivalent response to that of the sample, thereby
facilitating assignment of circuit elements to specific
structures within the system. This approach has been
adopted in a recent study16 in which the response of
Aqueous Cream BP was successfully modeled in terms of
a modified Maxwell-Wagner response, thereby presenting
the possibility of relating specific features of the cream to
components of the circuit. With further development, this
approach has clear potential as a means of characterizing
complex semisolid materials.

It is now well established that the interaction between
the surfactant and long chain alcohol (and the chemical
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compositions of both components) is a key factor in
determining the rheological properties of the cream. In
addition, it is also accepted that the basic structure of o/w
creams consists of hydrated lamellae composed of the
alcohol and surfactant, bulk aqueous and oil phases, and,
depending on composition, precipitated hydrates of the long
chain alcohol. However, considerably less is known regard-
ing the distribution of components on a supramolecular
level and how this distribution may be related to product
performance. In this investigation, a series of ternary gels
(systems containing surfactant, alcohol and water) have
been prepared using a range of compositions in order to
systematically study the development of structure within
the gels. Such systems have been previously used as model
creams (e.g., refs 20-22), as these gels may contain all the
components of the cream except for the oil phase, thereby
simplifying analysis and aiding understanding of the
nature of the lamellar phases formed. The rheological
behavior of each system has been characterized using
oscillatory rheometry and the appearance of the gels noted
using differential interference contrast (DIC) microscopy,
an optical technique which allows high contrast imaging
of unstained samples, and cryo-SEM. In addition, the use
of low-frequency dielectric spectroscopy as a means of
cream characterization has been further developed via
examination of these relatively simple controlled systems.
Particular emphasis has been placed on monitoring the
cetostearyl alcohol concentration dependence on structure
formation in relation to viscoelastic properties. The influ-

ence of this ratio on the rheological behavior has not been
extensively studied; hence, there is a clear relevance of such
knowledge to cream formulation. In addition, the study of
systems containing varying ratios facilitates examination
of the formation of macroscopic structures, thereby aiding
understanding cream structure.

Materials and Methods
MaterialssCetostearyl alcohol was supplied by Unilever Re-

search, Port Sunlight, Wirral; commercial grades of this material
contain 50-70% stearyl alcohol and 20-35% cetyl alcohol, with
smaller quantities of other alcohols such as myristyl alcohol
present. Cetomacrogol 1000 was also supplied by Unilever Re-
search, Port Sunlight, Wirral and is based on the formula CH3-
(CH2)m(OCH2CH2)nOH, where m is 15-17 and n is 20-24. Sodium
lauryl sulfate was obtained from BDH. Deionized water was used
throughout the study.

Composition and Manufacture of Ternary Systemss
Systems were prepared containing 1% w/v and 2% w/v cetomac-
rogol 1000 and 0.5% and 1% w/v sodium lauryl sulfate with up to
8% cetostearyl alcohol. The water phase was heated in a jacketed
and baffled mixing vessel to 70 °C, after which the surfactant was
dissolved and the cetostearyl alcohol added and allowed to liquefy.
The mixture was then mixed at 10000 rpm using a Heidolph Diax
600 homogenizer disperser mixer for 15 min. The heater was then
turned off, and the system was mixed to ambient temperature at
500 rpm. All systems were stored for 14 days prior to testing in
order to allow time for the microstructure to develop.

Rheological and Microscopic MeasurementssOscillatory
rheological determinations were carried out using a Carrimed CSL

Figure 1sRheological storage moduli (a, b) and loss moduli (c, d) for ternary systems containing 1% cetomacrogol 1000, water, and cetostearyl alcohol (concentrations
as indicated) at 298 K.
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500 controlled stress rheometer (TA Instruments Ltd., Surrey,
UK), used in cone and plate mode. An oscillating stress of 0.1-10
Hz was applied to each sample at 298 K. The torque used was
200 µN which was established by torque sweep to be within the
linear viscoelastic range. Samples were run at least three times
to ensure reproducibility, with the values having a coefficient of
variation within 5%. The plate and cone were cleaned thoroughly
between runs.

Differential interference contrast microscopy was carried out
using an Olympus BX50 microscope. A Nikon fully automatic
single lens reflex camera was employed for the photographic work.
The scanning electron microscopy studies were carried out using
a Cambridge Scientific S360 instrument fitted with an Oxford
Instruments cold stage. Undiluted samples were placed on the
sample holder which was immersed in liquid nitrogen (-196 °C).
The material was then loaded into the microscope fracture
chamber, also at -196 °C, and fractured. The sample was
subsequently transferred to the vacuum chamber (-196 °C), the
vacuum applied, and the surface water sublimed. After removal
from the vacuum chamber, the sample was electroplated with gold
under an argon atmosphere.

Dielectric AnalysissDielectric studies were conducted using
a low-frequency dielectric spectrometer (Dielectric Instrumentation
Ltd., Worcs.) which measures between the limits of 106 to 10-4

Hz. Measurements were conducted in a stainless steel cell
comprising two circular parallel plates (area 12.6 cm2, electrode
separation distance 1 mm), as described in a previous study.16

Three measurements are taken at each frequency, with averaged
results being within a coefficient of variation of 2%. Samples were
measured over a frequency range of 105-10-2 Hz at 25 °C using
a field of 0.1 V rms. Empty cell runs were performed between runs
to ensure cell cleanliness; repeat runs of each sample showed the
spectra to be superimposable. Equivalent circuit analysis was

performed based on the model proposed by Hill and Pickup23 using
the Winfit 2.0 computer program supplied by Novocontrol GmbH,
as described in previous studies.16,24

Results

Rheological StudiessThe frequency-dependent rheo-
logical responses of the nonionic systems containing 1%
cetomacrogol 1000 are shown in Figures 1a-d in terms of
the storage and loss moduli. A marked increase in both
storage and loss were noted on increasing the concentration
of cetostearyl alcohol, with a similar trend being noted for
the 2% w/v cetomacrogol 1000 systems. Likewise, Figure
2a-d shows the responses of the ionic systems containing
0.5% sodium lauryl sulfate, with an increase in storage and
loss again being noted as the concentration of CSA in-
creases. However, it was noted that in this case a more
marked increase in both components was seen between 6%
and 8% w/v CSA. A similar trend was seen for the 1% w/v
SLS systems, although the increase in moduli at higher
CSA concentrations was considerably more marked. The
relationship between the loss modulus at 10 Hz and
cetostearyl alcohol composition is summarized in Figure 3
for the four surfactant systems. The same general trend
of a nonlinear increase in loss moduli was observed in all
cases, although clearly the 1% ionic gels gave the highest
responses, particularly at higher CSA contents.

Microscopy StudiessRepresentative DIC photomicro-
graphs for the 1% cetomacrogol 1000 systems are shown

Figure 2sRheological storage moduli (a, b) and loss moduli (c, d) for ternary systems containing 0.5% sodium lauryl sulfate, water, and cetostearyl alcohol
(concentrations as indicated) at 298 K.
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in Figure 4a-d. At low concentrations of CSA (0.25% w/w,
Figure 4a), needlelike structures are seen, while as the
concentration increases to 1% (Figure 4b), nuclei are seen
in the center of clusters of the needle structures. This effect
is further enhanced at 4% w/w CSA (Figure 4c), with a
number of small (<5 µm) spherical structures seen. At 8%
w/w CSA, a preponderance of these spherical structures is
seen (Figure 4d). Similar trends were seen for the 2%
cetomacrogol systems, with a representative photomicro-
graph being shown in Figure 4e. The appearance of the
ionic creams was similar, with a representative photomi-
crograph being given in Figure 4f. However, it is interesting
to note that for equivalent CSA concentrations (8% w/w),
the ionic creams showed a lower density of the spherical
structures than was seen for the cetomacrogol 1000 sys-
tems; the significance of this will be discussed in a
subsequent section.

Figure 5a,b shows representative cryo-SEM images of
the 2% w/w and 8% w/w CSA for the 2% cetomacrogol 1000
systems. Figure 5a shows rosette-type structures which
correspond in size and appearance to the nuclei seen in
Figure 4b; the SEM images indicate that these nuclei are
in fact concentric layers rather than continuous structures.
The highest concentration CSA systems (Figure 5b) showed
a highly folded structure in which neospherulitic objects
were distributed. The size range of these spheres (ap-
proximately 5-10 µm) corresponds reasonably well to that
the spherical objects seen at the equivalent concentration
using DIC microscopy (Figure 4).

Dielectric AnalysissThe dielectric responses of the
ternary systems containing 1% and 2% cetomacrogol 1000
and a concentration range of 0.25 to 8% cetostearyl alcohol
are shown in Figure 6a,b. The real and imaginary relative
permittivities are expressed in terms of the capacitance
C(ω) and dielectric loss G(ω)/ω, where G(ω) is the conduc-
tance, which are related to the former parameters via

and

where d and A are the interelectrode distance and electrode
area, respectively. An increase in the cetostearyl alcohol
concentration led to a fall in both the capacitance and loss
components of the sample over the majority of the fre-
quency range under study, with a marked decrease seen
between 0.5% and 2%. Similar trends were seen for systems

containing 2% cetomacrogol 1000. Furthermore, the re-
sponses of systems comprising 0.5% and 1% sodium lauryl
sulfate and varying quantities of cetostearyl alcohol showed
similar concentration dependence, as shown in Figure 7a,b.
The capacitance of some of these systems became noisy at
frequencies between 103 and 104 Hz due to the instrument
approaching the limits of measuring capability; hence,
these data have not been included. Clearly, however, the
real and imaginary permittivities show a general trend of
a decrease with CSA concentration. Such observations are
of interest but somewhat limited in applicability in the
absence of more sophisticated structural analysis; hence,
the responses have been studied in terms of an equivalent
circuit model.

Circuit Analysis of the ResponsesThe circuit model
which was developed for this study is based on earlier
studies on related systems16-18 and our own studies on
complex semisolid systems.19,24,25 The diagram which was
found to yield the optimum fit is shown in Figure 8. The
circuit corresponds to a modified Maxwell-Wagner re-
sponse,23 comprising a dispersive (frequency dependent)
capacitor Cs in series with a parallel RC circuit, these two
main features corresponding to a barrier (electrode surface)
and a bulk response, respectively. The barrier response
corresponds to a thin layer adsorbed onto the electrode
surfaces and may be described by

where s is the power law index which indicates the
frequency dependence of Cs and Cs)0 is the capacitance
when s ) 0 and ωs is a characteristic frequency. It is
essential to incorporate the response of such electrode
barrier layers when modeling dielectric data of liquid and
semisolid systems, particularly in the low-frequency region,
as such features may result in high real and imaginary C
values in the sub-Hz range. The nondispersive parallel RC
circuit R1C1 represents the bulk resistance (inverse con-
ductivity) and capacitance of the sample, while the series
element R2C2 comprises a nondispersive resistance in series
with a dispersive capacitor given by

which is identical in form to eq 4, the index n indicating
the power law behavior of the capacitance element. The
fitted data are shown as continuous lines in Figures 6 and
7 and the circuit element values for the various systems
given in Table 1. While minor changes in capacitance and
resistance values may not be regarded as significant due
to the inevitable approximations involved in the modeling,
changes of 1 order of magnitude or more represent differ-
ences which are greater than those expected from the
errors arising from the modeling process. The values of C1
did not show a marked sensitivity to changes in formula-
tion; this value can be considered to be equivalent to the
dielectric constant of the sample which, given the high
content of water in all the creams, may not be expected to
vary greatly with comparatively small changes in the
concentration of the minor components. It was noted,
however, that the 2% cetomacrogol systems appeared to
have higher C1 values, the reasons for this being unclear
at present. The values of R1 increased on raising the CSA
composition, reflecting the greater tortuosity of charge
movement through these systems. It is also noted that the
R1 values for the ionic creams were lower than the nonionic
by approximately 1 order of magnitude. The values of R2
and Cn)0 have been associated with the behavior of thin
layers within samples,19,24 as indicated by the high values
of capacitance compared to C1. Indeed it has been argued

Figure 3sThe effect of cetostearyl alcohol concentration on the rheological
loss moduli (10 Hz) of ternary systems containing cetomacrogol 1000 or sodium
lauryl sulfate.
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that examination of these values may yield insights into
the lamellar structure of creams.19

Discussion

The study has demonstrated clear compositional depen-
dence of the supramolecular structure and behavior of
ternary gel systems. Such changes must be considered in
the context of the existing knowledge base associated with

cream formation and structure. During the preparation of
creams (or ternary systems), heat is applied which results
in the melting of the fatty alcohol which, on dispersion,
interacts with the aqueous surfactant to form smectic liquid
crystals.26 Barry and Shotton27 have suggested that these
liquid crystalline phases are elongated into lamellar
(“threadlike”) structures via turbulence effects. These
lamellae form hydrated networks on cooling to the gel
phase, this network being largely responsible for the
viscoelastic properties of the cream. Interestingly, on the

Figure 4sDIC images of ternary systems containing water and (a) 1% cetomacrogol 1000, 0.25% w/w CSA; (b) 1% cetomacrogol 1000, 1% CSA; (c) 1%
cetomacrogol 1000, 4% CSA; (d) 1% cetomacrogol 1000, 8% CSA; (e) 2% cetomacrogol 1000, 8% CSA; (f) 0.5% sodium lauryl sulfate, 8% CSA. Bar ) 25 µm.
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basis of optical microscopic observations, these authors also
suggested the formation of spherulites composed of the
liquid crystal/gel phases. The remaining cetostearyl alcohol
solidifies either as one of a number of polymorphs or as a
hydrate due to the ability of this material to undergo
limited swelling in water.

The majority of studies which have examined the rheo-
logical properties of creams and ternary systems have used
the standard ratios of 9:1 (ionic) and 4:1 (nonionic) alcohol
to surfactant; hence, the influence of the ratio used has
not been extensively studied. Indeed, Barry and Saunders28

have reported that the ratio may not be a critical factor in
determining the rheological properties of creams. The data
presented here do not directly contradict this statement
in that the earlier study used a fixed concentration of
emulsifier, while the present investigation involved in-
creasing absolute concentrations. Nevertheless, the clear
observed dependence of the storage and loss moduli on
composition is of interest in terms of controlling the
rheological properties of creams and complements earlier
studies which have examined the effects of varying the total
emulsifier concentration.26

The comparison between ternary systems containing
nonionic and ionic surfactants is of interest in that the
behavior of the two sets of systems is comparable at low
CSA contents. However, at 1% SLS a marked increase in
storage and loss moduli is observed at high CSA contents.
Earlier studies have suggested that the rate of interaction
between ionic surfactants and CSA is far greater than for
nonionics, leading to formation of a kinetically stable
system over a shorter time period when using the former.26,28

As the samples under examination here were tested at

comparable time periods after manufacture, one would
expect higher moduli for the ionic systems. In fact, such
effects were only observed for the higher CSA content
systems, implying that the nature of the surfactant only
becomes critical when the structure formed between 4%
and 6% CSA is present.

The rheological studies allow characterization of the
macroscopic behavior of the sample but in themselves yield
little information on the specific structural origin of the
observed effects. In this respect the microscopic studies
(both using optical and electron beam techniques) are of
considerable use. DIC microscopy is particularly well suited
to the study of such systems as it allows high contrast
images to be obtained in complex samples containing
materials of similar refractive index. At low CSA concen-
trations, the DIC microscopy indicated threadlike struc-
tures which almost certainly correspond to those described
by Barry and Shotton.27 On raising the concentration of
CSA, spherical structures are observed which may again
correspond to the observations of Barry and Shotton.27

However, the cryo-SEM studies indicated that these “nu-
clei” are in fact folded lamellae rather than continuous
structures; hence, their formation may be related to the
quantity and degree of curvature of the lamellae. Similarly,
as the CSA content was raised to 4%, further spherical
structures were seen which, again in the light of cryo-SEM
studies, appears to correspond to solid-phase CSA; similar
observations using cryo-SEM with regard to the presence
of excess CSA have been reported by Rowe and Bray.10 It
is also interesting to note the considerably more extensive

Figure 5sCryo-SEM images of ternary systems containing 2% cetomacrogol
1000, water and (a) 2% w/w CSA (b) 8% CSA.

Figure 6sReal and imaginary permittivies of ternary systems containing (a)
1% cetomacrogol 1000 and (b) 2% cetomacrogol 1000, water and cetostearyl
alcohol (concentration as indicated) at 298K. Solid lines indicate fitting according
to circuit diagram shown in Figure 9.
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folded lamellar network observed for the 8% systems shown
in Figure 5b. Overall, the data presented here indicate that
the observed rheological effects may be due to a combina-
tion of factors, including the nature of the lamellar material
in terms of bilayer composition and water entrapment, the
quantity of such material, and the supramolecular orga-
nization of the lamellae (e.g., presence as nuclei as opposed
to folded lamellae, nature of the folding). The study
suggests that this supramolecular structure may be an
important consideration in terms of the understanding of
the rheology of creams and ternary systems which has yet
to be fully explored.

It is noteworthy that the DIC photomicrographs of the
ionic ternary systems indicated a smaller quantity of solid-
phase CSA compared to the equivalent nonionic systems,
suggesting greater integration of the CSA into the lamellar
phase (similar observations in a different context have been
made by Eccleston2). This may in turn result in more

extensive structuring and hence higher viscoelastic moduli.
The microscopic observations also serve to explain the
concentration dependence of the difference between ionic
and nonionic systems, as at low CSA concentrations the
quantity of both ionic and nonionic surfactant may be
sufficient to allow efficient incorporation of the CSA into
the bilayers. As the concentration of CSA is raised,
however, the differing penetration properties of the two
surfactants becomes a critical factor in determining lamel-
lar formation.

The dielectric data indicated that the bulk resistances
of the gels increase with increasing CSA concentration,
which may be attributed to more extensive lamellar
structuring, as discussed previously.16 Given the now
reasonably well-established link between the bulk resis-
tance and lamellar formation,16,24,25 it is of interest to
compare the dielectric and rheological data, as while the
overall trends between the two are comparable, there are
also a number of differences. For example, there is no
marked change in resistance for 1% SLS systems at high
concentrations of CSA, as there was in the rheological
responses. The resistance will be a function of the nature
of the charge carriers present and the tortuosity of the
conduction path within the system. Increasing the content
of insoluble CSA is unlikely to result in significant in-
creases in the number and nature of charge carriers
present (further evidenced by the increase in resistance
with added CSA); hence, the observed effects are almost
certainly due to changes in tortuosity of the system. If,
however, no parallel trends with the rheology of systems
with high CSA content are seen for the ionic systems, then
the logical conclusion to be drawn is that the tortuosity
(i.e., quantity and folding of the lamellae) is not the
determining factor. Instead, the rigidity of the lamellae
may be greater for the ionic systems at high CSA contents.
As previously stated, the relative importance of the lamel-
lar nature, quantity, and folding in determining the rheo-
logical moduli have not yet been fully deconvoluted; hence,
it is not yet possible to ascertain these roles with certainty.
The data presented here, however, suggest that dielectric
analysis may have a role to play in making such determi-
nations. In addition, the circuit model used in the present
study appears to allow an excellent fit to a wide range of
experimental data. The use of the technique to quantify
the bulk resistance has been clearly demonstrated. How-
ever, values such as Cn)0, which have been previously
associated with lamellar structure,19 and which here show
a decrease with increasing CSA content, may also provide
useful information with regard to the structure of these
systems. On a crude level, one can, with reference to eq 1,
suggest that the observed decrease may be due to greater
thickness of the lamellae, although clearly further studies
are required before such direct correlations can be made.
Nevertheless, the development of this modeling approach
will depend first on being able to provide satisfactory fits
with a range of experimental data and second with the
fitting parameters to be at least intuitively compatible with
the observed behavior of the system. In both these respects,
the study described here has proved satisfactory.

Conclusions
The study has provided insights into both the supramo-

lecular structures formed in ternary systems and the use
of low-frequency dielectric analysis as an analytical tool,
with particular emphasis on circuit modeling. With respect
to the former, increasing the CSA content leads to an
increase in rheological moduli which may be associated
with the formation of a range of supramolecular structures,
including previously unreported folded “rosette” systems,

Figure 7sReal and imaginary permittivies of ternary systems containing (a)
0.5% sodium lauryl sulfate and (b) 1% sodium lauryl sulfate, water and
cetostearyl alcohol (concentration as indicated) at 298K. Solid lines indicate
fitting according to circuit diagram shown in Figure 8.

Figure 8sEquivalent circuit diagram for the dielectric responses shown in
Figures 6 and 7. For explanation of notation see text.

Journal of Pharmaceutical Sciences / 667
Vol. 88, No. 7, July 1999



although the relative roles of the nature, quantity, and
arrangement of the lamellae in determining the rheological
properties is still not fully understood. The dielectric data
showed a clear decrease in imaginary permittivity with
CSA content which, via circuit modeling, could be related
to an increase in bulk resistance which was associated with
the tortuosity of charge movement through the system.
Further dielectric parameters were derived which, with
further development and correlation using supportive
technique, may yield further insights into the structure of
these complex systems. Despite the considerable number
of cream and gel products on the market, there are still
numerous difficulties associated with these systems, in-
cluding the predictability of viscoelastic properties, issues
associated with physical stability, and a poor understand-
ing of the effects of added drugs on both consistency and
release. It is hoped that by understanding the macro- and
microscopic structure in greater detail using techniques
such as those described here these problems may be
overcome on a rational basis.
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Table 1sFitted Parameters Corresponding to the Dielectric Responses of Ternary Systems Containing Cetostearyl Alcohol (CSA), Water, and
Either Sodium Lauryl Sulfate (SLS) or Cetomacrogol 1000 (Cmac), Using the Circuit Diagram Shown in Figure 8

sample C1 (F) R1 (Ω) R2 (Ω) Cn)0 (F) n Cs)0 (F) s

0.25% A 1.04 × 10-10 1.41 × 102 2.21 × 102 1.61 × 10-5 0.429 1.29 × 10-4 0.226
0.5% A 1.00 × 10-10 1.13 × 102 1.64 × 102 2.84 × 10-6 0.425 1.56 × 10-4 0.222
1% A 2.31 × 10-10 3.53 × 102 4.06 × 101 1.37 × 10-4 0.630 2.02 × 10-4 0.239‘
2% A 1.00 × 10-10 1.22 × 103 4.81 × 101 2.21 × 10-6 0.391 1.95 × 10-4 0.292
4% A 1.15 × 10-10 7.82 × 102 1.92 × 101 2.25 × 10-6 0.415 1.75 × 10-4 0.351
6% A 1.00 × 10-10 1.65 × 103 4.00 × 101 1.10 × 10-6 0.368 1.51 × 10-4 0.385
8% A 1.00 × 10-10 9.20 × 102 1.76 × 101 3.20 × 10-6 0.419 2.42 × 10-4 0.292
0.25% B 6.05 × 10-9 9.01 × 101 1.83 × 102 1.25 × 10-5 0.478 2.12 × 10-4 0.189
0.5% B 1.98 × 10-10 1.62 × 102 3.79 × 102 1.13 × 10-5 0.442 9.01 × 10-5 0.213
1% B 1.10 × 10-9 2.07 × 102 9.80 × 102 1.05 × 10-5 0.385 1.18 × 10-4 0.209
2% B 1.16 × 10-9 4.59 × 102 1.36 × 101 3.89 × 10-6 0.474 2.85 × 10-4 0.179
4% B 2.27 × 10-9 9.43 × 102 3.27 × 101 1.42 × 10-6 0.430 2.43 × 10-4 0.203
6% B 9.02 × 10-10 1.42 × 103 3.35 × 101 1.91 × 10-6 0.461 2.51 × 10-4 0.213
8% B 1.10 × 10-9 2.74 × 103 3.27 × 101 2.55 × 10-6 0.486 2.49 × 10-4 0.207
0.25% C 1.00 × 10-10 5.47 × 100 2.06 × 102 1.24 × 10-5 0.490 2.90 × 10-4 0.109
0.5% C 1.00 × 10-10 7.09 × 100 3.71 × 102 1.00 × 10-5 0.420 5.35 × 10-4 0.130
1% C 1.00 × 10-10 4.35 × 100 4.83 × 102 4.56 × 10-5 0.420 5.66 × 10-4 0.144
2% C 1.00 × 10-10 2.05 × 101 6.97 × 102 5.15 × 10-6 0.442 5.29 × 10-4 0.156
4% C 1.00 × 10-10 3.19 × 101 5.48 × 101 3.30 × 10-6 0.433 4.58 × 10-4 0.136
6% C 1.00 × 10-10 4.99 × 101 5.64 × 101 6.01 × 10-6 0.422 4.60 × 10-4 0.173
8% C 1.00 × 10-10 3.81 × 101 6.10 × 101 6.83 × 10-6 0.417 4.90 × 10-4 0.153
0.25% D 1.00 × 10-10 2.13 × 100 4.69 × 102 1.09 × 10-5 0.417 5.45 × 10-4 0.122
0.5% D 1.00 × 10-10 1.28 × 100 1.16 × 102 2.86 × 10-5 0.414 5.62 × 10-4 0.115
1% D 1.00 × 10-10 2.98 × 100 3.91 × 101 5.37 × 10-6 0.424 5.77 × 10-4 0.114
4% D 1.00 × 10-10 1.53 × 101 1.54 × 101 1.29 × 10-6 0.441 5.89 × 10-4 0.149
6% D 1.00 × 10-10 1.45 × 101 1.43 × 101 1.03 × 10-6 0.444 5.32 × 10-4 0.122
8% D 1.00 × 10-10 1.95 × 101 2.41 × 101 4.80 × 10-6 0.413 5.20 × 10-4 0.138

a A ) 1% cetomacrogol 1000; B ) 2% cetomacrogol 1000; C ) 0.5% sodium lauryl sulfate; D ) 1% sodium lauryl sulfate. % Values in table refer to % CSA.
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Abstract 0 A linear free energy relationship, LFER, has been used
to correlate 150 values of gas−chloroform partition coefficients, as
log Lchl with a standard deviation, sd, of 0.23 log units, a correlation
coefficient r2 of 0.985, and an F-statistic of 1919. The equation reveals
that bulk chloroform is dipolar/polarizable, of little hydrogen-bond
basicity, but as strong a hydrogen-bond acid as bulk methanol or
bulk ethanol. However, the main influence on gaseous solubility in
chloroform is due to solute−solvent London dispersion interactions.
A slightly modified LFER has been used to correlate 302 values of
water−chloroform partition coefficients, as log Pchl. The correlation
equation predicts log Pchl for a further 34 compounds not used in the
equation with sd ) 0.17 log units. When the LFER is applied to all
335 log Pchl values, the resulting equation has sd ) 0.25, r2 ) 0.971,
and F ) 2218.

Introduction

The partition coefficient of a solute, as log P, has
widespread applications in such diverse areas as environ-
mental chemistry, biochemistry, pharmaceutical chemistry,
toxicology, and chemical engineering.1 Following the work
of Hansch and Leo,2 the water-octanol partition coefficient,
as log Poct, has become a standard parameter in quantita-
tive structure-activity relationships (QSARs), and in the
definition of solute lipophilicity.3 However, other water-
solvent systems have been used, especially as models for
biochemical proceses;3,4 indeed the first such system used
in this way was water-olive oil.4

The water-chloroform system has been used to estimate
solute lipophilicity, as log Pchl,5 and both the water-
cyclohexane and water-chloroform systems have been used
to examine the hydrophobicities of nucleic acid bases.6 The
later system has been put forward as one of a “critical
quartet” of water-solvent systems that encapsulates most
of the information contained in water-solvent systems, in
general.7 Comparisons of water-solvent log P values,
including log Pchl, have been made,8 but only recently have
attempts been made to compute log Pchl values. Some of
these computations refer to relative partition coeffi-
cients,9,10 but others to absolute values;11-14 we comment
only on these latter calculations.

All the reported computations of log Pchl involve the
separate calculation of gas-water partition coefficients, Lw,
and gas-chloroform partition coefficients, Lchl. Various

standard states can be used to define L, or the related
Gibbs free energy change, ∆G° ) -RT ln L. We prefer to
work with equilibrium constants15 and define L as a
dimensionless quantity via eq 1.

Then log Pchl is given by eq 2. As we shall see, eq 2 is
valuable, not only in the calculation of log Pchl, but also as
one method of experimental determination of log Pchl.

A GB/SA continuum model together with the OPLS all
atom force field was used by Reynolds11 to compute log Lw,
log Lchl, and hence log Pchl for 30 diverse, but monofunc-
tional, compounds. The standard deviation, sd, between the
30 calculated and observed log Pchl values was 0.87 log
units with sd defined as [(Ycalcd - Yobsd)2/(n-V-1)]1/2; n is
the number of data points and V the number of variables
(zero in the present case). The average deviation, (Ycalcd -
Yobsd)/n was only 0.01 log units, but it was suggested that
systematic deviations at low log Pchl and high log Pchl values
occurred. A plot of observed vs calculated log Pchl values
indeed yielded a smaller standard deviation; see eq 3. In
eq 3 and elsewhere r is the correlation coefficient and F is
the Fischer F-statistic.

Various other computations of log Lchl have been made12-14

on data sets that vary from only 16 compounds to 88
compounds; see Table 1. In general, the computations
summarized in Table 1 lead to log Lchl values with an sd of
0.3 to 0.7 log units and to log Pchl values with a much larger
sd of 0.5-1.0 log units, even when trained on experimental
values. The larger error in log Pchl is expected, because this
will include errors in both log Lchl and in log Lw. Addition-
ally, any experimental errors in log Pchl will also contribute
to the overall sd value, and it is not easy to assess this
contribution, especially for small data sets. In general, the
more compounds in a data set, the larger will be the sd
value, because of the more varied and more complicated
structures in the data set.

The method of multiple linear regression analysis (MLRA)
has been applied to the correlation of log Pchl values, using
various physicochemical parameters as descriptors.1,6,18-20

A summary of results is in Table 1. Only one, preliminary
MLRA of log Lchl has been reported,19 as shown in Table 1
also. The disadvantage of the MLRA method, as compared

* Corresponding author.
† University College London.
‡ GlaxoWellcome.
§ Pomona College.
| University of California (deceased).

L ) concn (M) solute in solvent/
concn (M) solute in gas phase (1)

log Pchl ) log Lchl - log Lw (2)

log Pchl(obsd) ) 0.055 + 0.732 log Pchl(calcd) (3)

n ) 30, sd ) 0.51, r2 ) 0.919, F ) 318
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with computational methods, is that it requires experi-
mental values to use as a training set. However, the
untrained computations reported in Table 1 lead to very
considerable errors, and if computations have to be trained
on experimental data in order to reduce errors to reason-
able values, much of the computational advantage disap-
pears. In the event, the trained MLRA method seems
capable of leading to rather smaller sd values than do the
trained computational methods reported to date. Hence the
aim of this work is to determine further log Pchl values in
order to extend the experimental database and then to
apply MLRA methods to a very much enlarged database.
Not only will this provide very general correlations, but it
will overcome difficulties inherent in the use of small data
sets.

There are several problems with the use of small data
sets. First, the data set might not be representative.
Indeed, a very small data set cannot be representative, in
that it will not contain examples of many types of com-
pound that could be included in a full data set. For
example, neither the 30 compound data set11 nor the 16
compound data set14 contain any compound with a sulfur
or with an iodine atom. Second, it is very difficult to assess
the effect of possible experimental error when using a small
data set. It was suggested that large values of (calculated
- observed) log Pchl for trimethylamine (1.68) and di-
methylamine (1.29) in the 16 compound data set and for
diethylamine (1.24) in the 30 compound set were possibly
due to experimental errors arising from protonation of the
amine in the aqueous layer, but the large differences could
also be due to a systematic computational error for
aliphatic amines. Third, we know from our own experience
in the measurement of log Pchl values, that experimental
errors, especially with large values of log Pchl, can be much
greater than expected from measurement of log Poct, for
example. A very erroneous experimental value in a small
training set might bias a correlation so that the error
becomes undetected (and the correlation becomes incor-
rect), whereas this is much less likely to occur with a large
training set.

Methodology
A number of sources of data were used to compile the

log Pchl and log Lchl values. Most of the log Pchl values were
taken from the MedChem database,21 and others were
measured by the usual shake-flask method. For compounds
that are gaseous at room temperature, log Pchl could often
be obtained from experimental values of log Lchl and log
Lw through eq 2. Directly determined log Lchl values were
available22 for the rare gases, hydrogen, oxygen, nitrogen,
nitrous oxide, carbon monoxide, and a few organic solutes.
Other log Lchl values could be obtained from known infinite
dilution activity coefficients of solutes in chloroform to-
gether with known vapor pressures,23 through KH ) γ∞po

where KH is Henry’s constant; L is the inverse of KH with
due regard to units. A large number of log Lchl values were
deduced from log Pchl and known24,25 values of log Lw

through eq 2. We finally assembled 335 values of log Pchl
and 150 values of log Lchl to use in our correlative
equations, as set out in Table 2.

The MLR equation we use to correlate log Lchl is the
linear free energy relationship (LFER)26 shown as eq 4.

Here, SP is a set of solute properties in a given system,
for example Lchl values, and the independent variables are
solute descriptors as follows.26 R2 is an excess molar
refraction, π2

H is the dipolarity/polarizability, ΣR2
H is the

overall hydrogen-bond acidity, Σâ2
H is the overall hydrogen-

bond basicity, and L16 is the gas-liquid partition coefficient
on hexadecane at 298 K.28

The coefficients in eq 4 are found by MLRA. They are
not just fitting constants, but contain information on the
properties of the system under investigation; in particular
they refer to chemical properties of the solvent phase. The
r-coefficient reflects the interaction of the phase with solute
π- and σ-lone pairs, the s-coefficient is a measure of the
phase dipolarity/polarizability, the a-coefficient is a mea-
sure of the phase hydrogen-bond basicity, the b-coefficient
is a measure of the phase hydrogen-bond acidity, and the
l-coefficient is a measure of the phase hydrophobicity.
Equation 4 has been applied to numerous sets of gas-liquid
chromatographic data,26,27 to gas-solid adsorption,28 to the
solubility of gases and vapors in water,24 organic solvents,20

biological systems,29 polymers,30 and petroleum oils,31 to
the characterization of phases for chemical sensors,32 to the
characterization of fullerene,33 and in the analysis of the
effect of gases and vapors in nasal pungency34 and eye
irritation.35

A very similar equation to eq 4 is used26 to correlate
processes within condensed phase; it differs only in that
the final descriptor is the McGowan36 characteristic vol-
ume, VX, in (mL mol-1)/100. The interpretation of eq 5
follows closely that of eq 4, but now the coefficients refer
to the difference of properties of the (two) condensed
phases. Equation 5 is also a well-tested equation and has
been applied to the solubility of gases and vapors in
water,24 to numerous water-solvent partition systems,19

to HPLC systems,37 to thin-layer chromatography,38 to
microemulsion electrokinetic chromatography,39 to water-
micelle partitions,40 to micellar electrokinetic chromatog-
raphy,41 to aqueous anesthesia,42 to blood-brain distribu-
tion,43 to brain perfusion,44 and to skin permeation.45

Results
The values of log Lchl and log Pchl that were used in the

regression equations are in Table 2. There are far fewer

Table 1sComputations and Calculations of log Pchl and log Lchl

untrained set trained set

reference n sd n sd r 2 F

A. log Pchl

Reynolds11 30 0.87 30 0.51 0.919 318
Cramer (SM5.4A)13 26 0.93
Cramer (SM5.4P)13 26 0.96
Jorgensen14 16 0.67
Marcus (MLRA)18 66 0.16 0.994 2973
Taylor (MLRA)7a 33 0.11 0.993 610
Maurer (MLRA)1d 50 0.12
Testa (MLRA)19b 60 0.29 0.950 369
Abraham (MLRA)19a 112 0.11 0.994 3785
this work (MLRA) 335 0.25 0.971 2218

B. log Lchl

Luque (6-31G)12 27 0.28
Luque (AM1)12 27 0.30
Luque (MNDO)12 27 0.28
Luque (PM£)12 27 0.30
Cramer (OSM5.4A)13 88
Cramer (OSM5.4P)13 88
Cramer (SM5.4A)13 88 0.53
Cramer (SM5.4P)13 88 0.67
Jorgensen14 16 0.69 16 0.52 a 272
Abraham (MLRA)19a 35 0.15 0.994 754
this work 150 0.23 0.985 1919

a See note 17.

log SP ) c + rR2 + sπ2
H + aΣR2

H + bΣâ2
H + l log L16

(4)

log SP ) c + rR2 + sπ2
H + aΣR2

H + bΣâ2
H + vVX (5)
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Table 2sValues of log Lchl and log Pchl Used in the Regressions

log Lchlb log Pchl
c log Lchlb log Pchl

c

compound name log LWa obsd calcd obsd calcd compound name log LWa obsd calcd obsd calcd

krypton −1.21 0.01d −0.039 1.22e 1.358 propan-2-ol 3.48 3.13 3.084 −0.35 −0.286
xenon −0.97 0.53d 0.539 1.50e 1.706 butan-1-ol 3.46 3.88 3.876 0.42 0.431
radon −0.65 1.12d 1.029 1.72e 1.936 2-methylpropan-1-ol 3.30 3.64 3.658 0.34 0.441
hydrogen −1.72 −1.18d −1.01 0.54e 0.782 butan-2-ol 3.39 3.69 3.645 0.30 0.306
nitrogen −1.80 −0.87d −0.792 0.93e 1.258 2-methylpropan-2-ol 3.28 3.26 3.273 −0.02 0.25
nitrous oxide −0.23 0.71d 0.865 0.94e 1.035 pentan-1-ol 3.35 4.40 4.374 1.05 1.02
carbon monoxide −1.63 −0.71d −0.598 0.92e 1.12 hexan-1-ol 3.23 4.92 4.874 1.69 1.61
hexane −1.82 2.87f 2.786 4.69e 4.325 heptan-1-ol 3.09 5.50 5.369 2.41 2.2
octane −2.11 3.90g 3.777 6.01e 5.506 cyclohexanol 4.01 5.13 5.131 1.12 0.997
cyclohexane −0.90 3.26 3.021 4.16 3.879 prop-2-en-1-ol 3.69 3.18 3.22 −0.51 −0.369
chloromethane 0.40 1.82h 1.811 1.42e 1.481 2-chloroethanol −0.40 −0.902
dichloromethane 0.96 2.69i 2.731 2.00e 1.745 3-chloropropan-1-ol −0.03 0.035
trichloromethane 0.79 3.07 j 3.034 2.28e 2.239 propan-1,3-diol −2.90 −2.626
tetrachloromethane −0.06 3.25 I 3.143 3.31e 3.348 diethyl sulfide 1.07 4.71 3.908 3.64 2.64
1,1-dichloroethane 0.62 3.01 I 3.029 2.39e 2.185 dimethyl sulfoxide 7.41 6.56n 6.642 −0.85e −0.729
1,2-dichloroethane 1.31 3.44 I 3.428 2.13e 2.107 thiourea −3.14 −2.922
1,1,1-trichloroethane 0.14 3.24 I 3.269 3.10e 3.09 tributylphosphine oxide 3.08 2.856
1,1,2-trichloroethane 1.46 3.87 I 4.168 2.41e 2.453 trimethyl phosphate 6.52m 7.28 0.76 0.546
1-chloropropane 0.24 2.66h 2.84 2.46e 2.6 triethyl phosphate 5.53 7.81 7.537 2.28 2.133
bromoethane 0.54 2.78f 2.697 2.24e 2.185 tripropyl phosphate 3.67 3.587
iodomethane 0.65 2.78k 2.55 2.13e 1.946 benzene 0.63 3.39 3.384 2.76 2.741
1,1,2-trifluorotrichloroethane −1.30 2.54i 2.494 3.84e 3.675 toluene 0.65 4.06 3.918 3.41l 3.33
diethyl ether 1.17 3.05 3.051 1.88 1.752 ethylbenzene 0.58 4.28 4.357 3.70 3.892
diisopropyl ether 0.39 2.77 3.404 2.38l 3.088 o-xylene 0.66 4.57 4.561 3.91 3.846
tetrahydrofuran 2.55 3.86f 3.893 1.31e 1.127 m-xylene 0.61 4.29 4.437 3.68 3.855
tetrahydropyran 2.29 4.28 4.348 1.99 1.77 biphenyl 1.95 6.62 6.86 4.67 4.81
1,4-dioxane 3.71 4.44g 4.629 0.73e 0.74 naphthalene 1.73 5.78 5.865 4.05 4.039
propanone 2.79 3.29 3.287 0.50 0.562 phenanthrene 2.80 7.86 8.452 5.06 5.244
butanone 2.72 3.87 3.891 1.15 1.209 fluorobenzene 0.59 3.13 3.473 2.54 2.912
diethyl carbonate 3.22 2.216 chlorobenzene 0.82 4.22 4.242 3.40 3.46
propylene carbonate 0.60 0.589 1,3-dichlorobenzene 0.72 4.59 4.936 3.87 4.134
δ-pentanolactone 0.95 0.928 1,4-dichlorobenzene 0.74 4.63 4.999 3.89 4.123
methyl acetate 2.30 3.46 3.379 1.16 1.091 2-chloronaphthalene 4.56 4.754
ethyl acetate 2.16 3.98 3.771 1.82 1.683 bromobenzene 1.07 4.70 4.649 3.63 3.606
propyl acetate 2.05 4.61 4.25 2.56 2.28 iodobenzene 1.28 4.85 5.073 3.57 3.865
butyl acetate 1.94 4.99 4.786 3.05 2.867 methyl phenyl ether 1.80 4.92 4.903 3.12 2.987
pentyl acetate 1.84 5.44 5.27 3.60 3.457 ethyl phenyl ether 1.63 5.25 5.243 3.62 3.49
methyl propanoate 2.15 4.02 3.847 1.87 1.695 benzaldehyde 2.95 5.20 5.403 2.25 2.383
methyl pentanoate 1.88 4.89 4.802 3.01 2.873 2-methoxybenzaldehyde 2.53 2.807
methyl hexanoate 1.83 5.31 5.292 3.48 3.459 phenylacetaldehyde 2.07 2.222
ethyl acetoacetate 1.49 1.566 acetophenone 3.36 6.15 6.024 2.79 2.66
ethyl trifluoroacetate 2.00 1.942 benzyl methyl ketone 3.53l 2.664
ethyl trichloroacetate 3.47 3.537 9-fluorenone 3.95 3.772
acetonitrile 2.85 3.25 3.321 0.40 0.383 methyl benzoate 2.88 5.68 6.046 2.80 3.024
ammonia 3.15 1.77 1.699 −1.38 −1.366 phenyl acetate 2.33 2.628
methylamine 3.34 2.32 2.574 −1.02 −0.811 dimethyl phthalate 3.09 3.003
ethylamine 3.30 2.95 2.993 −0.35 −0.326 diethyl phthalate 3.69 4.107
propylamine 3.22 3.47 3.455 0.25 0.263 benzonitrile 3.09 5.75 5.536 2.66 2.526
butylamine 3.11 3.86 3.924 0.75 0.854 phenylacetonitrile 2.25 2.69
dimethylamine 3.15 2.71 2.929 −0.44 −0.23 1,2-dicyanobenzene 2.60l 2.421
diethylamine 2.99 3.78 3.771 0.79 0.843 1,3-dicyanobenzene 2.12 2.147
diisopropylamine 2.36 3.97 4.299 1.61 1.894 1,4-dicyanobenzene 2.60 2.304
trimethylamine 2.35 2.86 2.843 0.51 0.613 aniline 4.30o 5.65 5.3 1.35 1.283
triethylamine 2.36 4.22 4.362 1.86 1.986 o-toluidine 4.06 6.02 5.788 1.96 1.85
nitromethane 2.95 3.39g 3.473 0.44e 0.523 p-toluidine 4.09 6.04 5.861 1.95 1.831
acetamide 7.12 5.15 −1.97 −2.049 4-ethylaniline 2.28 2.44
proprionamide 6.88 5.48 −1.40 −1.494 4-propylaniline 2.99 2.928
N,N-dimethylacetamide −0.13 0.484 4-isopropylaniline 2.51 2.768
2,2,2-trichloroacetamide 0.31 0.427 4-butylaniline 3.37 3.521
ethyl carbamate 0.12 −0.32 4-chloroaniline 4.33 6.42 6.263 2.09 1.964
formic acid −2.12 −2.044 2-nitroaniline 5.41 7.24 7.285 1.83 1.933
acetic acid 4.91 3.45 3.317 −1.46 −1.397 3-nitroaniline 6.49 8.09 7.963 1.60 1.518
propanoic acid 4.74 3.88 3.877 −0.86 −0.814 4-nitroaniline 7.54 8.80 8.703 1.26 1.276
butanoic acid 4.66 4.39 4.383 −0.27 −0.215 3-aminoacetophenone 1.73 1.67
2-methylpropanoic acid −0.26 −0.334 4-aminopropriophenone 2.13 1.972
pentanoic acid 4.52 4.84 4.901 0.32 0.383 2,4-dimethylaniline 2.27 2.384
3-methylbutanoic acid 4.47 4.66 4.699 0.19 0.253 N-methylaniline 3.44 5.84 5.765 2.40 2.115
hexanoic acid 4.56 5.58 5.449 1.02 0.968 N,N-dimethylaniline 2.53 6.01 5.791 3.48 3.353
2-methylpentanoic acid 0.90 0.843 N,N-diethylaniline 4.26 4.538
octanoic acid 4.44m 6.61 6.524 2.17 2.146 1-naphthylamine 5.34 7.94 7.962 2.60 2.466
2-methylpropenoic acid 0.00 −0.291 2-naphthylamine 5.48 8.18 8.014 2.70 2.463
chloroacetic acid −1.65 −1.176 4-aminobiphenyl 3.14 3.483
trichloroacetic acid −1.11 −0.608 benzylamine 1.18 1.33
succinic acid −1.92 −1.824 1-amino-2-phenylethane 1.37 1.222
water 4.64 1.54 1.697 −3.10 −2.968 nitrobenzene 3.02 5.71 5.899 2.69 2.8
methanol 3.74 2.41 2.271 −1.33 −1.497 2-nitrotoluene 2.63 6.02 6.217 3.39l 3.389
ethanol 3.67 2.80 2.767 −0.87 −0.747 3-nitrotoluene 2.53 5.98 6.374 3.45 3.498
propan-1-ol 3.56 3.26 3.309 −0.30 −0.158 4-nitrotoluene 3.31 3.39
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Table 2s(Continued)

log Lchlb log Pchl
c log Lchlb log Pchl

c

compound name log LWa obsd calcd obsd calcd compound name log LWa obsd calcd obsd calcd

4-nitroanisole 3.18 3.169 methyl phenyl sulfoxide 1.41 1.193
1,2-dinitrobenzene 2.64 3.002 diphenyl sulfoxide 3.36 3.111
1,3-dinitrobenzene 2.63 2.729 methyl phenyl sulfone 1.93 1.931
1,4-dinitrobenzene 2.62 2.748 phenylthiourea 0.56 0.541
benzamide 8.07 8.19 8.177 0.12 0.106 benzenesulfonamide −0.24 −0.009
N-methylbenzamide 0.95 0.844 N-methylbenzenesulfonamide 1.31 1.326
N-ethylbenzamide 1.54 1.432 N,N-dimethylbenzenesulfonamide 2.69 2.736
N,N-dimethylbenzamide 1.75 1.819 3-methylbenzenesulfonamide 0.32 0.405
acetanilide 7.01o 7.81 0.80 0.76 4-methylbenzenesulfonamide 0.33 0.337
phthalimide 1.46 1.253 pyridine 3.44 4.73 4.525 1.29 1.14
benzoic acid 0.60 0.737 2-methylpyridine 3.40 5.12 4.907 1.72 1.555
2-methylbenzoic acid 1.76 1.502 3-methylpyridine 3.50 5.39 5.113 1.89 1.674
4-methylbenzoic acid 1.36 1.295 4-methylpyridine 3.62 5.50 5.135 1.88 1.67
4-ethylbenzoic acid 1.85 1.856 2-ethylpyridine 3.18 5.44 5.275 2.26 2.129
4-butylbenzoic acid 2.86 3.067 2-chloropyridine 3.22 5.22 5.345 2.00 2.077
2-chlorobenzoic acid 0.90 0.945 2-bromopyridine 2.22 2.383
4-chlorobenzoic acid 1.72 1.585 3-bromopyridine 1.65 2.375
2-bromobenzoic acid 0.91 0.95 2-methoxypyridine 2.96m 5.17 4.96 2.21 2.182
3-bromobenzoic acid 2.04 1.713 2-acetylpyridine 1.93 1.856
2-iodobenzoic acid 1.09 1.067 2-cyanopyridine 1.42 1.605
2-methoxybenzoic acid 1.65 2.32 3-cyanopyridine 4.95 6.29 6.239 1.34 1.3
4-methoxybenzoic acid 1.19 1.369 4-cyanopyridine 4.42 5.71 6.007 1.29 1.422
2-nitrobenzoic acid −0.08 0.312 4-aminopyridine −0.71 −0.656
3-nitrobenzoic acid 0.48 0.482 2-(N,N-dimethylamino)pyridine 2.45 2.389
4-nitrobenzoic acid 0.67 0.864 nicotine 1.89 2.552
4-aminobenzoic acid −0.92 −0.901 piperidine 3.75 4.67 4.705 0.92 0.832
phenylacetic acid 0.49 0.546 N-methylpiperidine 2.77 4.21 4.66 1.44 1.731
3-phenylpropanoic acid 1.20 1.15 atropine 2.44 2.534
4-phenylbutanoic acid 1.78 1.9 N-methyl-2-pyridone 0.26 0.762
phenol 4.85 5.17 5.081 0.32 0.408 quinoline 4.20 7.34 6.726 3.14 2.668
2-methylphenol 4.31 5.54 5.444 1.23 1.271 isoquinoline 2.98 2.647
3-methylphenol 4.60o 5.49 0.89 0.963 pyrrole 0.91 0.252
4-methylphenol 4.50 5.56 5.588 1.06 1.07 indole 2.95 1.882
2,4-dimethylphenol 4.41 5.91 6.035 1.50 1.544 3-methylindole 2.24 2.496
2,5-dimethylphenol 4.34 5.93 6.003 1.59 1.585 carbazole 3.75 3.592
3,5-dimethylphenol 4.60 6.20 6.153 1.60 1.5 imidazole −0.83 −1.667
2-ethylphenol 1.73 1.627 N-methylimidazole 0.29 0.137
3-ethylphenol 4.59 6.00 6.142 1.41 1.501 benzimidazole −0.02 −0.096
4-ethylphenol 4.50 5.97 6.118 1.47 1.538 2-cyanopyrazine 1.03 1.012
2-isopropyl-5-methylphenol 2.80 2.586 pyrazine 4.18o 4.77 4.688 0.59 0.616
2-fluorophenol 3.88 4.45 4.557 0.57 0.643 2-methylpyrazine 4.04 5.08 5.007 1.04 1.088
2-chlorophenol 3.34 4.70 5.38 1.36 1.792 2,3-dimethylpyrazine 1.46 1.435
3-chlorophenol 4.85 5.87 6.041 1.02 1.099 2,6-dimethylpyrazine 1.54 1.465
4-chlorophenol 5.16 6.23 6.127 1.07 0.984 trimethylpyrazine 1.93 1.82
2-bromophenol 1.64 1.937 tetramethylpyrazine 2.32 2.145
4-bromophenol 5.23 6.30 6.495 1.07 1.195 2-ethylpyrazine 4.00 5.66 1.66 1.642
2-iodophenol 4.55 6.52 6.077 1.97 2.001 2,3-diethylpyrazine 2.47 2.413
4-iodophenol 1.56 1.54 2-methyl-3-isobutylpyrazine 2.85 2.935
2,4-dichlorophenol 2.09 2.079 2-fluoropyrazine 1.07 1.087
2-methoxyphenol 4.09 5.79 5.953 1.70l 1.698 2-chloropyrazine 1.59 1.698
3-methoxyphenol 5.62 6.39 6.527 0.77 0.869 2-methoxypyrazine 1.71 1.701
4-methoxyphenol 0.46 0.627 2-ethoxypyrazine 2.25 2.23
2-hydroxybenzaldehyde 2.21 2.516 2-propoxypyrazine 2.89 2.761
4-hydroxybenzaldehyde 7.68 7.54 7.356 −0.14 −0.196 methyl 2-pyrazinecarboxylate 1.36l 1.289
4-hydroxyacetophenone 0.08 0.109 ethyl 2-pyrazinecarboxylate 1.88 1.789
2-nitrophenol 3.36 5.89 6.075 2.53 2.623 2-acetylpyrazine 1.42 1.342
3-nitrophenol 7.06 7.56 7.637 0.50 0.545 2-(dimethylamino)pyrimidine 1.99 1.905
4-nitrophenol 7.81 8.01 8.043 0.20 0.29 5-(dimethylamino)pyrimidine 1.33 1.272
2,4-dinitrophenol 2.25 2.428 2-cyanopyrimidine 0.84 0.801
2-hydroxybenzoic acid 0.58 0.637 2-thiomethoxypyrimidine 1.93 1.836
resorcinol −1.34 −1.919 pyrimidine 0.32 0.455
methyl 4-hydroxybenzoate 1.23 0.925 2-methylpyrimidine 0.67 0.873
ethyl 4-hydroxybenzoate 1.78 1.517 5-methylpyrimidine 0.95 0.941
methyl 2-hydroxybenzoate 3.15 3.165 2-fluoropyrimidine 0.85 0.865
ethyl 2-hydroxybenzoate 3.91 3.812 5-fluoropyrimidine 0.89 0.891
2-hydroxybenzamide 0.62 0.538 2-chloropyrimidine 1.16 1.197
4-hydroxy-3-methoxybenzaldehyde 1.42 1.501 5-chloropyrimidine 1.43 1.398
4-hydroxypropriophenone 0.71 0.692 2-bromopyrimidine 1.35 1.328
4-hydroxyacetanilide −1.60 −1.552 5-bromopyrimidine 1.65l 1.586
1-naphthol 5.63 7.13 7.272 1.50 1.764 2-methoxypyrimidine 1.28 1.173
2-naphthol 5.95 7.69 7.423 1.74 1.617 2-ethoxypyrimidine 1.77 1.68
benzyl alcohol 4.86 5.82 5.801 0.96 0.783 5-ethoxypyrimidine 1.59 1.513
4-methylbenzyl alcohol 1.83 1.233 methyl 2-pyrimidinecarboxylate 0.73 0.638
2-hydroxybenzyl alcohol −0.51 −0.378 methyl 5-pyrimidinecarboxylate 1.55 1.419
2-phenylethanol 4.98 6.29 6.33 1.31 1.371 ethyl 2-pyrimidinecarboxylate 1.13 1.038
ephidrine 1.10 1.346 antipyrine 1.45l 1.358
thiophenol 1.87 5.58 4.855 3.71 3.022 N,N-dimethylpiperazine −0.20l 0.525
phenyl methyl sulfide 2.00 4.38 2.38 3.38 1,2,4-triazole −2.42l −2.295
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log Lchl values, because the values of log Lw required in
order to obtain log Lchl from log Pchl via eq 2 were
unavailable. Descriptors for most of the compounds have
been published before,19,20,24,26-45 but some new values are
in Table 3.

Analysis of log LchlsThe 150 values of log Lchl in Table
2 cover quite a good range of compound type, from inorganic
gases such as hydrogen to organic molecules such as
triethyl phosphate and benzamide, with a total range of
9.4 log units in log Lchl. When regressed according to eq 4,
the 150 log Lchl values yielded the statistically very good
eq 6, considering that the experimental uncertainty in log
Lchl must be not less than 0.1 log units. The calculated log
Lchl values from eq 6 are given in Table 2.

In eq 6, r2
cv is the cross-validated squared correlation

coefficient; the t-ratio for each coefficient is given below
the coefficient. The correlation matrix in r2 is given below,

There are three pairs of coefficients that have rather high
cross-correlations, but it must be stressed that we have not

designed the data set; we have had to use the available
data. The sd value of only 0.23 log units suggests that eq
6 could be useful for the estimation of further values of log
Lchl. However, the importance of eq 6 lies also in the
information that can be extracted from the coefficients in
the equation. As outlined above, these coefficients are
related to definite chemical properties of the condensed
solvent phase. To put these coefficients in context, espe-
cially the b-coefficient, we summarize in Table 4 the
corresponding coefficients for some other solvent
phases.24,43-45 The r-coefficient in eq 6 is not exceptional
and seems to be related, at least in part, to lone pair-lone
pair repulsion. The s-coefficient is a measure of the solvent
dipolarity/polarizability; the rather large coefficient for
chloroform is clearly due to polarizability effects, just as
for 1,2-dichloroethane. The a-coefficient, a measure of
solvent hydrogen-bond basicity, is very low, as expected,
but the b-coefficient indicates that bulk chloroform can act
as a hydrogen-bond acid. However, the magnitude of the
b-coefficient (1.37) is of the same order as that for methanol
(1.43)46 and ethanol (1.31)47 solvents, so that to external
solutes chloroform is as strong a hydrogen-bond acid as are
the alcohols. We give in Table 5 some previous measures
of the hydrogen-bond acidity of bulk chloroform; the
acceptor number (AN),49 the solvatochromic R-value,50,51

and the enthalpic ∆acidH scale.51 None of these scales ranks

Table 2s(Continued)

log Lchlb log Pchl
c log Lchlb log Pchl

c

compound name log LWa obsd calcd obsd calcd compound name log LWa obsd calcd obsd calcd

purine −1.95 −1.858 thiophene 1.04 4.22 3.447 3.18 2.383
adenine −2.48 −2.363 thiazole 1.03 1.116
morpholine 5.26 4.93 5.393 −0.33 −0.207 digitoxin 2.40 2.481
N-methylmorpholine 4.64 5.10 5.341 0.46 0.614 phenylurea −0.68 −0.655
scopolamine 1.64 1.734 1-phenyl-3,3-dimethylurea 1.29l 1.138
uracil −1.70 −1.628 barbituric acid −2.10 −2.026
1,3-dimethyluracil 0.52l 0.442 5-methyl-5-ethylbarbituric acid −0.72 −0.325
theophylline −0.48l −1.269 5,5-diethylbarbituric acid −0.15l 0.246
theobromine −0.43l −1.279 5-ethyl-5-propylbarbituric acid 0.30 0.836
caffeine 1.23 1.079 5-ethyl-5-(2-pentyl)barbital 1.59 1.857
guanine −3.25 −3.122 5-allyl-5-ethylbarbital 0.64 0.302
codeine 2.20 1.918 5-ethyl-5-phenylbarbital 0.65 0.721

a Observed values from refs 24 and 25 unless otherwise shown. Calculated values on eq 6. b Observed values obtained from log LW and log Pchl unless
otherwise shown. Calculated values on eq 9. c Directly determined values from ref 21 unless otherwise shown. d Solubility Data Project Series. e From log Lchl and
log LW. f Thomas, E. R., Newman, B. A., Nicolaider, G. L., Eckert, C. A. J. Chem. Eng. Data 1982, 27, 233. g Park, J. H., Hussam, A., Cousanon, P., Fritz, D.,
Carr, P. W. Anal. Chem. 1987, 59, 1970. h Gerrard, W. J. Appl. Chem. Biotechnol. 1972, 22, 623. i Dohnal, V., Vrbka, P. Fluid Phase Equilib. 1990, 54, 121.
j Taking γinf ) 1. k Trans. Faraday Soc. 1957, 53, 607. l This work. m See footnote c. n Phillippe, R., Jose, J., Clechet, P. Bull. Soc. Chim. Fr. 1971, 2866.
o Abraham, M. H. Unpublished results.

Table 3sDescriptors for Some Solutes

solute R π R â Vx

9-fluorenone 1.37 0.91 0.00 0.63 1.3722
acetanilide 0.87 1.36 0.46 0.69 1.1137
phthalimide 1.18 2.09 0.40 0.42 1.0208
ephidrine 0.92 0.65 0.20 1.24 1.4385
atropine 1.19 1.94 0.36 1.64 2.2820
1,2,4-triazole 0.72 0.98 0.60 0.77 0.4952
scopoloamine 1.07 1.45 0.28 0.71 2.2321
caffeine 1.50 1.60 0.00 1.33 1.3632
codeine 1.78 1.95 0.33 1.78 2.2057
digitoxin 4.50 5.60 1.47 4.52 5.6938

log Lchl ) 0.168
3.19

- 0.595
-6.46

R2 + 1.256
14.13

π2
H + 0.280

3.45
ΣR2

H +

1.370
14.39

Σâ2
H + 0.981

41.82
log L16 (6)

n ) 150, sd ) 0.23, r2 ) 0.985, r2
cv ) 0.984, F ) 1919

R2 π2
H ∑R2

H ∑â2
H

π2
H 0.591

∑R2
H 0.051 0.108

∑â2
H 0.005 0.042 0.006

log L16 0.677 0.599 0.077 0.019

Table 4sCoefficients in Eq 4 for the Solubility of Gases and Vapors
in Solvents, as log L Values at 298 K

solvent c r s a b l

chloroform 0.17 −0.60 1.26 0.28 1.37 0.981
water24 −1.27 0.82 3.74 3.90 4.80 −2.13
methanol46 0.00 −0.22 1.17 3.70 1.43 0.769
ethanol47 0.01 −0.21 0.79 3.63 1.31 0.853
1,2-dichloroethane48 0.01 −0.15 1.44 0.65 0.74 0.936
benzene48 0.11 −0.31 1.05 0.47 0.17 1.020
hexadecane 0.00 0.00 0.00 0.00 0.00 1.000

Table 5sSome Measures of the Hydrogen-Bond Acidity of Solvents

solvent AN49 R49 R50 R51 ∆acidH51 ba

water 54.8 1.17 1.17 1.16 −10.60 4.81
methanol 41.3 1.09 −11.15 1.43
ethanol 37.1 0.86 0.83 0.88 −9.14 1.31
chloroform 23.1 0.20 0.44 −5.60 1.37
cyclohexane 0.0 0.00 0.00 0.00 2.10 0.00

a The b-coefficient in eq 4.
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chloroform as acidic as alcohols, although it must be noted
that only the ∆acidH scale is based on a thermodynamic
property, the enthalpy, in contrast to the b-coefficient that
is related to Gibbs energy. The l-coefficient in eq 4 can be
regarded as a measure of the solvent hydrophobicity;
chloroform is not exceptional, with an l-coefficient close to
those for benzene or hexadecane.

From the coefficients of eq 6 and solute descriptors, it is
possible to dissect the observed log Lchl value for any given
solute into contributions from the various terms in eq 6.
However, the l log L16 term includes two opposing effects:
(i) an endoergic cavity term that arises through disruption
of solvent-solvent interactions, and which will make a
negative contribution to l log L,16 and (ii) an exoergic term
due to London dispersion solute-solvent interactions, and
which will make a positive contribution to l log L.16 Indeed,
as we have pointed out,24,32,52 the London interaction term
is nearly always larger than any specific solute-solvent
interaction involving nonionic solutes.

We can make some headway by calculating the cavity
term using scaled particle theory (SPT),53 and then obtain-
ing the London dispersion term by difference. Even an
approximate estimation will suffice to show general trends,
and as noted before,13 there may be a number of possible
divisions of experimental log L values into various contri-
butions. To apply SPT we need to know the solvent hard-
sphere diameter, σ1, and Lennard-Jones potential, ε1/k.
We calculated these from log Lchl for nonpolar solutes, as
indicated before,54 and obtained values of 4.80 Å and 320
K, respectively. Then taking σ2 as 3.82 (methane), 6.03
(hexane), 4.75 (ethanol), and 5.51 (butanone) for represen-
tative solutes, we can calculate the cavity term (Cav) and
deduce the dispersion term (Disp) as [Disp ) l log L16 -
Cav]. For comparison, we have done the same for solvent
water using eq 7,24 with σ1 taken as 2.77 Å.53 Results are
in Table 6. Note that our calculation refers to the separa-
tion of cavity and dispersion effects in the l log L16 term
only. The constant term, which is appreciably more nega-
tive for solvent water than for any nonaqueous solvent, may
also contain some cavity/dispersion contribution.

In chloroform, the solute-solvent dispersion term, that
increases with increase in solute size, outweighs the
various specific interaction terms. This is not unique to
chloroform solvent, but is the case for all the nonaqueous
solvents we have investigated. The specific interaction

terms merely discriminate between solutes of about the
same size and hence of about the same cavity/dispersion
effect. Thus butanone is more soluble than hexane, even
though it is somewhat smaller. In any homologous series,
with a constant functionality, log Lchl increases with carbon
number because the positive dispersion effect increases
faster than the negative cavity effect. However log Lw

decreases along any homologous series because the positive
dispersion effect now increases slower than the cavity
effect.

In summary, application of the MLR eq 4 to the 150 log
Lchl values yields eq 6 that can be used for the prediction
of further values and can be used to quantify the various
solute and solvent factors that influence the magnitude of
log Lchl.

Analysis of log PchlsTable 2 contains 335 values of log
Pchl, enough to divide into a training set and a test set for
the purpose of assessing the predictive capability of any
MLR equation. We arbitrarily removed 10% of all the log
Pchl values to leave 302 as a training set. Application of eq
5 to this set yielded eq 8, where again the t-scores are given
below the coefficients.

The correlation matrix for eq 8 is,

The statistics of eq 8 are not as good as those for many
other water-solvent partitions,19 but we have already
referred to the difficulty of the experimental measurement
of log Pchl values. The predictive capability of eq 8 can be
assessed by the calculation of log Pchl for the 34 compounds
left out as a test set. These are in Table 7 together with
the predicted and observed values of log Pchl. Over a range
of 6 log units in log Pchl the sd between predicted and
observed values is only 0.17 log unit; the average unsigned
error is 0.13 log unit, and the average signed error is -0.03
log unit. As shown in Figure 1, there are no systematic
deviations. None of the other computational or calculational
methods summarized in Table 1 employed a test set of
compounds to estimate predictive power, so that compari-
sons are not possible.

Once the predictive power of eq 8 is established, we can
use all the available data to construct eq 9. The differences
between eq 8 and eq 9 are marginal, but the latter equation
is preferred since it covers more compounds, with log Pchl
covering a range of over nine log units, from -3.25
(guanine) to 6.01 (octane). The calculated values of log Pchl
on eq 9 are given in Table 2.

The correlation matrix of eq 9 is very similar to that of
eq 8. The interpretation of eq 9 follows closely that of eq 6,

Table 6sFactors That Influence the Solubility of Gases and Vapors in
Chloroform and in Water at 298 K

l log L16

solute rR2 sπ2
H a∑R2

H b∑â2
H cav disp totala

Solvent Chloroform
methane 0.00 0.00 0.00 0.00 −2.38 2.06 −0.15
ethanol −0.15 0.53 0.10 0.66 −3.31 4.77 2.77
butanone −0.10 0.88 0.00 0.70 −4.19 6.43 3.89
hexane 0.00 0.00 0.00 0.00 −4.85 7.47 2.79

Solvent Water
methane 0.00 0.00 0.00 0.00 −4.04 4.11 −1.34
ethanol 0.20 1.15 1.44 2.31 −5.81 5.49 3.51
butanone 0.14 1.92 0.00 2.46 −7.50 7.01 2.76
hexane 0.00 0.00 0.00 0.00 −8.78 8.21 −1.84

a This includes the constant 0.168 in eq 6 and −1.271 in eq 7. Observed
values are in chloroform 2.80 (ethanol), 3.87 (butanone) and 2.87 (hexane)
and in water −1.46 (methane), 3.67 (ethanol), 2.72 (butanone), and −1.82
(hexane).

log Pchl ) 0.321
5.87

+ 0.168
2.59

R2 - 0.379
-5.94

π2
H -

3.170
-52.04

ΣR2
H - 3.409

-52.00
Σâ2

H + 4.149
59.10

VX (8)

n ) 301, sd ) 0.28, r2 ) 0.965, r2
cv ) 0.963, F ) 1635

R2 π2
H ΣR2

H Σâ2
H

π2
H 0.539

ΣR2
H 0.077 0.067

Σâ2
H 0.075 0.234 0.004

VX 0.312 0.278 0.010 0.251

log Pchl ) 0.327
8.57

+ 0.157
2.86

R2 - 0.391
-7.17

π2
H -

3.191
-61.93

ΣR2
H - 3.437

-61.23
Σâ2

H + 4.191
72.40

VX (9)

n ) 335, sd ) 0.25, r2 ) 0.971, r2
cv ) 0.970, F ) 2223

log Lw ) -1.271 + 0.822R2 + 2.743π2
H + 3.904ΣR2

H +

4.814Σâ2
H - 0.213 log L16 (7)
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except that now the coefficients refer to differences in
properties of chloroform and water. A comparison with
coefficients for other water-solvent partitions19,20 is in
Table 8. The c- and r-coefficients are not exceptional. The
s-coefficient refers to the difference in dipolarity/polariz-
ability of chloroform and water; a value of -0.39 places
chloroform between CCl4 (-1.15) and 1,2-dichloroethane
(0.00) or dichloromethane (0.02). The hydrogen-bond basic-
ity of bulk chloroform, as indicated by eq 6, is very small;
hence, the a-coefficient in eq 9 is very negative (-3.19) and
approaches that for the systems with nonbasic solvents
such as hexadecane, cyclohexane, and CCl4. In view of our
discussion, above, on the hydrogen-bond acidity of chloro-
form, the b-coefficient in eq 9 is of some interest. A value
of -3.43 places chloroform as acidic as wet octanol (-3.46),
exactly in line with the b-coefficients in Table 4, and much
more acidic than dichloromethane (b ) -4.14) or 1,2-

dichloroethane (b ) -4.29). The v-coefficient in eq 5, just
as the l-coefficient in eq 4, can be regarded as a measure
of the solvent hydrophobicity. Chloroform is no different
to most non-hydroxylic solvents which have v-coefficients
between 4.2 and 4.6 units.

It is possible to analyze eq 9 term-by-term in order to
quantify the particular interactions leading to log Pchl
values for a given solute, just as we have done for log Lchl

in Table 6, but the arithmetic is trivial. We conclude by
examining a number of solutes for which log Pchl has not
been well calculated by previous methods or by eq 9. The
experimental values of log Pchl for aliphatic amines have
been questioned11,14 on the grounds that protonation in the
aqueous phase could lead to erroneously low values. In
Table 9 we collect observed and calculated log Pchl values
for the aliphatic amines noted before. Values calculated
through eq 9 are in good agreement with the observed
values, and in our view the experimental log Pchl values
must be substantially correct. Other workers13 also calcu-
late values reasonably close to those observed. Values of
log Pchl for benzene11 and methyl acetate14 are also poorly
computed, Table 9, but again our procedure suggests that
the observed values are correct. We did find that there were
three log Pchl values that were considerable outliers to eq
9, and which we omitted in the regression analysis; these
outliers are shown in Table 10.

We can check our descriptors for hydroquinone, because
values of log P are available21 for many water-solvent
partition systems for which we have19 the coefficients in

Table 7sPredicted Values from Eq 8 and Observed Values of log Pchl
for the 33 Compound Test Set

compound predicted observed

cyclohexane 3.87 4.16
bromoethane 2.18 2.24
propyl acetate 2.28 2.56
ethyl trifluoroacetate 1.94 2.00
diethylamine 0.85 0.79
formic acid −2.03 −2.12
hexanoic acid 0.98 1.02
2-methylpropan-2-ol 0.26 −0.02
propane-1,3-diol −2.60 −2.90
triethyl phosphate 2.14 2.28
fluorobenzene 2.90 2.54
benzaldehyde 2.38 2.25
dimethyl phthalate 2.86 3.09
aniline 1.28 1.35
1-naphthylamine 2.46 2.60
4-nitroanisole 3.16 3.18
phthalimide 1.25 1.46
2-bromobenzoic acid 0.96 0.91
4-aminobenzoic acid −0.88 −0.92
3-phenylpropanoic acid 1.16 1.20
2-ethylphenol 1.63 1.73
2-iodophenol 2.00 1.97
2-nitrophenol 2.62 2.53
methyl 2-hydroxybenzoate 3.16 3.15
benzyl alcohol 0.79 0.96
methyl phenyl sulfone 1.93 1.93
3-methylbenzenesulfonamide 0.42 0.32
2-bromopyridine 2.37 2.22
quinoline 2.66 3.14
pyrazine 0.62 0.59
2-(dimethylamino)pyrimidine 1.91 1.99
5-chloropyrimidine 1.39 1.43
antipyrine 1.37 1.45
digitoxin 2.56 2.40

Figure 1sA plot of observed log Pchl vs predicted log Pchl values on eq 8.

Table 8sCoefficients in Eq 5 for Water−Solvent Partitions

solvent c r s a b v

hexadecanea 0.09 0.67 −1.62 −3.59 −4.87 4.43
cyclohexanea 0.13 0.82 −1.73 −3.78 −4.90 4.65
benzeneb 0.02 0.49 −0.60 −3.01 −4.63 4.59
nitrobenzeneb −0.18 0.58 0.00 −2.36 −4.42 4.26
decanol, wetc 0.01 0.48 −0.97 0.02 −3.80 3.95
octanol, weta 0.09 0.56 −1.05 0.03 −3.46 3.81
isobutanol, wetc 0.23 0.51 −0.69 0.02 −2.26 2.78
olive oild 0.01 0.58 −0.80 −1.47 −4.92 4.17
dibutyl etherd 0.18 0.82 −1.50 −0.83 −5.09 4.69
CCl4b 0.22 0.56 −1.15 −3.51 −4.54 4.50
1,2-dichloroethaneb 0.16 0.12 0.00 −3.05 −4.29 4.30
dichloromethane 0.31 0.00 0.02 −3.24 −4.14 4.26
chloroform 0.32 0.16 −0.39 −3.19 −3.43 4.19

a Reference 43. b Reference 19a. c Reference 48. d Reference 20.

Table 9sCalculated and Observed log Pchl Values for Some Solutes
Previously Studied

solute calcd11a calcd11b calcd14 calcd13c calcdd obsde

MeNH2 −0.56 −0.35 −0.33 −1.2 −0.88 −1.02
Me2NH 0.85 −0.27 −0.44
Me3N 2.25 0.61 0.51
Et2NH 2.79 2.09 1.4 0.86 0.79
benzene 4.30 3.20 2.71 2.8 2.78 2.76
MeOAc 0.33 1.08 1.16
4-hexylpyridine 5.38 3.99 4.7 4.47f 5.00g

a Untrained computations. b Trained computations. c SM5.4P; the SM5.4A
results are very similar. d On eq 9, this work. e Table 2. f Not part of the 335
data set. g Not corrected for salting-out; see text.

Table 10sCalculated and Observed log Pchl Values for Solutes Not
Included in Eq 9

solute calcda calcdb obsd

hydroquinone −2.18 −1.54 0.23
cocaine 4.26 6.67 1.21
hydrocortisone 2.21 3.67 0.81

a This work. b As in ref 13 (see text).
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eq 5 (log SP ) log P). In addition, values of the HPLC
capacity factor, k′, are known for hydroquinone in systems
for which we have again the coefficients in eq 5 (logSP )
log k′), see Table 11.37a,57-59 Our original descriptors for
hydroquinone reproduce the log P and log k′ values for 33
systems with an sd of 0.20 units. We can calculate the set
of descriptors that best reproduces the 33 log P and log k′
values, with an sd value of only 0.15 units, but there is
not much difference between the two sets of descriptors,
Table 11. In either case, the calculated log Pchl value (-2.18
and -1.84) is over two log units smaller than the observed
value (0.23). We have to conclude that the experimental
value is in error. Such discrepancies are not uncommon,
thus log P for hydroquinone in water-benzene is given21

as -2.16, -1.85, and 0.15, and log P in water-heptane is
given as -4.28, -4.24, and 0.05!

In the case of cocaine, only six log P values are available21

as a check. Our present descriptors reproduce these with
an sd value of 0.45 units, and the best fit we can obtain
still results in an sd value of 0.38 units, see Table 12.
However, either set of descriptors leads to a calculated log

Pchl value over 3 log units greater than that recorded.21 We
have no explanation other than that the experimental value
is in error. It is worth noting that lipophilic strong bases
are very difficult to study by the “shake-flask” method.

The number of water-solvent log P values for hydro-
cortisone is surprisingly small, but a few log k′ values are
available in calibrated HPLC systems,57,60 see Table 13.
Our usual descriptors lead to an sd value of 0.49 units,
rather large but not unreasonable, and to a discrepancy of
1.4 log units in log Pchl. We can define a set of descriptors
that leads to an sd value of 0.22 for the same eight systems
and to a smaller discrepancy of only 0.45 log units in log
Pchl. It is thus possible that in the case of hydrocortisone
there is some error in the experimental log Pchl value
combined with errors in our assigned descriptors.

In an attempt to resolve these problems, Dr. Cramer
kindly calculated log Pchl for the three outliers using his
computational method.13 Results are in Table 10. They
seem to confirm our suggestion that the three experimental
values are in error.

Finally, we can find no evidence for the suggestion14 that
water-saturated chloroform may behave differently to dry
chloroform as a partitioning medium. Other workers13 also
regard water-saturated and dry chloroform to be essentially
the same as solvating media.

Care must be taken over experimental values, however.
A case in point is 4-hexylpyridine with a calculated value
of log Pchl as 3.99 with a trained computation,11 as
compared to an observed value of 5.00 log units. This latter
value does not refer to water-chloroform partition, but to
partition between 1 M sodium chloride and chloroform.
Correction for the salting-out effect would lower the value

Table 11sWater-Solvent Partitions (P) and HPLC Capacity Factors (k′)
for Hydroquinone

log P or log k′

solvent obsd calcda calcdb

octanol (P) 0.59 0.77 0.58
isobutanol (P) 0.82 0.99 0.88
hexanol (P) 0.74 1.00 0.81
cyclohexane (P) −3.97c −4.19 −4.11
toluene (P) −2.15 −2.61 −2.37
heptane (P) −4.26d −4.07 −4.00
diethyl ether (P) 0.39e 0.34 0.18
dibutyl ether (P) −0.77 −0.55 −0.73
diisopropyl ether (P) 0.02f 0.15 −0.03
ethyl acetate (P) 0.79 0.88 0.61
butyl acetate (P) 0.66g 0.88 0.85
1,2-dichloroethane (P) −1.61h −2.00 −1.64
tetrachloromethane (P) −3.30i −3.38 −3.21

ref 67, 50% methanol (k′) −0.84 −0.43 −0.55
ref 67, 75% methanol (k′) −1.42 −1.03 −1.09
ref 68, 60% methanol (k′) −1.11 −0.94 −0.99
ref 68, 75% methanol (k′) −1.46 −1.28 −1.31
ref 68, 90% methanol (k′) −1.81 −1.42 −1.52
ref 69, Column B (k′) −1.10 −1.15 −1.09
ref 70, Column A (k′) −0.60 −0.56 −0.55
ref 70, Column B (k′) −0.62 −0.60 −0.58
ref 70, Column C (k′) −0.77 −0.72 −0.71
ref 46a, 40% methanol (k′) −0.51 −0.38 −0.47
ref 46a, 50% methanol (k′) −0.57 −0.54 −0.60
ref 46a, 60% methanol (k′) −0.70 −0.66 −0.73
ref 46a, 60% methanol (k′) −0.75 −0.79 −0.85
ref 46a, 80% methanol (k′) −0.75 −0.87 −0.92
ref 46a, 30% acetonitrile (k′) −0.46 −0.45 −0.47
ref 46a, 40% acetonitrile (k′) −0.37 −0.50 −0.52
ref 46a, 50% acetonitrile (k′) −0.46 −0.62 −0.63
ref 46a, 60% acetonitrile (k′) −0.60 −0.69 −0.71
ref 46a, 70% acetonitrile (k′) −0.69 −0.79 −0.80
ref 46a, 80% acetonitrile (k′) −0.85 −0.85 −0.87

sd (n ) 33): 0.20 0.15

benzene (P) 0.15
benzene (P) −1.85 −2.58 −2.29
benzene (P) −2.16
chloroform 0.23 −2.18 −1.84

a With original descriptors: R2 ) 1.063, Vx ) 0.8338, π2
H ) 1.00, ΣR2

H

) 1.16, and Σâ2
H ) 0.60. b With “best value” descriptors: R2 ) 1.063, Vx )

0.8338, π2
H ) 1.25, ΣR2

H ) 1.05, and Σâ2
H ) 0.58. c Average of −3.89

and −4.04. d Average of −4.24 and −4.28; another value is 0.05. e Average
of 0.36, 0.37, 0.38, and 0.46. f Average of −0.13, 0.01, 0.01, and 0.20.
h Another value is 0.32. i Another value is 0.04.

Table 12sWater−Solvent Partitions for Cocaine

log P

solvent obsd calcda calcdb

octanol 2.30 2.40 2.43
diethyl ether 1.52c 1.54 1.80
diisopropyl ether 1.19 1.50 1.68
olive oil 2.33 1.44 1.85
ethyl acetate 2.00 2.07 1.97
hexane 0.91 0.60 0.54
sd 0.45 0.38
chloroform 1.21d 4.26 4.63

a With original descriptors: R2 ) 1.355, Vx ) 2.2977, π2
H ) 1.92, ΣR2

H

) 0.00, and Σâ2
H ) 1.50. b With “best value” descriptors: R2 ) 1.355, Vx )

2.2977, π2
H ) 2.44, ΣR2

H ) 0.00, and Σâ2
H ) 1.33. c Average of values

1.15, 1.28, and 2.14. d Average of values 1.04 and 1.38.

Table 13sWater−Solvent Partitions (P) and HPLC Capacity Factors
(k′) for Hydrocortisone

log P or log k′

solvent obs calca calcb

octanol (P) 1.68c 1.67 1.60
isobutanol (P) 1.74 2.33 2.24
diethyl ether (P) 0.16d 0.35 −0.06
ethyl acetate (P) 1.09 0.98 1.06
benzene (P) −0.49 0.61 −0.46
ref 67 50% methanol (k′) 0.69 0.57 0.60
ref 67 75% methanol (k′) −0.31 −0.49 −0.48
ref 71 IAM column (k′) 0.94 1.05 0.99
sd 0.49 0.22
hexadecane (P) −2.04 −3.60 −4.09
chloroform (P) 0.81 2.21 1.27

a With original descriptors: R2 ) 2.03, Vx ) 2.7976, π2
H ) 3.49, ΣR2

H )
0.71, and Σâ2

H ) 1.90. b With “best value” descriptors: R2 ) 2.03, Vx )
2.7976, π2

H ) 2.77, ΣR2
H ) 0.85, and Σâ2

H ) 2.13. c Average of 1.53 and
1.81. d Average of 0.11, 0.15, 0.18, and 0.21.
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by 0.15 to 0.55, leading to an “experimental” value of 4.85
to 4.45, more in line with the computational value of 3.99,11

and in good agreement with another computational value13

of 4.7 and our calculated value of 4.47 through eq 9.
Our data set of 335 compounds therefore leads to a MLR

eq 9 that from a training set of 301 compounds seems
capable of predicting further log Pchl values with sd ) 0.17.
Equation 9 can also be used to analyze the solute and
solvent interactions that affect log Pchl, with results almost
identical to those obtained by an analysis of log Lchl through
eq 6. The importance of these results lies in the recent use
of the water-chloroform system as a measure of solute
lipophilicity,5,6,11,12 and of recent calculations of the transfer
of nucleic acids from water to chloroform.9,61 The nucleic
acid transfers have been analyzed in terms of functional
group contributions,61 but a breakdown into contributions
due to dipolarity/polarizability, hydrogen-bond acidity, etc.,
through eq 9, leads to more information as to the exact
solute influences on the water-chloroform partitions.

Furthermore, if the water-chloroform system is to be
generally used as a measure of solute lipophilicity in drug
design, it will be of very considerable help to have a
predictive procedure available. We have shown, see Table
1, that the MLRA method is capable of correlating log Pchl
values rather better than computational methods, although
the present MLRA method suffers from the possible lack
of availability of the required descriptors. Recently, we have
remedied this deficiency through a simple method (AB-
SOLVE) for the calculation of descriptors from structure.62

Together with eq 6 and eq 9 the ABSOLVE method will
enable log Lchl and log Pchl to be predicted from structure.
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Abstract 0 The purpose of this study was to investigate the
mechanism by which the H2-antagonists ranitidine and famotidine
interacted with the paracellular space during their transport across
Caco-2 cell monolayers. Transport experiments with ranitidine and
famotidine across Caco-2 cell monolayers were performed to determine
the apical-to-basolateral flux at various concentrations. Kinetic analysis
of the transport data showed that ranitidine and famotidine were
transported by both saturable and nonsaturable processes. Na+,K+-
ATPase inhibitor ouabain and metabolic inhibitors sodium azide +
2-deoxy-D-glucose did not affect ranitidine transport, suggesting that
the active transport was not involved. Famotidine and some other
guanidine-containing compounds, e.g., guanethidine, Arg-Gly, L-arginine
methyl ester, and L-argininamide, inhibited the transport of ranitidine,
whereas other guanidine-containing compounds with an additional
negative charge, e.g., L-arginine, did not. 2,4,6-Triaminopyrimidine
(TAP), an inhibitor of paracelluar cationic conductance, also inhibited
the transport of both ranitidine and famotidine. On the basis of these
results, it is proposed that the saturable transport of ranitidine and
famotidine across Caco-2 cell monolayers appears to be via a
facilitated diffusion process mediated by the paracellular anionic sites.
This mechanism is consistent with the observation that ranitidine and
famotidine caused a concentration-dependent increase in transepithelial
electrical resistance (TEER) across Caco-2 cell monolayers, presum-
ably by blocking the paracellular anionic sites and thus inhibiting the
flux of cations (e.g., Na+).

Introduction
Intestinal epithelium presents a major barrier to orally

administered drugs.1,2 The drug molecules have to traverse
this barrier by entering the epithelial cells from the apical
(or luminal) side and exiting from the basolateral (or
serosal) side (i.e., the transcellular transport), or by passing
through the intercellular space (i.e., the paracellular
transport). The transcellular transport occurs either via a
passive diffusion process or via a carrier-mediated process,
involving one of many carrier proteins (i.e., carrier for
amino acids, di/tri peptides, glucose, bile acids, etc.).3 The
paracellular transport, involving passive diffusion of com-
pounds in aqueous solution, is less efficient than the trans-
cellular process because of the much lower surface area
available to the compounds entering the intercellular space.
In addition, presence of the highly specialized structure in
the intercellular space restricts the free passage of com-
pounds traversing the intestinal epithelium via the para-
cellular process.4-7 Hence, only hydrophilic compounds of
low molecular weight (e.g., mannitol) cross the intestinal
epithelium predominantly via the paracellular route.

The H2-antagonist ranitidine appears to be absorbed
predominantly via the paracellular pathway based on the
studies with Caco-2 cell monolayers as in vitro model of
intestinal mucosa.8 This conclusion was based on the
observation that the permeability coefficient (Papp) of
ranitidine across Caco-2 cell monolayers increased by 15-
20-fold when Ca2+ was removed from the transport me-
dium, thereby compromising the integrity of the tight
junctions.8 This was further confirmed by the observation
that the uptake of ranitidine into Caco-2 cells was mini-
mal.8 The paracellular transport of ranitidine is consistent
with the report that absorption of ranitidine in humans
after oral administration is incomplete and that its bio-
availability is ∼50% despite little or no first pass metabo-
lism.9 During the investigation of the mechanism of trans-
port of ranitidine it was uncovered that H2-antagonistss
ranitidine, famotidine, cimetidine, and nizatidinesappeared
to affect the tight junctions in Caco-2 cell monolayers as
evidenced by a concentration-dependent increase in the
transepithelial electrical resistance (TEER) across Caco-2
cell monolayers,10 which is an indicator of paracellular ionic
permeability.11-13 The increase in TEER was accompanied
by a decrease in their own permeability across Caco-2 cell
monolayers.10 These results suggest that H2-antagonists
may affect their own absorption by a mechanism that is
related to the mechanism by which they cause an increase
in TEER. An inverse relationship between the ability of
the four H2-antagonists to cause an increase in TEER
across Caco-2 cell monolayers and their human bioavail-
ability9,10,14 provides support to this hypothesis.

In light of these observations, we have investigated the
mechanism by which the H2-antagonists cause an in-
crease in TEER and affect their own transport across
Caco-2 cell monolayers. Our results suggest that H2-an-
tagonists cause an increase in TEER by binding to the
anionic centers in the paracellular space and thereby
decreasing the cationic conductance across the cell mono-
layers. During our investigation, we have found that
ranitidine and famotidine traverse the Caco-2 cell mono-
layers by a combination of saturable and nonsaturable
mechanisms. In this report we have characterized the
saturable transport of ranitidine and famotidine and
proposed a mechanism of transport for these compounds
that is consistent with the saturable transport kinetics as
well as their ability to cause an increase in TEER across
Caco-2 cell monolayers.

Materials and Methods

MaterialssEagle’s minimum essential medium (with Earle’s
salts and L-glutamate), fetal bovine serum (FBS), nonessential
amino acids (NEAA, ×100), and 0.05% trypsin-EDTA solution were
obtained from Gibco Laboratories, Grand Island, NY. Hank’s
balanced salt solution (HBSS, ×1), ranitidine hydrochloride,
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famotidine, 2,4,6-triaminopyrimidine (TAP), guanethidine mono-
sulfate, Arg-Gly hydrochloride, Gly-Gly, L-arginine hydrochloride,
L-argininamide dihydrochloride, L-arginine methyl ester dihydro-
chloride, glycylsarcosine (Gly-Sar), mannitol, ouabain, sodium
azide, 2-deoxy-D-glucose, 2,4-dinitrophenol, antibiotic antimycotic
solution (×100), 2-(N-morpholino)ethanesulfonic acid (MES), and
D-(+)-glucose were purchased from Sigma Chemical Co., St. Louis,
MO. N-Hydroxyethylpiperazine-N′-2-ethanesulfonate (HEPES, 1
M) was purchased from Lineberger Comprehensive Cancer Center,
the University of North Carolina, Chapel Hill, NC. Lucifer yellow
CH was purchased from Molecular Probes, Eugene, OR. [14C]-
Mannitol (51.5 mCi/mmol) and [14C]PEG-4000 (11.0 mCi/g) were
obtained from NEN Research Products, Boston, MA. [3H]Gly-Sar
(30 Ci/mmol) was purchased from American Radiolabeled Chemi-
cals Inc., St. Louis, MO.

Cell CulturesThe Caco-2 cell line was obtained from Glaxo-
Wellcome, Inc., Research Triangle Park, NC, and cultured as
described previously.10 Briefly, Caco-2 cells were cultured at 37
°C in minimum essential medium, supplemented with 10% FBS,
1% NEAA, 100 U/mL penicillin, 100 µg/mL streptomycin, and
0.25 µg/mL amphotericin B in an atmosphere of 5% CO2 and
90% relative humidity. The cells were passaged every 4-6 days
at a split ratio of 1:20 at about 90% confluency, using trypsin-
EDTA. Caco-2 cells (passage 50∼55) were seeded at a density of
60 000 cells/cm2 on polycarbonate membranes of Transwells (12
mm i.d., 3.0 µm pore size, Costar, Cambridge, MA). Medium was
changed the day after seeding and every other day thereafter
(apical volume 0.5 mL, basolateral volume 1.5 mL). The cell
monolayers were used 20-25 days postseeding. TEER was mea-
sured as described later. TEER and apical-to-basolateral flux for
[14C]mannitol, a paracellular transport marker, were used to
ensure cell monolayer integrity. Monolayers having TEER values
above 300 Ω‚cm2 and the mannitol flux < 0.5%/h were used in
the studies.

Measurement of TEERsEVOM Epithelial Tissue Voltohm-
meter (World Precision Instruments, Sarasota, FL) and Endohm-
12 electrode (World Precision Instruments, Sarasota, FL) were
used to measure TEER across the Caco-2 cell monolayers.10 The
cell monolayers were preincubated for 1 h at 37 °C with transport
buffer (HBSS supplemented with 25 mM D-glucose and 10 mM
HEPES, pH 7.2), and TEER was measured. The experiments were
initiated by replacing the apical buffer with the compound of
interest dissolved in an appropriate transport buffer (HBSS
supplemented with 25 mM D-glucose and 10 mM HEPES, pH 7.2
or HBSS supplemented with 25 mM D-glucose and 10 mM MES,
pH 6.0). The cell monolayers were incubated at 37 °C, and TEER
was measured at selected times. All the experiments were
performed in triplicate.

Transport StudiessTransport experiments were performed
as described previously.10 Briefly, cell monolayers were incubated
for 1 h at 37 °C with the transport buffer (pH 7.2), and TEER
was measured. Transport experiments were initiated by replacing
the apical buffer with 0.4 mL of the transport buffer (pH 7.2 or
6.0) containing the compound being investigated. The inserts were
transferred at selected times to a 12-well cell culture cluster
(Costar, Cambridge, MA) containing fresh transport buffer (pH
7.2). The temperature was maintained at 37 °C during the
transport experiments. TEER was measured after the experi-
ments. No treatment caused a significant decrease in TEER
compared to the control monolayers. The amount of drugs in the
receiver side was determined as a function of time (see Figure 3A)
to calculate the flux (J) across the cell monolayers. All transport
experiments were carried out under sink conditions as the
concentrations of drugs in the basolateral side remained at least
100-fold lower than those in the apical side. The amount of
radiolabeled compounds was measured by using liquid scintillation
counter (Tri-Carb 4000, Packard, Downers Grove, IL). The amount
of ranitidine or famotidine was quantified by HPLC (1100 series,
Hewlett-Packard, Waldbronn, Germany) using an ODS-AQ C18
column (250 × 4.6 (i.d.) mm, YMC Inc., Wilmington, NC) of 5 µm
packing and 120 Å pore size and an isocratic mobile phase (65%
50 mM phosphate buffer, pH 6.0 and 35% methanol for ranitidine,
and 80% 50 mM phosphate buffer, pH 6.0 and 20% methanol for
famotidine).8,10 The flow rate was 1.0 mL/min. Ranitidine and
famotidine were detected by UV at 320 and 280 nm, respectively.
Under these conditions, the retention times for ranitidine and
famotidine were 5.6 and 9.6 min, respectively, and no other peaks
were detected after the transport experiments.

Inhibition of Active TransportsFor all the studies described
in this section, cell monolayers were preincubated for 30 min at
37 °C with the transport buffer (pH 7.2) and TEER was mea-
sured. For the inhibition of Na+,K+-ATPase,15 cell monolayers were

Figure 1sStructures of H2-antagonists and their derivatives.

Figure 2sEffect of ranitidine and famotidine on TEER across Caco-2 cell
monolayers. Effect of mannitol on TEER was evaluated to demonstrate that
the effect of ranitidine and famotidine was selective and not just due to the
change in osmolality. TEER was measured 15 min after incubating the cell
monolayers with various concentrations of drugs on the apical side (pH 7.2).
Percent change of the TEER values was calculated relative to the value at
time zero (303 ∼ 419 Ω‚cm2). O, Famotidine; b, ranitidine; 0, mannitol.
Values are the mean of three measurements ± sd. The pH of the famotidine
solutions above 10 mM was 6.5 (instead of 7.2); however, the change in pH
alone did not contribute to the increase in TEER.
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further incubated for 30 min at 37 °C with ouabain (5 mM)
dissolved in the transport buffer (pH 7.2) on both apical and
basolateral sides. Ranitidine (0.1 mM) in the transport buffer (pH
7.2) containing ouabain (5 mM) was then added to the apical side.
For metabolic inhibition,15 cell monolayers were incubated for 30
min at 37 °C with sodium azide (1 mM) and 2-deoxy-D-glucose (50
mM), or 2,4-dinitrophenol (1 mM), dissolved in the transport buffer
(pH 7.2) on both apical and basolateral sides. Ranitidine (0.1 mM)
in the transport buffer (pH 7.2) containing metabolic inhibitors
was then added to the apical side. The transport experiments were
conducted for 1 h. For control studies, a mixture of [3H]Gly-Sar
(0.1 mM, 0.5 µCi/ml) and [14C]mannitol (0.1 mM, 1.0 µCi/ml) in
the transport buffer (pH 6.0) was applied to the apical side after
incubating the cell monolayers with active transport inhibitors.16

The pH of the apical solution was adjusted to 6.0 for the control
experiments since Gly-Sar (positive control) is a substrate of
H+-coupled dipeptide transporter.16

Data AnalysissApparent permeability coefficients (Papp, cm/
s) were calculated using eq 1.10

where dQ/dt is the flux (J) across the monolayer (nmol/s) deter-
mined experimentally by measuring the amount of the compounds
transported as a function of time (e.g., see Figure 3A for measure-
ment of ranitidine and famotidine flux), A is the surface area of
the porous membrane (cm2), and Co is the initial concentration
(nmol/mL) in the donor side. Kinetic parameters for the transport

of ranitidine and famotidine were calculated by fitting the data
to eq 2 using nonlinear regression analysis (WINNONLIN 1.1,
Scientific Consulting Inc., Apex, NC):17,18

where J′ (pmol‚min-1‚cm-2) is the flux (J) normalized to unit
surface area, Km(app) (mM) is a constant equivalent to a Michae-
lis-Menten constant, J′max is the maximal flux for the saturable
term (pmol‚min-1‚cm-2), Kd is the constant for the nonsaturable
term (nL‚min-1‚cm-2), and S is the concentration in the donor side
(mM). The statistical significance of differences between treat-
ments was evaluated using Student’s t tests, with a significance
level of p < 0.05.

Synthesis of Famotidine DerivativessFamotidine deriva-
tives used in this study (cf. Figure 1) were prepared as described
in the literature.19,20

Results
Effect of H2-Antagonists on TEERsRanitidine and

famotidine caused a concentration-dependent but saturable
increase in TEER when applied to the apical side of Caco-2
monolayers (Figure 2), as reported previously.10 A much
smaller increase was observed when the monolayers were
treated with mannitol solutions of similar osmolality
(Figure 2). These results indicated that the increase in
TEER caused by ranitidine and famotidine did not simply
result from the hyperosmolality of the drug solutions. The
specificity of this effect was further evidenced by the fact
that famotidine was much more potent than ranitidine in
causing the TEER increase across Caco-2 cell monolayers
(Figure 2).

Structural Requirements for the Effect of H2-
antagonists on TEERsA systematic study was under-
taken to define the structural requirements for the effect
of H2-antagonists and related compounds on TEER. The
role of the four key moieties in the H2-antagonists (Figure
1) in causing an increase in TEER was investigated by
comparison of the potencies of appropriate pairs of com-
pounds (Table 1). The heteroaromatic ring (part B) does
not seem to play a significant role, as indicated by the
marginal difference in the potency between ranitidine and
nizatidine (see Figure 1 and Table 1 for all comparisons).
The thioether linker (part C) is not a primary determinant
of the effect since the potency varies dramatically among
compounds which share this moiety. Substitution of the
N-sulfamoylamidine moiety of famotidine by 1-nitro-2-
(methylamino)-2-aminoethylene group (compound 1) caused
no significant change in the potency, indicating that part
D is also not a primary determinant of the activity. This
was confirmed by the observation that the potency was
maintained when part D was replaced with various func-

Figure 3s(A) Time course of apical-to-basolateral transport of ranitidine (0.5
mM) and famotidine (0.5 mM) across Caco-2 cell monolayers; (B) permeability
of ranitidine and famotidine across Caco-2 cell monolayers as a function of
concentration. Papp values were calculated from the apical-to-basolateral flux
(J) determined in a linear transport region (30−60 min) at various concentra-
tions. The pH of both apical and basolateral sides was 7.2. b, Ranitidine; O,
Famotidine. Values are the mean of three measurements ± sd.

Papp ) 1
ACo

dQ
dt

(1)

Table 1sEffect of Famotidine Derivatives on TEER across Caco-2
Cell Monolayers

compounda TEERb (% of control)

1 217 ± 7
2 201 ± 1
3 158 ± 17
4 235 ± 11
ranitidine 127 ± 0.3
nizatidine 117 ± 3c

famotidine 193 ± 22

a The concentration of nizatidine was 50 mM while others were 25 mM.
b Measured 15 min after incubating the cell monolayers with a compound in
the apical side. Percent change of the TEER values was calculated relative
to the value at time zero (366−442 Ω‚cm2). Values are the mean of three
measurements ± sd. c Taken from ref 10.

J′ )
J′maxS

Km(app) + S
+ KdS (2)
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tional groups such as amide (compound 2), amine (com-
pound 3). Similarly, potency was maintained when part
(C + D) was replaced with a chloromethyl group (compound
4). The basic side chain represented in part A appears to
be the essential moiety for the effect since a dramatic
increase in the potency was observed when the dimethy-
laminomethyl group of nizatidine was substituted with
guanidine group (compound 1). This observation also
indicates that the potent effect of famotidine may be due
to the presence of the guanidine group.

Effect of Famotidine on the Transport of Paracel-
lular MarkerssThe effect of famotidine on paracellular
permeability was examined by measuring the permeability
(Papp) of various paracellular markers across Caco-2 cell
monolayers in the presence of famotidine (Table 2). This
was done to determine if the increase in TEER by H2-
antagonists was caused by tightening of the paracellular
space. Famotidine did not cause a significant decrease in
the permeability of neutral ([14C]mannitol, and [14C]PEG-
4000) or anionic (Lucifer Yellow) paracellular markers. In
contrast, famotidine inhibited the transport of ranitidine,
a cationic compound that is transported via the paracel-
lular route.8 These results suggest that the increase in
TEER caused by famotidine (and other H2-antagonists) is
not due to tightening of the tight junctions in the paracel-
lular space; rather, famotidine appears to inhibit the
transport of only positively charged entities through the
paracellular space. Thus, the increase in TEER caused by
famotidine (and other H2-antagonists) is likely to be due
to inhibition of the cation-selective ionic conductance, i.e.,
Na+ transport, mediated by the anionic centers in the
paracellular space.21-23 This mechanism is consistent with
our earlier finding that guanidine group, which is positively
charged at neutral pH, is essential for causing an increase
in TEER across Caco-2 cells by famotidine and its deriva-
tives (Table 1).

Transport of Ranitidine and FamotidinesConsistent
with above observations, the apical-to-basolateral perme-
ability of both ranitidine and famotidine through Caco-2
cell monolayers was found to be dependent on concentra-
tion (Figure 3B). The Papp values decreased exponentially
with concentration, but appeared to reach plateau above 2
mM for ranitidine and 0.7 mM for famotidine (Figure 3B).
The decrease in Papp as a function of concentration suggests
that both ranitidine and famotidine inhibit their own
transport (Figure 3B). These results also indicate that
ranitidine and famotidine are transported by a process
other than simple passive diffusion, because the Papp values
should remain constant over the entire concentration range
(under sink condition) if passive diffusion is the major
transport mechanism. We have previously reported a
concentration-dependent decrease in Papp values for ran-
itidine and famotidine;10 however, those studies were
conducted at concentrations g 5 mM. At these high

concentrations, the decrease in Papp could be due to multiple
effects, i.e., saturation of the anionic sites, osmotic effects,
and a decrease in pH (famotidine only) necessary to keep
the drug in solution. To obtain a better insight into the
transport process for these compounds, their flux (J′) was
plotted as a function of concentration on the donor side
(Figure 4). Under sink conditions (as is the case here, see
Materials and Methods and Figure 3A), the flux (J′) should
increase linearly as a function of concentration in the donor
side if the compounds are transported by the passive
diffusion process. The flux (J′) of ranitidine and famoti-
dine increased nonlinearly with concentration (hyperbolic
relationship) at relatively low concentrations (<1 mM) and
then increased linearly at higher concentration. These
results suggested that the apical-to-basolateral trans-
port of ranitidine and famotidine was mediated by both
saturable and nonsaturable processes.17,18 This was also
indicated by an excellent fit of the data to the curves
obtained from nonlinear regression analysis with an equa-
tion consisting of both saturable and nonsaturable terms
(Figure 4 and eq 2).17,18 The calculated equivalent to
Michaelis-Menten constant (Km(app)) and the maximal
flux for the saturable process (J′max) for ranitidine were 0.48
mM and 45.6 pmol‚min-1‚cm-2. The corresponding values
for famotidine were 0.36 mM and 15.0 pmol‚min-1‚cm-2,
respectively.

Effect of Inhibitors of Active Transport on the
Transport of RanitidinesGan et al.8 have shown that
ranitidine is transported predominantly via the paracel-
lular pathway across Caco-2 cell monolayers. This was

Table 2sEffect of Famotidine on the Transport of Paracellular
Markers

Paracellular Markers net charge mol wt % of controla

[14C]mannitol
(100 µM, 20 µCi/µmol)

0 182 114 ± 9

[14C]PEG-4000
(100 µM, 5 µCi/µmol)

0 4000 97 ± 2

lucifer yellow CH
(250 µM)

−2 457 79 ± 13

ranitidine
(100 µM)

+1 314 22 ± 0.2b

a Determined by measuring the apical-to-basolateral transport of compounds
for 1 h across Caco-2 cell monolayers in the absence (control) or presence
of famotidine (5 mM) on the apical side (pH 7.2). Values are the mean of
three measurements ± sd. b p < 0.05 compared to control.

Figure 4sTransport of ranitidine and famotidine across Caco-2 cell monolayers
as a function of concentration. Apical-to-basolateral flux (J′) (same data used
in Figure 3) was plotted as a function of concentration. The straight lines
represent the calculated nonsaturable transport and the dotted curves represent
the calculated saturable transport (see eq 2). b, Ranitidine; O, Famotidine.
Values are the mean of three measurements ± sd.
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evidenced by a dramatic increase in ranitidine transport
by Ca2+ depletion, and by relatively low cellular uptake of
ranitidine compared to that of lipophilic compounds such
as testosterone and ondansetron.8 Therefore, it is unlikely
that transcellular saturable mechanisms are significantly
involved in the transport of ranitidine.

It is difficult to conceive an active transport process to
explain the saturable transport of ranitidine and famoti-
dine in the absence of a significant transcellular component
associated with the transport of these compounds across
Caco-2 cell monolayers. However, the transport of raniti-
dine across Caco-2 cell monolayers was examined in the
presence of Na+,K+-ATPase inhibitor ouabain, or metabolic
inhibitors such as sodium azide + 2-deoxy-D-glucose, and
2,4-dinitrophenol, to determine if the saturable component
of the transport is an active transport process.3,15,17 In our
control experiments, the active transport inhibitors sig-
nificantly inhibited the apical-to-basolateral transport of
[3H]Gly-Sar (positive control)16 without affecting that of
[14C]mannitol (negative control) at concentrations that were
reported to be inhibitory to active transport processes
(Table 3).3,15,17 Ouabain and sodium azide (+ 2-deoxy-D-
glucose), however, did not affect the apical-to-basolateral
transport of ranitidine across Caco-2 cell monolayers (Table
3), suggesting that ranitidine is not a substrate for active
transport systems (e.g. amino acids, di/tri peptides, glucose,
bile acids, etc.) in Caco-2 cells. Interestingly, 2,4-dinitro-
phenol significantly decreased the transport of ranitidine
(Table 3). The inhibitory effect of 2,4-dinitrophenol on the
transport of ranitidine may argue for an active transport
mechanism; however, there is no precedent for an active
transport process that is inhibited by 2,4-dinitrophenol, but
is insensitive to sodium azide or ouabain.

Inhibition of Ranitidine Transport by Guanidine
DerivativessTo determine if the saturable transport of
ranitidine and famotidine occurred via a common mecha-
nism, the permeability (Papp) of ranitidine was measured
in the presence of famotidine. Indeed the apical-to-baso-
lateral transport of ranitidine (0.5 mM) was significantly
inhibited by famotidine (10 mM) (Figure 5). Interestingly,
other guanidine-containing compounds such as guanethi-
dine, L-arginine methyl ester, and L-argininamide also
significantly inhibited the transport of ranitidine (Figure
5). Arg-Gly, a guanidine-containing dipeptide, significantly
inhibited ranitidine transport whereas Gly-Gly, a non-
guanidine-containing dipeptide had little effect (Figure 5).
The common structural feature shared by all these com-
pounds that inhibited the transport of ranitidine across
Caco-2 cell monolayers is the presence of a cationic center.
It has been shown that the cell surface, including that
making up the paracellular space, has net negative
charge.5-7 These results suggest that the saturable trans-

port of ranitidine and famotidine may involve binding to
the anionic cellular components via their basic side chains
(dimethylamino group or guanidine group). Taking the
predominantly paracellular transport of ranitidine8 into
consideration, it seems likely that the saturable transport
of ranitidine and famotidine is mediated by the anionic
sites in the paracellular space. This mechanism is consis-
tent with our proposed mechanism for the TEER increase
by ranitidine and famotidine. Interestingly, L-arginine did
not cause a significant effect on the transport of ranitidine
(Figure 5). However, L-arginine methyl ester and L-argini-
namide (in which the carboxylate group is blocked) ef-
fectively inhibited ranitidine transport, suggesting that the
negative charge of the carboxylate group in L-arginine
interferes with its ability to bind to the anionic sites in the
paracellular space. The fact that structural components
other than the cationic groups are involved in the interac-
tions of these compounds with the anionic sites is also
evident from the observation that tetramethylammonium
ion does not inhibit the transport of ranitidine across
Caco-2 cells (data not shown).

Discussion

We have recently reported that ranitidine and other H2-
antagonists cause an increase in TEER across Caco-2 cell
monolayers.10 In the present study we have further char-
acterized this effect and showed that the increase in TEER
does not cause any decrease in the permeability of para-
cellularly transported compounds that are either neutral
of anionic in nature. In contrast, paracellular transport of
cationic compounds (including their own transport) is
inhibited by ranitidine and famotidine. Thus, the effect of
ranitidine and famotidine on TEER is clearly not due to
tightening of the tight junctions as is the case for prota-
mine.24 We propose that H2-antagonists cause an increase
in TEER by binding to the anionic sites such as carboxylate
and phosphate groups5-7 on the cell surface in the para-
cellular space and inhibiting cation-selective ionic conduc-

Table 3sEffect of Active Transport Inhibitors on the Transport of
Ranitidine

amount transported (%)a

inhibitor (mM) ranitidine [3H]Gly-Sar [14C]mannitol

control 2.60 ± 0.08 4.52 ± 0.25 0.23 ± 0.01
ouabain (5) 2.68 ± 0.05 2.55 ± 0.11b 0.28 ± 0.07
sodium azide (1) +

2-deoxy-D-glucose (50)
2.49 ± 0.21 2.91 ± 0.11b 0.25 ± 0.002

2,4-dinitrophenol (1) 1.40 ± 0.06b 0.76 ± 0.16b 0.32 ± 0.10

a Determined by measuring the apical-to-basolateral transport across Caco-2
cell monolayers for 1 h in the absence (control) or presence of active transport
inhibitors. The monolayers were first incubated with an inhibitor for 30 min,
and ranitidine (0.1 mM) or control compound (0.1 mM) was added to the
apical side to initiate the experiment (see Materials and Methods for details).
b p < 0.05 compared to control. Values are the mean of three measurements
± sd.

Figure 5sEffect of famotidine and other guanidine-containing compounds
on the transport of ranitidine across Caco-2 cell monolayers. Papp values were
calculated from the apical-to-basolateral flux (J) of ranitidine (0.5 mM)
determined in the linear transport region (30−60 min) in the presence or
absence of a guanidine-containing compound (10 mM) on the apical side (pH
7.2). The control Papp value was (1.1 ± 0.04) × 10-6 cm/s. Values are the
mean of three measurements ± sd. *, p < 0.05 compared to control.

684 / Journal of Pharmaceutical Sciences
Vol. 88, No. 7, July 1999



tance,21-23 and not by tightening of the tight junctions as
was previously suspected.10 Such interactions between
cationic compounds and paracellular anionic functionality
are not without precedent. 2,4,6-Triaminopyrimidine (TAP)
has been shown to inhibit paracellular cation permeation
across frog gall bladder and several other epithelia with
concomitant increase in TEER.21-23 In our study, TAP
caused a concentration-dependent increase in TEER across
Caco-2 cell monolayers (Figure 6A). TAP also caused a
significant decrease in the permeability of both ranitidine
and famotidine across Caco-2 monolayers without affecting
that of [14C]mannitol (Figure 6B). Partial inhibition of the
transport of ranitidine (1 mM) and famotidine (1 mM) by
TAP is consistent with the fact that at these concentrations
both the compounds traverse the cell monolayers via a
combination of saturable and nonsaturable mechanisms.

The investigation of the effect of H2-antagonists on TEER
has led to the hypothesis that these compounds not only
interact with anionic sites on the cell surface in the
paracellular space, but that this interaction may contribute
to a saturable transport mechanism. This saturable mech-
anism is characterized by the hyperbolic relationship
between flux and the concentration in the donor side. As
expected, certain cationic compounds (e.g., TAP) inhibit the
transport of ranitidine and famotidine (cf., Figure 6B). In
fact, in the presence of TAP the saturable component of
the paracellular transport of ranitidine and famotidine is
completely inhibited, such that the flux is linear with
concentrations (Figure 6C).

Because TAP can also block Na+ channels,25 it can be
argued that the increase in TEER caused by TAP as well
as by ranitidine and famotidine is due to their effect on
these Na+ channels on the apical surface of Caco-2 cells.
However, inhibition of ranitidine and famotidine transport,
coupled with virtual elimination of the saturable compo-
nent of their transport by TAP cannot be explained by its
effect on the Na+ channels because these compounds are
not likely to be transported across the cell membrane
through these channels.

The saturable transport of ranitidine and famotidine
does not appear to be an active transport process as it is
unaffected by known active transport inhibitors, i.e.,
Na+,K+-ATPase inhibitor ouabain and metabolic inhibitor
sodium azide (+ 2-deoxy-D-glucose). However, the active
transport cannot be completely ruled out as a possible
mechanism for the saturable transport of ranitidine and

famotidine, since ranitidine transport was significantly
inhibited by a different metabolic inhibitor 2,4-dinitrophe-
nol. The reason for this is unknown at this stage.

It is clear that some of the well-accepted approaches to
evaluate the involvement of an active transport process
(e.g., metabolic inhibition) cannot provide clearly interpret-
able results regarding the involvement of an active trans-
port process for the transport of ranitidine and famotidine.
However, if we take into consideration (i) the evidence for
predominantly paracellular transport of ranitidine,8 and
(ii) the lack of any effect of some inhibitors of active
transport (Table 3), then it is reasonable to conclude that
an active transport is not likely to be involved in the
translocation of ranitidine or famotidine across Caco-2 cell
monolayers.

We propose a mechanism for the transport of H2-an-
tagonists, ranitidine and famotidine, across Caco-2 cell
monolayers to explain the increase in TEER10 caused by
these compounds as well as their saturable (plus nonsat-
urable) transport kinetics (Figure 7). As depicted in Figure
7, ranitidine and famotidine can interact with anionic sites
present on the cell surface in the paracellular space,5-7 and
thus compete with Na+ ions (and other cations) for these
binding sites resulting in decreased ionic transport and
increased TEER across the cell monolayers. A similar
mechanism has been proposed to explain an increase in
TEER caused by the cationic hydrophilic compound TAP
across frog gall bladder and several other epithelia.21,22 The
fact that ranitidine affects TEER only when it is applied
from the apical side10 of the Caco-2 cell monolayers
suggests that the anionic sites are asymmetrically disposed
in the paracellular space, either in the junctional complexes
or to the apical side of the junctional complexes. It is
conceivable that the effect of ranitidine and famotidine on
TEER is due to a mechanism unrelated to their proposed
binding to the paracellular anionic sites, i.e., via blocking
of the Na+ channels on the apical surface of the cells.
Extensive electrophysiological studies will be necessary to
determine the relative contribution of the two mechanisms
in causing an increase in TEER.

As shown in Figure 7, these interactions of ranitidine
(and famotidine) with anionic sites can also explain how
the translocation of these compounds through the para-
cellular space can occur by a combination of saturable and
nonsaturable processes. Their interaction with the anionic
sites can assist in their translocation across the cell

Figure 6sEffect of TAP on TEER and the transport of ranitidine and famotidine across Caco-2 cell monolayers. (A) TEER was measured at selected times after
initiating the incubation of the cell monolayers with various concentrations of TAP on the apical side. Percent change of the TEER values was calculated relative
to the value at time zero (370−417 Ω‚cm2). 9, Control; 0, 5 mM; b,10 mM; O, 20 mM TAP. (B) Papp values for ranitidine, famotidine (both 1 mM) and
[14C]mannitol (1 mM; 2.0 µCi/ml) were calculated from the apical-to-basolateral flux (J) determined in a linear transport region (30−60 min) in the absence or
presence of TAP (10 mM) on the apical side; open bars, control (− TAP); solid bars, + TAP (10 mM). (C) b, Ranitidine and O, famotidine flux determined in
the presence of 10 mM TAP; 0, ranitidine and 9, famotidine flux determined in the absence of TAP. All experiments were done at apical pH 6.0/basolaterlal pH
7.2 because TAP (pKa ) 6.72) caused an increase in TEER only in the protonated form.21 Values are the mean of three measurements ± sd. *, p < 0.05
compared to control.
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monolayers in the same way the transport of Na+ ions is
assisted by interactions with the anionic sites. Our results
show that this process is not likely to be an active transport
process; rather it can be characterized as facilitated diffu-
sion. A population of ranitidine (and famotidine) molecules
that do not interact with the anionic sites would traverse
the paracellular space by a passive diffusion process
(Figure 7). The overall transport of these compounds is thus
a sum of the saturable facilitated diffusion process and
nonsaturable passive diffusion process. The proposed mech-
anism is consistent with the observed transport kinetics
for ranitidine and famotidine, inhibition of their own
transport at high concentration, and inhibition of their
transport by cationic compounds such as TAP. The possible
involvement of the paracellular anionic sites in the drug
transport has been also suggested in some recent reports26-28

based on the higher paracellular permeability of cationic
compounds compared to that of anionic compounds. How-
ever, this is the first report in which saturable transport

of cationic hydrophilic compounds across epithelial cells has
been described that can be explained by a (proposed)
molecular mechanism involving their interactions with the
anionic sites in the paracellular space. We want to empha-
size that other mechanisms can be proposed to explain the
observed saturable kinetics for the transport of ranitidine
and famotidine across Caco-2 cell monoalyers; however, the
mechanism proposed here serves as a good working model
to help design further studies29 that can provide greater
insights into the mechanism of intestinal transport for
hydrophilic cationic compounds such as ranitidine and
famotidine.

The results presented here and the proposed mechanism
for transport of ranitidine and famotidine raise an interest-
ing possibility of potential drug interactions and food
effects, because the oral absorption of cationic hydrophilic
compounds is likely to be affected by coadministered drugs
with similar structural characteristics and by hydrophilic
cationic peptides generated from hydrolytic digestion of
proteins in the diet.30
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Abstract 0 During the lyophilization process, formulations containing
protein, bulking agent, or lyoprotectant form a dry product layer that
can affect the transport of sublimed water vapor. We carried out an
investigation of the primary drying segment of lyophilization to evaluate
the relationship between the resistance to water vapor flow through
the dried layer and the microstructure of the dried cake. Recombinant
humanized antibody HER2 (rhuMAb HER2) formulated in trehalose
was studied, as were protein-free formulations containing trehalose
and sucrose. Sublimation rate and product temperature data were
used to compute the resistance to mass transfer. Dried cake structure
was examined by scanning electron microscopy and a novel
fluorescence microscopy method. Collapse temperatures were deter-
mined by freeze-drying microscopy. Mass transfer resistance was found
to decrease with increases in temperature for each material. Resistance
also depended on composition, decreasing in the formulation series,
rhuMAb HER2, trehalose, sucrose. The lyophilized material consisted
of porous cakes, with a distinct denser region at the top. Formulation
and temperature affected the microstructure of the dried cakes. The
formulated trehalose and sucrose were seen, by both microscopy
techniques, to possess small (2−20 µm) holes in their platelike
structures after lyophilization. The quantity of holes was higher for
material dried at higher temperature. The collapse temperature (Tc)
of a material appeared to play a role in the process, as lower Tc was
correlated with lower resistance and a greater extent of holes. Our
results are consistent with the theory that lower resistance to water
vapor flow in the primary drying stage of lyophilization may be due to
small-scale product collapse.

Introduction

Lyophilization is commonly used to prepare protein
pharmaceuticals in dry form to extend shelf life. Operating
cycles may be several days in length and typically involve
three process segments: freezing, primary drying, and
secondary drying. Freezing transforms the protein-excipi-
ent solution in a vial into two or more phases, usually
crystalline ice and an amorphous freeze-concentrate con-
taining the protein, lyoprotectant, and water. Additional
phases may also form if the excipient precipitates or
crystallizes out during freezing. Primary drying is the
sublimation of ice from the frozen vial content under
vacuum. Secondary drying, also under vacuum, involves
the removal of water from the freeze-concentrate, reducing
the residual moisture content to a level (e.g. e 3 wt %/wt)
suitable for long-term storage.1

In the lyophilization of protein pharmaceuticals, the
longest process segment is usually the sublimation of ice
from frozen vials. The rate of ice removal is a function of
the lyophilizer shelf temperature and chamber pressure.2-6

The product temperature, which is also dependent on the
shelf temperature and the pressure, is often 20-30 °C
below that of the shelf as a result of the energy consumed
by the transformation of ice to water vapor. The product
temperature during primary drying is critical, because too
high a temperature can result in product meltback or
collapse7 (potentially degradative events), whereas too low
a temperature will result in lengthy lyophilization cycles.
The product temperature accompanying a given tempera-
ture-pressure combination may vary between formula-
tions.

A key parameter governing the relationship between the
independent variables (the lyophilizer’s shelf temperature
and chamber pressure) and the dependent variables (ice
sublimation rate and product temperature) is the resistance
to water vapor flow exhibited by the growing dry layer.
This layer is composed of the freeze-concentrated protein/
excipient solid solution and the voids left after the ice
crystals have sublimed. Pikal et al. determined the resis-
tance to vapor flow for potassium chloride, povidone,
mannitol, and dobutamine hydrochloride-mannitol solu-
tions using a microbalance with capillary tubes and a
method involving pressure measurement inside the vial to
characterize vial freeze-drying.7,8 They demonstrated that
the resistance increases with increasing thickness of the
dried layer, in a nonlinear fashion. They also reported that
the resistance decreases with increasing temperature, a
phenomenon ascribed to “hydrodynamic surface flow” of the
sublimed water through the pores.

Milton et al. later proposed a different mechanism for
the observed temperature dependence of resistance to mass
transfer, involving product collapse on a microscopic scale.9
In that study, the investigators determined the resistance
to water vapor flow based on the time-dependent chamber
pressure increase during brief interruptions of the flow
from the chamber to condenser (by closing a valve between
the two). For mannitol, lactose, and potassium chloride
solutions, they reported that under some conditions, the
resistance to vapor flow increased with thickness of the
dried layer, as described above. However, at product
temperature values near a material’s collapse temperature,
the resistance was not affected by increases in thickness.
This constant-resistance phenomenon was hypothesized to
be due to “microcollapse,” the development of additional
pathways for vapor flow in the form of holes in the dried
material, a proposition supported by SEM photomicro-
graphs of freeze-dried lactose.

Further research on the relationship between tempera-
ture, pressure, and sublimation rate was described by
Chang and Fischer in their study of lyophilization cycle

* Corresponding author. Tel: (650) 225-3205; fax: (650) 225-3191;
e-mail: overcashier.david@gene.com.

10.1021/js980445+ CCC: $18.00688 / Journal of Pharmaceutical Sciences © 1999, American Chemical Society and
Vol. 88, No. 7, July 1999 American Pharmaceutical AssociationPublished on Web 06/09/1999



development for rhIL-1ra formulated at 100 mg/mL.6 In
that study, the authors gave a comprehensive description
of product temperatures and sublimation rates resulting
from 35 different combinations of shelf temperature and
chamber pressure. Unlike the reports described above, they
observed the resistance to vapor flow to be independent of
product temperature, over a wide range of temperatures
(-32 to -14 °C).

This report describes our investigation of primary drying
in lyophilization of recombinant humanized antibody HER2
(rhuMAb HER2) formulated in a trehalose-histidine-
polysorbate system. This lyophilized product has recently
received regulatory approval for breast cancer therapy
(based on its capacity to inhibit growth of human breast
carcinoma cells10). rhuMAb HER2 is formulated at high
concentration (relative to other Genentech products), and
we believe that the results of our investigation will be
useful to others in the field. In this study, we measured
sublimation rates and product temperatures for formulated
rhuMAb HER2, for a range of lyophilization conditions, and
determined mass transfer resistances. In addition, protein-
free formulations containing either trehalose or sucrose
were studied. Sucrose and trehalose have been shown to
stabilize proteins in the dried state,11-14 i.e., function as
“lyoprotectants.” The structure of materials after drying
was examined by scanning electron microscopy and a newly
developed fluorescence microscopy method. This study
provided a better understanding of the relationship be-
tween resistance to vapor flow and small-scale product
collapse in protein lyophilization.

Experimental Section
MaterialssrhuMAb HER2, molecular mass approximately 160

kD, was produced at Genentech, Inc. by Chinese hamster ovary
cells. It is a glycoprotein of 1328 amino acid residues. The bulk
was formulated to contain 25 mg/mL rhuMAb HER2, 20 mg/mL
trehalose, 0.1 mg/mL polysorbate 20, and 5 mM histidine, pH 6.0.
Two excipient formulations also were tested: 45 mg/mL trehalose,
0.1 mg/mL polysorbate 20, and 5 mM histidine, pH 6.0; and 45
mg/mL sucrose, 0.1 mg/mL polysorbate 20, and 5 mM histidine,
pH 6.0. Solutions were prepared in distilled water and 0.2-µm
filtered. All components used were reagent grade or better.

Sublimation Rate and Product Temperature Measure-
ment in Vial Freeze-DryingsThe sublimation of ice in the
formulations of interest was evaluated by carrying out primary
drying in Leybold-Heraeus GT20 lyophilizers at constant shelf
temperature and chamber pressure. Formulations were filled at
5.0 mL in 10-mL Wheaton tubing glass vials (inner diameter 2.37
cm) with 20-mm neck finish. Vials were stoppered for lyophiliza-
tion using West gray butyl rubber stoppers. Vials were cooled to
-50 °C at 20 °C/h and held for 5 h before proceeding with drying.
After the chamber was evacuated to the pressure set point, the
lyophilizer shelf was warmed to the temperature set point over a
2-h period. Ice sublimation was allowed to proceed, with constant
temperature and pressure set points. Such primary drying tests
were conducted at various conditions with the shelf temperatures
in the range -20 to +25 °C and the chamber pressure at 100
mTorr (regulated with nitrogen gas). Tests also were carried out
at -30 and -35 °C under 50 to 75 mTorr and 25 °C under 200
and 300 mTorr.

The temperature of the vial contents was measured by a 30-
gauge Type T thermocouple sensor placed vertically through the
vial opening, the tip positioned 1-4 mm above the vial base. For
each formulation lyophilized in a run, the product temperature
stated is the mean of two to four sensors.

At selected time points throughout primary drying, three
preweighed vials of each formulation were stoppered in the
chamber using a thief arm installed in the dryer. After lyophiliza-
tion, the stoppered vials were reweighed to determine the water
loss. The sublimation rate was determined from the mean water
loss determined at four to six timepoints. It has been reported that
a vial adjacent to an empty vial or the edge of the shelf shows a
sublimation rate increase of 5% or 20%, respectively, relative to a

vial in the middle of an array of subliming vials, presumably due
to radiation from the shelf and chamber wall.3 Thus, in this study
only those vials adjacent to equivalent filled vials were sampled
for temperature or rate determination.

Determination of Mass Transfer ResistancesThe resis-
tance to vapor flow through the dried layer in the vial was
determined using a method adapted from the work of Pikal et al.3,8

In our method, the sublimation rate (essentially time-invariant)
and the time-dependent product temperature data were used in
order to estimate the product temperature (and the corresponding
ice vapor pressure) at the ice sublimation front and the overall
mass transfer resistance exhibited by the dried product layer. A
brief summary of the pertinent equations is given below.

The overall dried product resistance, R̂p, describes the propor-
tionality between the specific sublimation rate, m̆/Ap, and the
pressure driving force, Po - Pv:

where m̆ is sublimation rate (g/h), Ap is cross-sectional area of
product in the vial (cm2), R̂p is normalized dried product resistance
(cm2 mTorr h g-1), Po is equilibrium vapor pressure of ice at the
temperature of the subliming ice (mTorr), and Pv is pressure in
the vial (assumed equal to chamber pressure Pc) (mTorr).

In our analysis, we assume that the cross-sectional area of
product in the vial, Ap, is equal to the internal area of the vial.
Recent work suggests that in certain lyophilization cases this may
not be true.15 The investigators provided some evidence that the
sublimation front may be nonplanar (concave down) due to faster
drying along the vial wall, following cake shrinkage; for further
consideration see the Results and Discussion.

In our application of eq 1, we estimate the pressure in the vial
to be approximately equal to the chamber pressure. The substitu-
tion of Pc for Pv means that the resistance quantity we determine
is the sum, R̂p + R̂s (where R̂s is the resistance to vapor flow
exhibited by the stopper). Previous investigators, using modified
vials for direct measurement of Pv, reported that the contribution
of R̂s (20-mm stoppers) to the sum (R̂p + R̂s) was less than 4%3,
supporting our approximation.

The temperature dependence of the ice vapor pressure Po
(mTorr) is given by:16

where Ti is the temperature (°C) of the subliming ice interface.
Inserting the vapor pressure expression (eq 2) in the mass

transfer equation (eq 1) and substituting Pc for Pv, we obtain:

During ice sublimation, heat is supplied by the shelf to the
bottom of the vial and is consumed at the sublimation front. The
temperature gradient in the ice/solute matrix can be estimated
by the Fourier heat conduction model and shown to have the axial
length dependence described in eq 4:

where x is the axial position relative to bottom of vial (cm), ∆Hs is
the heat of sublimation (cal/g), Av is the cross-sectional area of
vial base (cm2), and KI is the thermal conductivity of the product
(estimated as the area-weighted sum of thermal conductivities of
glass (Wheaton) and ice,17 as described previously3).

By integration of eq 4, we obtain an estimation of the temper-
ature at the subliming ice interface in terms of the measured
product temperature (eq 5). The interface can be seen to have the
lowest temperature in the vial.

m̆
Ap

) 1
R̂p

× (Po - Pv) (1)

Po ) 2.7 × 1013 × exp[-6145/(Ti + 273.15)] (2)

m̆
Ap

) 1
R̂p

× (2.7 × 1013 × exp[-6145/(Ti + 273.15)] - Pc)

(3)

dT
dx

) -
∆Hs × m̆
Av × KI

(4)

Ti ) Tp -
∆Hs × m̆
Av × KI

× (L - l) (5)
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where Tp is the product temperature (°C) at the temperature
sensor, L is the thickness of product, from temperature sensor to
initial fill height (cm), and l is the thickness of dried layer (cm),
determined from the interpolated weight loss data, with the
assumption that the sublimation front is planar, by the formula l
) (m̆ × t + m0)/(F × Av), where t is the elapsed time, measured
from the time at which the shelf temperature reaches the set point,
m0 is the weight loss at t ) 0, and F is the frozen matrix density.

Uncertainty in the sublimation front temperature, as estimated
by eq 5, could result from several sources, including the thermal
conductivity of the frozen product in the vial, the relative quanti-
ties of radial and axial heat flow, the measured product temper-
ature, the vial geometry, and the shape of the subliming interface.
In our experiments, the effect of uncertainty in the thermal
conductivity of the frozen product in the vial may be low, due to
the use of solutions of constant solute concentration (4.6% w/v)
for all tests. The effect of radial heat flow was minimized by
surrounding all thermocouple and sublimation rate vials with
filled, subliming vials.

The act of measuring product temperature may influence the
sublimation process: thermocouple vials may nucleate before
“normal” vials, resulting in a different microstructure and, pos-
sibly, faster sublimation.18 In our experiments, the potential effect
of thermocouples on microstructure would be constant, indepen-
dent of drying temperature or formulation composition. Uncer-
tainty in the measured product temperature and in the vial
geometry were reduced by using replicate measurements (2-4)
for each condition.

We obtain our final equation by substituting eq 5 for the
interface temperature term in eq 3 and rearranging:

Equation 6 allows us to estimate the resistance to mass transfer
as a function of the dried layer thickness using the measurable
quantities sublimation rate, product temperature, and vial dimen-
sions.

Examination of Dried Cake StructuresThe microscopic
structure of lyophilized material was evaluated by two methods,
scanning electron microscopy (SEM) and a novel fluorescence
microscopy technique. Samples to be analyzed were prepared by
lyophilization using one of two primary drying conditions, 10 °C,
100 mTorr for 30 h or -30 °C, 70 mTorr for 90 h. Following an
increase (at 5 °C/h) in the shelf temperature, secondary drying
was conducted at 20 °C, with the pressure unchanged, for 8 h.
Vials were stoppered under 720 Torr ( 40 Torr nitrogen and then
transferred to a desiccator for further drying. Desiccation over
phosphorus pentoxide was initiated at <25 Torr pressure and
carried out at 20-25 °C for 7-14 d. Samples for SEM were
prepared in a nitrogen-purged glovebox under low (<10%) relative
humidity by removing the dried cakes from the vials, sectioning
vertically by hand using a single-edge razor blade, mounting to a
sample stub, and coating under vacuum with a 10 nm gold-
palladium layer. Images were obtained by SEM (Philips model
525M; acceleration 5 kV).

Dried cake structure was also evaluated using a second
technique, the fluorescence microscopy of rhodamine-containing
“cakes” embedded in wax. To selected vials, rhodamine B aqueous
solution (20 µL at 0.5 mg/mL) was added before lyophilization.
Solutions were lyophilized and desiccated as described in the
previous paragraph. These cakes were then placed under vacuum
and heated to 60 °C in the presence of low melting paraffin (The
Hygenic Corp., Akron, OH) in which Sudan Black B was dissolved.
The melted paraffin was allowed to fill the vial until the entire
cake was covered by several millimeters. The vacuum was
released, and the vials were cooled to room temperature. The vials
were broken carefully and the intact paraffin plugs removed. The
paraffin plugs containing the lyophilized cakes were sliced verti-
cally as described above. Images of sections were acquired with a
Nikon Optiphot-2 microscope using the filter cube for rhodamine
(excitation 510-560 nm, emission > 610 nm). Thermal analysis

of the dried material was carried out by differential scanning
calorimetry (DSC; Seiko model 120 with model SSC/5200H data
station). Samples of approximately 12-20 mg were sealed in Al
containers, equilibrated to room temperature, and warmed at 5
°C min-1 to 200 °C.

Collapse Temperature Assessment Using Freeze-Drying
MicroscopesThe presence or absence of collapse during freeze-
drying of the rhuMAb HER2, trehalose, and sucrose formulations
at various temperatures was investigated using a freeze-drying
microscope. This technique was reported by MacKenzie to be useful
in identifying structural changes occurring during ice sublima-
tion.19 In the present study we used a microscope system that
includes a compact freeze-drying chamber and a thermoelectric
heat pump for cooling. Details of the system were reported
previously.20 The sample to be investigated is held between two
glass cover slips on the cooling stage, cooled to approximately -45
°C, and lyophilized as desired.

In our tests, sample freezing was executed in a manner
described below to form larger ice crystals for ease of viewing and
for faster ice sublimation. A sample aliquot, approximately 4 µL,
was cooled to -1.5 °C and held for 1 min to allow for temperature
equilibration. The chamber cover was briefly removed, and a dry
ice pellet was held against the top glass cover slip for about 5 s to
nucleate ice crystals in the sample (at a location away from the
microscope viewing area). The sample was held at -1.5 °C for
about 2 min and then at -3.5 °C before cooling at 10 °C/min to
-45 °C. After a 15-min hold, the chamber was evacuated to
approximately 100 mTorr and the stage temperature was in-
creased at 5 °C/min and held at the temperature of interest. It
has been shown that the stage temperature and sample temper-
ature are equivalent in this system.20 The temperature was
increased stepwise from -40 °C to -15 °C, in 2-5 °C steps, for
each formulation. At the location of the sublimation front, the
degree to which the structure of the glassy matrix was retained
was evaluated visually. Collapse temperature of the frozen sample
was identified as the stage temperature at which the structure
was observed to distort or flow. The identification of a collapse
temperature is an estimate, since collapse (unlike melting) does
not occur at a sharply defined temperature.

Thermal analysis of the frozen aqueous material was carried
out using the DSC described above, fitted with a cooling head (mod.
CA-5) for controlled cooling by liquid nitrogen. Samples of ap-
proximately 15 mg were sealed in Al containers, equilibrated to 5
°C, and cooled at 5 °C min-1 to -90 °C. Following equilibration,
the sample was warmed at 5 °C min-1 to 20 °C.

Results and Discussion

Sublimation Rate and Product Temperature in
Vial Freeze-DryingsAt a given lyophilizer shelf temper-
ature and pressure, the amount of ice sublimed from vials
was approximately linear with respect to time; see Figure
1, depicting rhuMAb HER2 subliming on a -20 °C shelf.
Table 1 shows that the sublimation rate was found to
increase with higher temperature and pressure set points,
as expected. This trend is similar to that reported by

R̂p )
Ap

m̆
× (2.7 × 1013 ×

exp[ -6145

Tp -
∆Hs × m̆
Av × KI

× (L - l) + 273.15] - Pc) (6)

Figure 1sWeight loss (b) and product temperature (- - -) measurements
during primary drying of rhuMAb HER2 formulation at −20 °C shelf temperature;
100 mTorr chamber pressure. Note the linearity of the weight loss data.

690 / Journal of Pharmaceutical Sciences
Vol. 88, No. 7, July 1999



others.2-6 The data also indicate that under the same shelf
temperature and chamber pressure conditions, sublimation
rates for all formulations were approximately equal, except
for two conditions at which sucrose rates were slightly
higher. The rates reported in Table 1 have coefficients of
variation (defined as the standard error divided by the
mean) of 1.2 to 3.4%.

During each run, the product temperature was observed
to increase as the shelf temperature was ramped from -50
°C to the primary drying shelf temperature set point, then
level off (Figure 1). The product temperature was sensitive
to shelf temperature, chamber pressure, and formulation
(Table 1; data correspond to the middle portion of the
sublimation process, at which time the product tempera-
ture was approximately constant). The product tempera-
tures during primary drying followed the formulation
series, rhuMAb HER2 > trehalose > sucrose, at most
process conditions. It might be expected that product
temperature and sublimation rate are connected, yet under
some process conditions we observed differences in product
temperatures between formulations, even though the
sublimation rates were approximately equivalent. This
situation may be due to differences between formulations
in resistance to vapor flow, as is discussed below.

Determination of Mass Transfer ResistancesThe
measured resistance to mass transfer was seen to increase
with increased dry layer thickness (Figure 2; rhuMAb
HER2, -20 °C temperature), as expected. The thickness
dependence gave a good fit to the nonlinear model proposed
by Pikal et al.8 and shown in eq 7:

where A0, A1, A2 are constants determined from fitting of
data. Figure 2 also illustrates the increase in resistance to
vapor flow per unit thickness (dR̂p/dl). As reported previ-
ously,8 the derivative function was high at low values of
dried layer thickness and low at higher thicknesses,
suggesting that a denser layer was present at the top of
the vial.

Figure 3 shows the resistance to mass transfer deter-
mined for ice sublimation in the rhuMAb HER2 formula-
tion at several temperature and pressure set points. The
mass transfer resistance was sensitive to the shelf tem-
perature, with higher resistance values shown by material
processed at lower temperatures. This functionality was
reported previously,8,9 as described above.

Mass transfer resistance was also determined for for-
mulated trehalose (Figure 4) and sucrose (Figure 5). These
materials showed similar effects of thickness and shelf
temperature on resistance as those seen with rhuMAb
HER2. However, the resistance to mass transfer was lower,
under most conditions, for trehalose than for rhuMAb
HER2, and the resistance for the sucrose-containing mate-

rial was lower still. Only at lower shelf temperatures (-30
and -35 °C) did the three materials appear equivalent.

The relationships between vapor transfer resistance and
temperature at the ice-dry layer interface, determined at
the dry layer thickness l ) 0.8 cm, are summarized for the
three formulations in Figure 6. These measurements yield
“snapshots” of the ice sublimation processes at points at
which approximately 70% of the material had sublimed,
enabling the examination of mass transfer resistance as
functions of formulation and temperature. The resistance
followed the series rhuMAb HER2 > trehalose > sucrose,

Table 1sSublimation Rate and Product Temperature for rhuMAb HER2, Trehalose, and Sucrose Formulations (see text) as Functions of Lyophilizer
Shelf Temperature and Chamber Pressure

specific sublimation rate(g h-1 cm-2) product temperature (°C)
shelf

temp (°C)
pressure
(mTorr) rhuMAb HER2 trehalose sucrose rhuMAb HER2 trehalose sucrose

25 300 0.19 −20
25 200 0.16 0.15 −21 −28
25 100 0.11 0.13 −26 −30
10 100 0.084 0.083 0.098 −26 −30 −34

−20 100 0.031 0.031 0.035 −31 −36 −37
−30 70 0.019 −37
−30 50 0.014 0.015 −37 −37
−35 75 0.011 0.012 −37 −37

Figure 2sResistance to mass transfer, R̂p, as a function of dried layer
thickness for rhuMAb HER2 at −20 °C, 100 mTorr (2). The equation for the
R̂p curve fit (solid line) is described in the text (eq 7). Also shown is the
derivative (dotted line) of the curve fit, representing the increase in resistance
as a function of the increase in dried layer thickness. The derivative curve
shows that the upper layer of the dried cake contributes more to the resistance
than does the lower portion, suggesting a nonuniformity in the dried layer
with respect to vertical position.

Figure 3sResistance to mass transfer as a function of dried layer thickness
for rhuMAb HER2 at a variety of processing conditions (pressure ) 100 mTorr
unless noted): −30 °C/50 mTorr ([), −20 °C (b), 10 °C (2), 25 °C (1), 25
°C/200 mTorr (3), 25 °C/300 mTorr (4). Higher temperature and pressure
were observed to result in lower resistance.

R̂p )
A0 + A1l
1 + A2l

(7)
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except at interface temperatures below -36 °C, for which
the resistances were approximately equal. Figure 6 also
illustrates the decrease in resistance with increased tem-
perature. The temperature sensitivity of resistance was
highest for sucrose and lowest for rhuMAb HER2.

It is interesting to note that, even under operation
conditions which showed large differences between formu-
lations in mass transfer resistance (e.g., 45-80%), the

differences in sublimation rate were moderate (8-17%).
Limitations in the transfer of heat from the lyophilizer shelf
to the vial may be responsible for this phenomenon,
although its study was beyond the scope of this work.

As described above, some investigators have hypothe-
sized that when cake shrinkage occurs in lyophilization,
the sublimation front may be nonplanar (the magnitude
of deviation from a planar sublimation front is not de-
scribed).15 In our study, slight shrinkage was observed, so
the mass transfer resistance values we determined may
be affected by the hypothesized nonplanar nature of the
subliming interface. One might expect that the impact of
a nonplanar interface would be minimized by the study of
relatively thin, flat sections of material. In our study, we
monitored the sublimation of 0.8 to 1.0 cm material
(average thickness) in vials of diameter 2.4 cm. The effect
of nonplanarity, therefore, may have been small. The
formulations evaluated in this study exhibited similar cake
shrinkage during lyophilization, so the shape of the sub-
liming interface (if not planar) may have been independent
of the formulation and drying conditions which we com-
pared.

Overall, uncertainty in the mass transfer resistance
results from variability in the measured parameters. In our
study, the highest observed uncertainty in sublimation rate
(C.V.) was 3.4%; the variation between replicate product
temperature values (standard deviation) was 0.1 to 0.8 °C.
Analysis of eq 6 shows that “worst-case” errors in rate and
temperature have the following effects: An error of (10%
in the sublimation rate gives rise to a variation in mass
transfer resistance of (10%; uncertainty in product tem-
perature of 1 °C induces a variation in resistance of (20%.
These errors in the calculated resistance, while not insig-
nificant, are less than the magnitude of differences between
temperatures and formulations shown.

Examination of Dried Cake StructuresThe dried
material produced by the two lyophilization cycles tested
formed white, porous cakes showing slight shrinkage; no
large-scale collapse was observed. The morphology of
lyophilized material was observed using two techniques,
fluorescence microscopy of wax embedded cakes and SEM.
The fluorescence images revealed the dried material to
have a microporous structure, with a distinct denser layer
at the top of the cake (Figure 7A; rhuMAb HER2 dried with
a 10 °C primary drying shelf temperature). Examination
of this layer at higher magnification (not shown) revealed
the layer to have fewer, smaller channels relative to the
rest of the dried cake. The layer may contribute to the high
dR̂p/dl corresponding to low dry layer thicknesses, as
described above.

At a smaller scale, SEM showed that lyophilization of
formulated rhuMAb HER2 using a 10 °C primary drying
shelf temperature produced a smooth, platelike structure
built around the pores left by the sublimed ice (Figure 7B).
The fluorescence microscopy method also illustrated a
structure composed of smooth plates and channels (Figure
7C). Formulated rhuMAb HER2 prepared by a -30 °C
primary drying shelf temperature was seen, by both
methods, to have a similar appearance (not shown).

Lyophilization of formulated trehalose gave a structure
which, like rhuMAb HER2, was composed of plates but also
contained holes approximately 2-8 µm in diameter. These
holes are illustrated by SEM for the 10 °C (Figure 8A) and
-30 °C (Figure 8B) primary drying conditions, with lower
temperature giving smaller and fewer holes. Holes were
also detected by the fluorescence microscopy technique
(Figure 8C; 10 °C). As with SEM, fluorescence microscopy
detected fewer holes for the -30 °C process (not shown)
than for the 10 °C version. Holes of this size range were
also reported by others in the lyophilization of lactose.9

Figure 4sResistance to mass transfer as a function of dried layer thickness
for formulated trehalose at a variety of processing conditions (pressure )
100 mTorr unless noted): −35 °C/75 mTorr (9), −30 °C/50 mTorr ([), −20
°C (b), 10 °C (2), 25 °C (1), 25 °C/200 mTorr (3). Resistance generally
decreased with increased temperature and pressure and was lower at most
conditions than that observed for formulated rhuMAb HER2 (Figure 3).

Figure 5sResistance to mass transfer as a function of dried layer thickness
for formulated sucrose at a variety of processing conditions (pressure ) 100
mTorr unless noted): −35 °C, 75 mTorr (9), −30 °C, 70 mTorr ([), −20 °C
(b), 10 °C (2). Resistance decreased with increased temperature and pressure
and was lower than that observed for the rhuMAb HER2 (Figure 3) and
trehalose (Figure 4) formulations.

Figure 6sMass transfer resistance for formulated rhuMAb HER2 (9), trehalose
(b), and sucrose (2) vs interface temperature. Data shown represent values
at a dried layer thickness of 0.8 cm. Resistance followed the series rhuMAb
HER2 > trehalose > sucrose and decreased with increased interface
temperature.
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Interestingly, Figure 8A illustrates the pores, approxi-
mately 100 µm in diameter, formed by the ice crystals and
providing the main avenue for vapor flow through the dried
product layer.

The sucrose formulation was seen by SEM to possess
holes in the dried structure, both for the 10 °C (Figure 9)
and -30 °C process conditions. In addition, the sucrose
structures were more “rounded” than the other formula-
tions, with an appearance (Figure 9) suggesting viscous
flow of the freeze-concentrate. As with the trehalose
formulation, the lower temperature process gave fewer,
smaller holes (not shown). Fluorescence microscopy also
detected holes in the lyophilized sucrose from both the 10
°C and -30 °C processes (not shown).

The images acquired using the two microscopy tech-
niques indicate that the structure of dried material is
sensitive to composition and to the drying process used.
Microscopy indicates that the formulated rhuMAb HER2

dries into intact plates, whereas the trehalose and sucrose
formulations develop holes in the structure. These holes
are more prevalent in material dried by the higher primary
drying shelf temperature, so it is likely that they are
produced during primary drying. The extent of holes
observed in the structure of dried material, increasing with
temperature and also in the formulation sequence rhuMAb
HER2-trehalose-sucrose, is correlated with lower mass
transfer resistance. This agreement suggests that the holes
can be an important contributor to the conductance of
water vapor through the dried layer. The gradual decrease
in mass transfer resistance as a function of temperature
seen for rhuMAb HER2 (in the absence of observed holes)
suggests that other factors may also play a role.

DSC analysis of the material prepared for microscopic
evaluation showed glass transition temperatures (Tg) of 76

Figure 7sStructure of lyophilized rhuMAb HER2 formulation (10 °C primary
drying shelf temperature). (A) Note the denser layer present at the top. The
denser layer may be responsible for the higher resistance per unit thickness
corresponding to low dried layer thicknesses (Figures 2−5). Fluorescence
microscopy, 8X magnification. (B) Note the smooth, plate-like features,
separated by open pores. SEM, 270X magnification. (C) Note the smooth
structure. Fluorescence microscopy, 150X magnification.

Figure 8sStructure of lyophilized trehalose formulation. Note the appearance
of small holes (diameter ∼2−8 µm) in the “plates.” (A) 10 °C shelf: The
large pores (diameter ∼100 µm) are thought to be established when the ice
crystals grew into the freeze-concentrate. SEM, 270X magnification. (B) −30
°C shelf: The holes are smaller and fewer than those observed in formulated
trehalose prepared at the 10 °C shelf temperature. SEM, 270X magnification.
(C) 10 °C shelf: Fluorescence microscopy, 150X magnification.
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°C for the sucrose formulation and over 110 °C for the
rhuMAb HER2 and trehalose formulations (data not
shown). The high Tg values suggest that the materials were
thermally stable at the conditions used in the sample
preparation and microscopic analysis. In addition, similar
structural characteristics were observed by the two meth-
ods of microscopy, suggesting that the structures observed
were not induced by the evaluation methods. Although the
resolution of the fluorescence microscopy technique is lower
than that of SEM, it is sufficient to show the presence or
absence of holes in the cake structure. In addition, the wax
embedment involved in the fluorescence microscopy tech-
nique may be useful in protecting samples from atmo-
spheric moisture. This method is under investigation in
other freeze-drying studies.

Collapse Temperature Assessment Using Freeze-
Drying MicroscopesThe frozen sample, as observed in
the freeze-drying microscope, was composed of branched
ice crystals separated by thinner freeze-concentrate re-
gions. Ice crystal growth during cooling was generally from
the nucleation site at the center of the stage toward the
edges of the sample. Upon evacuation of the chamber, ice
sublimation was observed to take place from the edge
toward the center of the sample. For each formulation, the
structure of the freeze-concentrate was retained at the ice
sublimation front at lower stage temperatures but was lost
at higher temperatures, as the freeze-concentrated material
achieved greater mobility.

The approximate collapse temperature (Tc) and phase
transition temperatures (obtained by DSC) for formulated
rhuMAb HER2, trehalose, and sucrose are given in Table
2. The formulated rhuMAb HER2 gave the highest Tc,
while the sucrose formulation gave the lowest Tc. In our
tests, a solution of neat sucrose gave a collapse temperature
of -31 to -32 °C, which matches the value reported
previously by MacKenzie, -32 °C.19 For the two protein-
free formulations, DSC showed two transitions, possibly
corresponding to the glass transition and collapse phenom-

ena. The DSC phase transition temperatures are similar
to the Tc data and show the same formulation dependence;
we emphasize the Tc results because of their connection to
ice sublimation.

For the formulations tested, lower Tc was correlated with
lower mass transfer resistance (Figure 6). The data in
Table 2 and Figure 6 also suggest that there may be a
relationship, for each formulation, between Tc and the
temperature dependence of resistance.

The mass transfer resistance data, structure observed
by the two microscopy techniques, and collapse tempera-
ture results provide a consistent description of ice sublima-
tion and water vapor transport through the dried layer.
Increased product temperature during primary drying
resulted in lower resistance to vapor flow and, in some
cases, the formation of the holes in the dried cake. Between
formulations, lower collapse temperature was correlated
with lower resistance and more holes. These observations
support the theory, set forth by Milton et al. and supported
with data for lactose lyophilization,9 that the alteration in
material structure accompanying small-scale collapse re-
sults in decreased resistance to water vapor flow in primary
drying.

Conclusions
The resistance to water vapor flow through the dried

cake layer, as determined from ice sublimation rate and
product temperature data, was observed to decrease with
increases in temperature. Resistance was also found to
depend on formulation, with values following the series:
rhuMAb HER2 > trehalose > sucrose. At many process
conditions, different formulations were observed to have
similar sublimation rates but differing product tempera-
tures. Mass transfer resistance variation between formula-
tions appears to account for these differences. The structure
of the dried cake was evaluated by SEM as well as with a
newly developed fluorescence microscopy technique. The
presence of a dense layer at the top of the dried cake, which
may be responsible for the higher resistance determined
for this region, was observed. Temperature and formulation
affected the microstructure of the cakes. Some of the
formulations tested were found to possess small (2-20 µm)
holes in their structure after lyophilization. The extent of
the holes was observed to increase with the processing
temperature, as well as in the formulation series, rhuMAb
HER2-trehalose-sucrose. The collapse temperature (Tc),
determined by freeze-drying microscopy, was found to
decrease over the same formulation series. For the materi-
als studied, lower resistance was correlated with a greater
extent of holes and lower Tc. The data obtained in this
study support the view that lower resistance to water vapor
flow in the primary drying stage of lyophilization may be
the result of small-scale product collapse.
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Abstract 0 A drug−excipient compatibility screening model was
developed by which potential stability problems due to interactions of
drug substances with excipients in solid dosage forms can be
predicted. The model involved storing drug−excipient blends with 20%
added water in closed glass vials at 50 °C and analyzing them after
1 and 3 weeks for chemical and physical stability. The total weight of
drug−excipient blend in a vial was usually kept at about 200 mg. The
amount of drug substance in a blend was determined on the basis of
the expected drug-to-excipient ratio in the final formulation. Potential
roles of several key factors, such as the chemical nature of the
excipient, drug-to-excipient ratio, moisture, microenvironmental pH of
the drug−excipient mixture, temperature, and light, on dosage form
stability could be identified by using the model. Certain physical
changes, such as polymorphic conversion or change from crystalline
to amorphous form, that could occur in drug−excipient mixtures were
also studied. Selection of dosage form composition by using this model
at the outset of a drug development program would lead to reduction
of “surprise” problems during long-term stability testing of drug products.

Introduction
Excipients are integral components of almost all phar-

maceutical dosage forms. What emerges from a drug
discovery program is only a new chemical entity or drug
substance. It becomes a drug product after formulation and
processing with excipients. However, the general principles
of selecting suitable excipients for dosage forms are not
well-defined, and excipients are often selected without
systematic drug-excipient compatibility testing.

Acceleration of drug development and optimization of
dosage form stability are two major goals of any drug
development program. Identification of dosage form com-
position at the outset of a drug developmental program,
especially during the design of Phase I clinical formula-
tions, based on thorough drug-excipient compatibility
testing is a key step in accelerating drug development. This
is because subsequent changes in formulation during
Phases II and III as a result of unexpected stability
problems usually lead to increases in time and cost of drug
development. In addition, the stability of a formulation can
be maximized and “surprise” problems during its formal
stability testing for regulatory submissions can be mini-
mized through drug-excipient compatibility testing.

Despite the importance of drug-excipient compatibility
testing, no generally accepted method is available for this

purpose. Most of the methods reported in the literature
have poor predictive values.1 They are labor-intensive and
time-consuming, and the number of variables studied are
limited. As a result of frustration over this situation,
Monkhouse and Maderich1,2 suggested that one should do
away with drug-excipient compatibility testing and, in-
stead, select excipients on the basis of physical and
chemical characteristics of drug substances and literature
data on excipients. They recommended that the final
composition should be selected on the basis of accelerated
stability testing of one or more target formulations at high
temperature and high humidity. This latter approach may,
however, have the disadvantage that it could prolong the
time necessary for selecting dosage form compositions.
Development of various target formulations for the purpose
of screening different drug-excipient combinations is time-
consuming and may require larger quantities of bulk drug
substances than are generally available early in drug
development. Additionally, meaningful differences in sta-
bility of different target formulations of a particular drug
stored at high temperature and humidity (for example, 40
°C/75% RH) may not be observed within a short period of
time, unless the compound degrades very rapidly in these
formulations. Therefore, a rapid method for selection of
excipients for dosage form design is essential for a practical
drug-excipient compatibility screening method.

In this paper, we report a method that was used
successfully to identify relative influences of different
excipients on drug stability. The primary objective of
developing this method was to identify in a short period of
time excipients that would have low potential for adverse
effects on chemical and physical stability of drug sub-
stances.

Materials and Methods

MaterialssAll drug substances used in this study were syn-
thesized by Bristol-Myers Squibb, and their chemical structures
are given in Table 1. The excipients, procured from commercial
sources, were released by Bristol-Myers Squibb for use in drug
manufacturing.

Preparation of SamplessThe basic model used in the present
study consists of multicomponent blends of drug substances with
excipients, which were mixed with 20% added water and stored
in closed vials at 50 °C for specific periods of time. Samples were
analyzed for chemical and physical (appearance, color, etc.)
stability after 1 and 3 weeks of storage.

Only a general method of preparation of samples is described
here, because it evolved over the long time during which the
studies reported in this paper were conducted. Accurately weighed
amounts of drug substances were placed in 4-mL glass vials, each
vial was labeled with the amount of drug to determine mass
balance during chemical analysis, and weighed amounts of ex-
cipients were then added to the vials. The total weight of drug-
excipient blend in a vial was usually kept at about 200 mg. The
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amount of drug substance in a blend was determined on the basis
of the expected drug-to-excipient ratio in the final formulation.
The highest expected drug-to-excipient ratio was usually used.
Both the highest and the lowest drug-to-excipient ratios were
occasionally used to bracket drug concentrations in a formulation.
The amount of the drug-excipient blend per vial sometimes
differed as a result of practical reasons; a smaller amount was
used when the drug supply was limited. The powder in each vial
was mixed with the tip of a disposable Pasteur pipet or a thin
glass rod and 20% water (40 µL per 200 mg blend) was then added
using a microsyringe. The blend was further mixed, and to prevent
any loss of material, the tip of the stirrer (Pasteur pipet) was
usually broken and left inside the vial. Each vial was sealed tightly
using a Teflon-lined screw cap.

The total number of drug-excipient blends for each study may
be selected by statistical design. However, because it might be
necessary to screen many diluents, lubricants, binders, disinte-
grants, coloring agents, coating agents, and so forth for a particular
formulation, the number of blends selected this way becomes very
high. To limit the number of samples, the drug-excipient compat-
ibility testing may be conducted in two phases. In the first phase,
the compatibility of drug with diluents and lubricants is tested,
and on the basis of the results, one primary diluent and one
primary lubricant are selected. Table 2 provides the design of such

a study for one of the compounds (I) tested in the present
investigation. Using one drug-diluent-lubricant mixture selected
in the first phase, the compatibility of other excipients, such as
binders and disintegrants, may then be tested in the second phase.
Because capsule formulations, which do not require coating agents
and coloring agents, are generally used during initial clinical
studies, compatibility testing of such agents may be conducted
later with the drug-excipient blend used in capsules.

Storage and Analysis of SamplessClosed vials containing
drug-excipient blends with added water were stored in ovens at
50 °C. In some cases, samples were also stored as unwetted
powders in closed vials at 50 °C or in open vials at 50 °C/75% RH
for comparison with those stored in closed vials with added water.
Drug-excipient blends without added water stored in a refrigera-
tor or at room temperature served as controls for samples stored
at 50 °C with added water or at 50 °C/75% RH. When the drug
was photodegradable, clear glass vials containing certain drug-
excipient-water mixtures, especially those with coloring agents,
were also exposed to light (room light or high-intensity fluorescent
light). In this case, identical vials wrapped in aluminum foil and
stored side by side with exposed vials served as controls for light
stability.

Duplicate samples of drug-excipient blends were analyzed after
1 and 3 weeks by using HPLC methods. Because the drug-
excipient compatibility testing was conducted at an early drug
developmental stage when fully validated HPLC methods were
generally not available, it was not uncommon to use more than
one isocratic HPLC method or a gradient HPLC method to
distinguish as many degradation products as possible. The HPLC
conditions used are recorded under tables and figures in the
Results and Discussions section. Whenever feasible, the degrada-
tion products were identified by mass spectral, NMR, and other
relevant analytical techniques.

To investigate physical changes in drug substances, for example,
polymorphic transition or formation of an amorphous phase due
to dissolution of the drug in granulating fluids and subsequent
drying, drug-excipient-water mixtures stored in closed vials at
50 °C for a suitable period of time were dried overnight at 40 °C
and then analyzed by powder X-ray diffraction, solid-state NMR,
FTIR, and other appropriate methods. The techniques were
described earlier.3 To maximize the detection of possible physical
changes in drug substances during analyses by these techniques,
drug concentrations in the mixtures were usually kept at 25% or
higher. It was also advantageous to limit the excipient to one that
would have the least interference with the analysis of drug
substances. Identical blends stored refrigerated or at room tem-
perature without the addition of water served as controls.

Estimation of Microenvironmental pHsThe microenviron-
mental pH of a drug-excipient blend was estimated by adding 1
mL of water to 200 mg of blend in a vial, mixing the suspension
with a vortex mixer, and then recording the pH with a pH meter.
It was necessary that the solid remained in equilibrium with the
liquid phase; variation in pH was observed if filtered solutions
were used.

Results and Discussion

ModelsSome factors which may have critical influences
on the stability of drug substances in the presence of
excipients are the chemical nature of the excipient, drug-
to-excipient ratio, moisture, microenvironmental pH of the
drug-excipient mixture, temperature, and light. The model
allowed identification of the potential roles of all of these
factors on dosage form stability. Additionally, certain
physical changes, for example, polymorphic conversion and
the change from crystalline to amorphous form due to
dissolution of drug by the sorption of water or during wet
granulation and subsequent drying, that could occur in
drug-excipient mixtures were also studied.

One important feature of the model is the incorporation
of water in the drug-excipient mixture. Although purely
solid-state degradation of drug substances is feasible, such
instances are rare, and most drug degradation reactions
in solid dosage forms involve moisture.4,5 The presence of
moisture is, therefore, essential in establishing the compat-

Table 1sNames and Chemical Structures of Drugs Used
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ibility of drugs with excipients. Although the moisture may
be incorporated in the system by exposing samples to high
humidity, it has been our experience that the drug-
excipient interaction at high humidity conditions always
depends on the amount of free moisture present and on
relative hygroscopicities of drug substances and/or excipi-
ents. Variability in degradation of drugs as a result of
differences in the hygroscopicity of excipients has been
reported in the literature.6 Addition of a predetermined
amount of water removes this unpredictability from the
system. It facilitates intimate mixing of drug substances
with excipients and establishes around undissolved drug
particles aqueous layers saturated with drugs, excipients,
and any impurities that may be present in the system. Such
saturation layers also provide a microenvironmental pH
to the system. The use of 20% water ensured that a
sufficient amount of water would still remain in contact
with the drug-excipient blend after evaporation of a
certain fraction of added water to saturate the headspace
inside the 4-cc vial. The model also works efficiently with
lower or higher than 20% water; addition of water ranging
from 5% to 20% was reported in the literature.7-9

Another important aspect of the model is that the
dissolution of drugs and excipients in the added water
facilitates the formation of their disordered or amorphous
phases. Zografi and co-workers10 demonstrated that water
absorbed in such amorphous phases accelerates drug
degradation. Any possible drug-excipient interaction would
therefore be facilitated in the amorphous phase as a result
of the presence of water and the intimate mixing of drug
with excipients. However, it might be argued that the
amount of water used in the protocol (20%) might be in
excess of what is required to change the glass transition
temperature of an amorphous phase and may indeed
dissolve the drug in an aqueous solution, thereby increas-
ing its degradation rate. Although this is a possibility for
highly water-soluble drugs, most drugs are relatively
water-insoluble and amounts dissolved in the added water
are usually very small. Also, in the presence of certain
excipients, such as cellulose- and starch-derived excipi-
ents11 and poly(vinylpyrrolidone),12 a large part of the water
may be tightly or partially bound with excipients and thus
unavailable to dissolve the drug. Even for highly water-
soluble drugs, the model is capable of determining relative
influences of different excipients of a particular class on
the drug degradation. It has been our experience that the
absence of a drug-excipient interaction in the present
model leads to drug products with long shelf lives. How-
ever, if an interaction is observed and no suitable alterna-
tive excipient is available, additional studies are needed
to determine the impact of such an interaction on the
product shelf life and to ascertain whether any restrictive

manufacturing and packaging conditions to increase the
stability of the drug product would be necessary.

Case HistoriessCase histories of the interaction of
selected drug molecules with excipient and how such
interactions influenced dosage form design decisions are
given below.

Calcium Channel Blockers (I and II)sCompounds I and
II are the hydrochloride salts of two calcium channel
blockers of the benzazepine series discovered by Bristol-
Myers Squibb.13 They are structurally similar, except for
the side chains with amine groups: I is a tertiary amine,
whereas II is a secondary amine. Each compound contains
an O-acetyl group that undergoes hydrolysis in aqueous
media, forming one degradation product. No degradation
product other than the hydrolysis product was observed
in aqueous solutions. The formation of hydrolysis products
was, therefore, studied during the drug-excipient compat-
ibility testing. Additionally, possible interactions of the
compounds with lactose were considered because it has
been reported in the literature that amine drugs react with
lactose.14 However, most published reports were for com-
pounds containing primary amines, and it was important
to determine how tertiary and secondary amines would
behave in the presence of lactose.

The 3-week results of the compatibility screening of I
with the four diluents and the three lubricants used are
shown in Table 2. Since the hydrolysis product VIII was
the only degradation product formed and there was a good
mass balance in all the samples, the results are expressed
as the intact drug remaining and the amount of the
hydrolysis product formed. As shown in Table 2 and also
represented by the chromatograms in Figure 1, the deg-
radation of I in the neat drug and in drug-lactose and
drug-mannitol mixtures was low and practically similar,
indicating that there was no significant interaction of I with
lactose and mannitol. The degradation of I, however,
increased in the presence of microcrystalline cellulose
(Avicel, FMC) and dicalcium phosphate (DCP, DiTab,
Rhone-Poulenc). Among the three lubricants used, stearic
acid had the least influence on the degradation of I,
followed by sodium stearyl fumarate and magnesium
stearate in the increasing order of degradation. The HPLC
chromatograms of drug-diluent-magnesium stearate mix-
tures are shown in Figure 2 to indicate that the hydrolysis
product VIII was the only product formed even when the
degradation was high. In a separate study, the compound
was observed to have the maximum stability in solution
at pH 4, and the stability decreased with an increase or
decrease in pH. The maximum stability of I in the presence
of stearic acid may, in part, be explained by the microen-
vironmental pH of the systems. The microenvironmental
pH of drug-lactose and drug-mannitol mixtures in the

Table 2sCompositions of Drug−Excipient Blends Used for I and Assay Results after 3 Weeks of Storage at 50 °C in Closed Vials with 20% Added
Water; Weights of All Ingredients Are in Milligrams

experiment

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

drug substance (I) 200 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25
lactose 175 170 170 170
mannitol 175 170 170 170
microcrystalline cellulose 175 170 170 170
dibasic calcium phosphate dihydrate 175 170 170 170
magnesium stearate 5 5 5 5
sodium stearyl fumarate 5 5 5 5
stearic acid 5 5 5 5
potency remaininga (% initial) 96.4 95.7 95.8 93.9 85.0 64.3 65.4 65.3 68.1 77.9 81.9 77.6 81.8 90.0 92.9 88.1 78.3
hydrolysis product formedb 3.3 4.1 4.0 5.8 16.7 37.0 36.7 36.3 33.7 21.8 15.4 20.1 15.3 9.7 6.9 11.7 21.6

a Average of two samples. b Expressed as percentage of parent drug (I). Because in a separate study the molar extinction coefficients of the parent compound
and the hydrolysis product were earlier determined to be the same, the hydrolysis product was quantitated directly from its AUC values in the chromatograms.
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presence of stearic acid was 3.8, whereas sodium stearyl
fumarate and magnesium stearate raised the microenvi-
ronmental pH to ∼5.5. Mixtures of I with DCP gave an
initial pH of 6.2-6.5. Additionally, its surface acidity15 and
propensity for forming H3PO4 upon its hydrolysis in the
presence of water would contribute to the acid-catalyzed
degradation of the ester bond in I. Thus, there appears to
be a good agreement between the microenvironmental pH
of the excipient blends and the hydrolysis of the drug. From
this phase of the study, it was concluded that mixtures of
I with either lactose or mannitol as the diluent and stearic
acid as the lubricant would provide maximum stability of
the drug. The microcrystalline cellulose was also considered
to be an acceptable diluent because the extent of drug
degradation in its presence was not much higher.

During compatibility screening of the hydrochloride salt
of the secondary amine, II, it was observed that the drug
did not have any significant interaction with lactose and
mannitol in binary mixtures (Figure 3). The only significant
degradation product formed was the hydrolysis product IX.
As in the case of I, the influence of stearic acid on the
compatibility of II with lactose and mannitol was minimal;
the chromatograms remained similar to those in Figure 3,
with hydrolysis being the only drug degradation product.
In contrast, both sodium stearyl fumarate and magnesium
stearate adversely influenced the drug stability. Figure 4
shows that the hydrolysis product, IX, was the major
degradation product in the presence of both sodium stearyl
fumarate and magnesium stearate. As with I, the hydroly-
sis of II was higher with magnesium stearate. Additional
peaks at the elution times of 2-3 min were obtained when
lactose was present in the mixture, possibly a result of the
interaction of lactose with the secondary amine groups of
II and the hydrolysis product, IX (Figure 4, chromatograms
B and C). Unidentified degradation products with the
elution time of ∼1 min were also observed in the presence
of magnesium stearate (Figure 4, chromatograms B and
D).

The tertiary amine is expected to be nonreactive toward
lactose, because the product of such a reaction would lead
to unstable ionic species that would revert back to reac-
tants, and for this reason, compound I was compatible with
lactose. In the case of a secondary amine, a glycosylamine
would be formed:

For the above reaction to occur in the solid state, optimal
microenvironmental conditions of humidity and pH would
be required. Under acidic conditions, the reactivity was
reduced as a result of the protonation of the amine and
the consequent decrease in its nucleophilicity. The observed
lack of interaction of the hydrochloride salt of II and lactose
could thus be rationalized. However, in the presence of
magnesium stearate and sodium stearyl fumarate, the
microenvironmental pH of the system was expected to rise
because of the basicity of the excipients. This would liberate
the nucleophilic free base of the drug from the salt to react

Figure 1sHPLC chromatograms of compound I−excipient mixtures (1:7)
exposed to 50 °C for 3 weeks with 20% added water. Key: A, reference
standard; B, neat drug without excipient; C, drug−lactose mixture; D, drug−
mannitol mixture; E, drug−microcrystalline cellulose mixture; and F, drug−
dicalcium phosphate dihydrate mixture. Chromatograms were recorded using
a 15 cm Novapak C18 column and a mobile phase containing 55% aqueous
solution (sodium acetate, 14 g/L, and sodium hexane sulfonate, 1.98 g/L)
and 45% acetonitrile (flow rate, 1.0 mL/min; UV detection wavelength, 229
nm).

Figure 2sHPLC chromatograms of compound I−diluent−magnesium stearate
mixtures (25:170:5) exposed to 50 °C for 3 weeks with 20% added water.
Key: A, reference standard; B, neat drug without excipient; C, drug−lactose−
magnesium stearate mixture; D, drug−mannitol−magnesium stearate mixture;
and E, drug−microcrystalline cellulose−magnesium stearate mixture. Chro-
matographic conditions are the same as in Figure 1.
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with lactose and form an adduct. A second adduct due to
the interaction between the hydrolysis product, IX, and
lactose could also be formed. A similar reaction between a
secondary amine and lactose, which was catalyzed by
magnesium stearate, was reported in the literature.16. The
lack of interaction with lactose in the presence of stearic
acid is also consistent with this explanation. As shown in
the scheme above, the equilibrium of the interaction will
be dependent on the moisture content of the system. In the
absence of moisture, very little glycosylamine formation
would occur because the reaction is postulated to occur in
the sorbed layer of water between excipient and drug. In
an excess of water, however, the equilibrium will be shifted
to the left. Thus, the proposed model attempts to optimize
conditions for the observation of the potential interaction
between lactose and amine drugs in a relatively short
period of time.

On the basis of the above studies, drug-lactose-stearic
acid and drug-mannitol-stearic acid mixtures were se-

lected for the solid dosage forms of I and II, respectively.
The compatibility of these mixtures with various binders
and disintegrants were studied in the second phase of the
screening, in which the compatibility of povidone, crospovi-
done, and pregelatinized starch with the drugs was estab-
lished. Because these studies also indicated that the
stability of both drugs was susceptible to moisture, their
exposure to moisture during processing and storage was
minimized to ensure prolonged stability of the solid dosage
forms.

Fosinopril Sodium (III)sCompound III is the prodrug
form of an angiotensin-converting enzyme inhibitor which
produces in vivo the active moiety fosinoprilat (X) by
hydrolysis of the phosphinic acid ester side chain. Com-
pound X was the only degradation product observed in
aqueous media during preformulation testing, indicating
that the compound would require protection from moisture
during processing and storage. In drug-excipient compat-
ibility testing using 20% added water, X was also the only
degradation product observed, except in the case of interac-
tion with magnesium stearate. Interaction with magnesium
stearate not only accelerated the formation of X, it also
produced two other major degradation products, XI and XII
(Scheme 1). This is shown with the HPLC chromatograms
in Figure 5, which indicate that ∼90% of the drug degraded
in 1 week when tested according to the model. Although
the conditions of the model may appear to be very drastic
with such a rapid degradation of III, it was by this model
that the unexpected interaction with magnesium stearate
could be discovered within such a short period of time. The
mechanism of this magnesium-mediated reaction was later
elucidated.17

In a separate study, when a 1:1 mixture of III and
magnesium stearate was exposed to 75% RH at 50 °C, the
degradation of III after 3 weeks was less than 1% (Figure
6). This is because both III and magnesium stearate were
nonhygroscopic, although the interaction between them is
mediated by water. This, however, would not be the case
in capsules and tablets where other formulation compo-
nents, such as microcrystalline cellulose, starch, gelatin
shell, and so forth, would result in moisture sorption.
Therefore, a model in which a limited amount of water is
added to a system is often more predictive of drug-
excipient compatibility because it does not depend on the
hygroscopicity of individual components.

From the above study, it was concluded not only that
III requires protection from moisture in dosage forms, but
also that magnesium stearate should be excluded from
formulations. This was later confirmed by accelerated
stability testing of the tablet formulation of III, where XI
and XII were detected only in a formulation lubricated with
magnesium stearate.17 Thus, the elimination of magnesium
stearate from a formulation through drug-excipient com-
patibility screening maximized product stability and elimi-
nated the necessity of monitoring the formation of two extra
degradation products during stability testing.

Ceronapril (IV)sCompound IV is an ACE inhibitor with
a primary amine group in its structure. Its interaction with
lactose was, therefore, expected. What was unexpected was
an interaction with DCP. Figure 7 shows representative
HPLC chromatograms of the mixtures of IV with three
diluents, lactose, DCP, and mannitol. In 3 weeks, IV
degraded 8.4% and 2.5% in the presence of lactose and
DCP, respectively, whereas no degradation was observed
in the presence of mannitol or any other excipient. By LC-
MS and LC-MS-MS studies, the degradation products
formed in the presence of lactose and DCP were identified
to be XIII and XIV, respectively. The formation of XIV was
oxidative in nature, which could not be predicted on the
basis of initial preformulation testing. The model served

Figure 3sHPLC chromatograms of compound II−diluent−stearic acid mixtures
(25:170:5) exposed to 50 °C for 3 weeks with 20% added water. Key: A,
reference standard; B, neat drug without excipient; C, drug−lactose−stearic
acid mixture; and D, drug−mannitol−stearic acid mixture. Chromatographic
conditions are the same as in Figure 1.

Figure 4sHPLC chromatograms of compound II−diluent−lubricant mixtures
(25:170:5) exposed to 50 °C for 3 weeks with 20% added water. Key: A,
reference standard; B, drug−lactose−magnesium stearate mixture; C, drug−
lactose−sodium stearyl fumarate mixture; D, drug−mannitol−magnesium
stearate mixture; and E, drug−mannitol−sodium stearyl fumarate mixture.
Chromatographic conditions are the same as in Figure 1.
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as a powerful tool in identifying this interaction between
IV and DCP.

On the basis of the above results, lactose and DCP were
excluded from the primary tablet formulation of IV.
However, because DCP is a commonly used excipient for
the direct compression of tablets and the degradation of
IV in its presence was relatively low, a back-up formulation
containing this excipient was also prepared and subjected
to accelerated stability testing. For a 20-mg potency tablet

with the total weight of 200 mg, the extent of degradation
of IV upon exposure to 40 °C and 75% RH in an open
container for 1, 4 and, 6 months was <1%, 2%, and 5%,
respectively. The compound XIV was the principal degra-
dation product. These findings indicate that an interaction
between IV and DCP would possibly have been overlooked
if, instead of using the model described in this paper, the
drug-excipient blends or miniformulations were exposed
to high temperature and humidity for up to 1 month. In
closed vials stored at 25 °C, it took about 6 months for the
concentration of XIV in DCP-based tablets to reach the
threshold level of 0.1%. Although such a low concentration
of a degradation product may be acceptable in a formula-
tion, it is important that all potential degradation products
are detected by drug-excipient compatibility testing prior
to dosage form design instead of “discovering” them during
formal long-term stability testing. Decisions regarding the
potential liability of the presence of any degradation
product in a formulation must be made during the dosage
form design.

Pravastatin Sodium (V)sThe model described in this
paper was also used to study the effects of different
excipients on the degradation pattern of V in solid dosage
forms. An optimal degradation product profile was then
selected on the basis of such studies. Figure 8 shows the
relative amounts of degradation products formed in two
blends of pravastatin sodium containing microcrystalline
cellulose, lactose, and magnesium stearate; compositions

Scheme 1

Figure 5sHPLC chromatogram of a fosinopril sodium (III)−lactose−magnesium
stearate mixture (40:150:10) containing 20% added water stored at 50 °C for
1 week. Compounds X, XI, and XII were the major degradation products
formed. A phenyl column (Type C-402, 4.6 mm × 30 cm, 10 µm packing,
Column Resolution, Inc., San Jose, CA) using a mixture of methanol and
aqueous 0.2% phosphoric acid (72:28) as the mobile phase was utilized (flow
rate, 1.5 mL/min; UV detection wavelength, 220 nm).

Figure 6sHPLC chromatogram of fosinopril sodium (III)−magnesium stearate
(1:1) mixture stored at 50 °C under 75% RH for 3 weeks. Chromatographic
conditions are the same as in Figure 5.
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of the two blends were identical, except for the presence of
3.3% magnesium oxide in Blend 2. The difference in
microenvironmental pH values of the two blends (6.5 for
Blend 1 vs 9.9 for Blend 2) was responsible for the
difference in degradation product profiles; the lower pH
favored the formation of XV and XVI, whereas the higher
pH favored the formation of XVII. Long-term stability
testing of the dosage forms of V containing magnesium
oxide was in agreement with these results. Thus, by
selecting the excipient to adjust microenvironmental pH,
the solid dosage form composition of pravastatin sodium
was optimized.18

Sorivudine (VI)sDrug-excipient compatibility testing
led to the stabilization of VI, an antiviral drug, against
photodegradation. When exposed to light, the compound
forms its Z-isomer (XVIII). The initial compatibility testing

with excipients was, therefore, conducted by protecting
samples from exposure to light. This and other preformu-
lation studies suggested that a tablet formulation of the
compound would require opaque film coating to protect it
from photodegradation. In a later drug-excipient screening
study to select coloring agents for the tablet, it was noticed

that the formation of XVIII was relatively low when drug-
excipient blends containing iron oxide dyes were exposed
to light. A systematic compatibility testing with iron oxides
was therefore conducted by exposing the samples to light,
and the results, as shown in Table 3, indicated that iron
oxides can greatly reduce the formation of photodegrada-
tion product. On the basis of this study, a tablet formula-
tion of VI was developed in which iron oxides were admixed
with the drug and other excipients to provide color. The
tablet did not require any film coating; its stability upon
exposure to light was as good as a film-coated tablet which
did not contain any iron oxide.19

Other Physicochemical ChangessThe applications
of the model described in this paper are not limited to the
testing of the chemical interaction between drugs and
excipient. We have used it for many other purposes,
including the investigation of (a) dissolution instability of
drugs in dosage forms due to conversion of salts to free acid
or base forms, (b) changes in crystal forms, such as
polymorphic conversion, the formation of an amorphous
phase due to dissolution of the drug in granulating fluids
and subsequent drying, and so forth, and (c) relative
stability of various salt forms during the final form selec-

Figure 7sHPLC chromatograms of ceronapril (IV)−diluent−magnesium
stearate mixtures (40:150:10) containing 20% added water stored at 50 °C
for 3 weeks. Diluents used were (A) lactose, (B) dicalcium phosphate dihydrate,
and (C) mannitol. Compounds XIII and XIV are the degradation products formed
in mixtures with lactose and dicalcium phosphate dihydrate, respectively. Waters
Novapak C18 column heated to 30 °C was used. A mixture of acetonitrile and
aqueous 0.1% phosphoric acid (19:81) at a flow rate of 1.3 mL/min was used
as the mobile phase (detection wavelength: 210 nm).

Figure 8sAmounts of degradation products XV, XVI, and XVII formed when
pravastatin sodium formulations without magnesium oxide (Blend 1) and with
3.3% magnesium oxide (Blend 2) containing 20% added water were stored
at 50 °C for 3 weeks. Products were extracted with a 1:1 mixture of methanol
and pH 5.5 aqueous phosphate buffer and analyzed by HPLC using a Waters
µ-Bondapak column. A 500:500:1:1 mixture of methanol, water, triethylamine,
and acetic acid was used as the mobile phase (flow rate, 1.3 mL/min; UV
detection wavelength, 238 nm).

Table 3sConversion of Sorivudine (VI) to its Z-isomer (XVIII) upon
Exposure of Dry and Wet Drug−Excipient Blends Containing Iron
Oxides to 900 ft-c Light for 7 Days

% Z-isomer (XVIII) formedb

compositiona dry blend wet blend

no coloring agent 21.1 9.0
red iron oxide 3.4 0.7
yellow iron oxide 2.6 0.7
black iron oxide 2.6 1.3

a A 100 mg portion of each blend containing 12.5 mg of drug, 5 mg of iron
oxide, and 82.5 mg of other excipients (87.5 mg when no coloring agent was
present) was sealed in a 4-mL clear borosilicate glass vial. Each wet blend
contained 20 µL of water. The vials were exposed to light from the side by
placing them flat. b Assayed by HPLC using a 5 µm Lichrosorb RP-18 column
(250 mm × 4 mm) using a 15:5:80 mixture of acetonitrile, triethyl ammonium
acetate aqueous solution (14% v/v, pH adjusted to 7.0 with acetic acid), and
water as the mobile phase (flow rate, 1 mL/min; detection wavelength, 250
nm).
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tion of a drug. Brief descriptions of some of these studies
are given below.

Dissolution InstabilitysDuring drug-excipient compat-
ibility testing, ifetroban sodium (VII) showed excellent
chemical stability in the presence of all excipients tested.
However, its capsule formulations exhibited a decrease in
dissolution rate during accelerated stability testing.20 This
was most pronounced in formulations containing DCP.
When the drug-excipient compatibility testing was re-
peated, the microenvironmental pH values of various
dosage form compositions were observed to be between 6.2
and 6.6, where the sodium salt form of the drug could
convert to the insoluble free acid form. This is apparent
from the pH-solubility profile of the compound as shown
in Figure 9. When a mixture of VII and DCP containing
20% water was stored at 50 °C for 1 week, almost complete
conversion of the sodium salt to free acid was observed.21

Liberation of H3PO4 from DCP at high temperature22,23

served as the source of hydrogen ions for the salt-to-acid
conversion. Indeed, it was observed that the microenviron-
mental pH of the mixture decreased with time. The
conversion of VII to the water-insoluble free acid form in
a formulation containing DCP is described by Scheme 2.

It is now a common practice in our laboratory to measure
the microenvironmental pH values of drug-excipient
blends initially and after exposure to 50 °C, with 20% added
water, for various intervals of time. If salt forms of drugs
are used, any propensity for their conversion to free acid
or base forms can be ascertained from such studies.
Adjustment of microenvironmental pH with an appropriate

excipient can eliminate any such conversion and the
consequent drug dissolution problem. For VII, alkalizing
agents were added to formulations to keep microenviron-
mental pH above 9, where the compound has high solubility
and would not convert to the free acid form.23

Crystal Form ChangessPolymorphic and other crystal
form changes may lead to dissolution instability of drugs,
especially for compounds with low aqueous solubilities.
They also cause various physical stability problems in solid
dosage forms, including changes in appearance, hardness,
disintegration time, and so forth.24

Any propensity for polymorphic change was investigated
by recording powder X-ray diffraction patterns and solid-
state 13C NMR spectra of drug-excipient mixtures initially
and after subjecting them to 50 °C with added water for
up to 1 week. The wet samples were dried before analysis.
If there is any potential for polymorphic conversion, it
would be facilitated by the “pressure cooker” effect of the
experimental condition and the presence of excipients that
could serve as nuclei for recrystallization. In the absence
of any chemical degradation, significant change in powder
X-ray diffraction patterns or solid-state NMR spectra would
indicate polymorphic transformation.

If the drug substance is water-soluble, instead of a
polymorphic conversion the drug substance may convert
partially or completely to an amorphous form due to wet
granulation with the excipient and subsequent drying. This
may affect dosage form stability because an amorphous
form may be less stable than a crystalline one. The
amorphous form thus produced may, in turn, recrystallize
into the original or a different crystal form,25 leading to
dissolution or other physical instability problems if this
occurs during stability testing of dosage forms. We have
studied such changes by recording powder X-ray diffraction
patterns of a drug-excipient blend initially and after
mixing with water and drying.3

Salt SelectionsThe model was also applied to determine
the relative stability of different salt forms of a compound.26

Inorganic and organic acids and bases used to prepare salts
may interact with drug molecules. The tromethamine salt
of ketorolac was found to partially convert to the 1-keto
analogue and an amide on exposure to high humidity and
temperature.27 Schildcrout et al.28 reported 1,4-Michael
adduct formation between seproxetine and maleic acid in
a maleate salt, and Stahl29 reported the covalent addition
of a secondary amine to fumaric acid in a fumarate salt.
Different counterions used in salt formation may also
provide different microenvironmental pH values to a
compound. When the stability of a compound is sensitive
to a change in pH, the stability of salts may differ as a
result of such a difference. The salt form of a compound
with optimal chemical stability may be selected in less than
1 month by stress stability testing according to the model.

Conclusions
In the present health care economic climate, acceleration

of the drug development process and optimization of dosage
form stability are two major goals of any drug development
program. One key step in achieving these goals is the
identification of optimal dosage form compositions at the
outset of a drug developmental program, which is generally
during the design of Phase I clinical formulations. Subse-
quent changes in formulation during Phases II and III
usually lead to increases in time and cost of drug develop-
ment. In this paper, a practical drug-excipient compat-
ibility screening model to identify potential chemical and
physical stability problems with a drug substance in the
presence of different excipients has been presented. Case
histories described in the paper demonstrate that the

Figure 9sPartial pH-solubility profile of ifetroban sodium (VII) at 23 °C. Drug
was analyzed by HPLC using a Zorbax Stablebond Cyano column heated to
40 °C. A 35:65 mixture of acetonitrile and 0.005 M KH2PO4 aqueous solution,
pH adjusted to 3.0 with H3PO4, was used as the mobile phase (flow rate, 1.5
mL/min; UV detection wavelength, 215 nm).

Scheme 2
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stability of drug products can be optimized by selecting the
excipient according to this model. Selection of dosage form
composition based on such drug-excipient compatibility
testing reduces “surprise” problems during long-term sta-
bility testing of drug products.
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Abstract 0 PNU-107859, an important representative structure in a
novel class of matrix metalloproteinases (MMP) inhibitors known as
thiadiazoles, was found to be quickly eliminated from rats. A major
metabolite (approximately 10% of total dose) was found to be present
in the bile of rats. The metabolite in question was isolated and purified
from the bile fluids collected from six cannulated rats. From a total of
approximately 75 mg of PNU-107859 administered to rats, 3.3 mg of
the metabolite was recovered. The NMR and mass spectrometry
results indicated that the metabolite is a glucuronide conjugate (1-
deoxy-1â-substituted D-glucopyranosiduronic acid) of the intact drug.
Furthermore, the UV, MS, and NMR data established that the
conjugate is located at the nitrogen R to the thiocarbonyl of the
thiadiazole ring.

Introduction

The matrix metalloproteinases (MMPs) are a family of
zinc endopeptidases which are capable of degrading the
extracellular matrix of connective tissues and basement
membranes.1 Overactivation or increased synthesis of the
MMPs has been implicated in several disease pathologies,
including arthritis, cancer progression, and related con-
nective tissue disorders2, periodontal disease,3 atheroscle-
rotic plaque rupturing,4 and aortic aneurysms.5 There are
currently at least 18 members of this family of proteinases
which can be roughly associated into three groups depend-
ing on their native substrates. Thus, the gelatinases are
effective proteinases of Type IV collagen, the collagenases
degrade interstitial collagen, and the stromelysins are
effective as protoglycanases. The discovery and character-
ization of the MMPs is summarized in several recent
reports. Recently several research groups have shown that
related metalloproteinases are also involved in the conver-
sion of inactive tumor necrosis factor-I (TNF-I) into active
TNF.6,7 Usually this inflammatory cytokine plays a ben-
eficial role in physiological defense responses; however,
overproduction of TNF-I can lead to systemic toxicity.
Therefore, MMP inhibitors may be indirectly involved in
diseases for which TNF-I has been implicated, such as
Crohn’s disease, MS, cachexia, sepsis, and rheumatoid
arthritis.8 PNU-1078599 is a member of a novel class of
MMP inhibitors known as thiadiazoles. During a prelimi-
nary pharmacokinetic study of PNU-107859, it was ob-
served that this experimental drug has rather short half-
life (=40 min) in rats. To investigate the nature of the
unfavorable pharmacokinetics, the bile samples from rats

treated with this drug were collected and found to contain
the intact drug and a metabolite as the only other major
thiadiazole-containing component. It was estimated that
this putative metabolite represented about 10% of the total
drug 3 h after iv administration. A study was therefore
initiated to isolate enough metabolite for spectroscopy
experiments to elucidate its structure unambiguously.

Experimental Section
MaterialssPNU-107859 was synthesized by Pharmacia and

Upjohn. All other chemicals were analytical or HPLC grade.
Dosing and Collection of BilesThe jugular veins of six male

Sprague-Dawley rats were cannulated using a variation of the
Week’s chronic jugular vein cannulation technique. The same
animals were anesthetized after eight or 9 days and the bile ducts
cannulated using PE-10 polyethylene tubing. The free end of the
tubing was placed in a test tube to collect draining bile. Animals
(230-290 g) were given a 50 mg/kg dose of PNU-107859 (50 mg/
mL in a 50% PEG/50% saline vehicle) iv via the chronic jugular
vein cannula. The cannulas were flushed with 100 µL of 50% PEG/
50% saline followed by 300 µL of 100% saline. Bile was collected
hourly for 3 h postdosing. After pooling samples from all animals,
a total of 15 mL of bile was collected.

Cation Exchange MethodssOne milliliter of pooled bile was
passed over one Varian Bondelut SCX cartridge (1 mL) to remove
impurities with a UV absorption maximum at 270 nm. The
metabolite was not retained by this resin. The resin was washed
with water until HPLC showed no presence of the metabolite in
the eluent. Fractions containing the metabolite were collected and
used directly for prep-HPLC.

Preparative HPLC MethodssThe cation-exchange-purified
samples were divided into six samples, and each of these was
purified by preparative HPLC employing a Waters µBondapak
cartridge (2.5 × 10 cm). Elution at 15 mL/min for 5 min at 10/90
ACN/H2O plus 0.1% TFA was followed by a 15 min gradient to
25/75. These conditions were maintained for 5 min, followed by
an elution at 90/10 to wash the column. Detection was at 220 nm.
Fractions were collected with a Foxy collector in the peak detect
mode. A second run using the same conditions was performed on
the pooled fractions from the six initial runs.

Analytical HPLC MethodssSample was injected onto a
Zorbax Rx-C8 column (4.6 × 250 mm) and eluted isocratically with
25/75 ACN/H2O plus 0.1% TFA at 1 mL/min with detection
performed by a Varian 9065 diode array detector at 311 or 220
nm.

FAB-MS MethodsThe low resolution positive ion fast atom
bombardment (FAB) mass spectrum of the glucuronic acid product
isolate was obtained on a VG70-SE Nier-Johnson double-focusing
mass spectrometer equipped with an OPUS-2 data system. A
cesium ion gun operating at 25 kV was used as the source of the
ionizing beam, while the instrument was operated at 8 kV
accelerating voltage. The instrument was calibrated at selected
masses using a mixture of CsI and NaI. A small portion of the
isolate as a methanol solution was mixed with the 2-hydroxyetha-
nol disulfide (2-HED) matrix and introduced into the ion source
on a stainless steel tip via a direct insertion probe. The sample
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spectrum was recorded by scanning the magnetic field from m/z
2500 to m/z 15. The results were further analyzed using the mass
spectral processing software on the Harris Nighthawk computer
system.

The accurate mass of the isolate, as the protonated adduct ([M
+ H]+), was determined by the peak matching technique relative
to the known matrix adduct ion mass of 2-HED at m/z 463.0445.
The mass spectrometer was operating at a mass resolution of
approximately 4000 (m/Dm, 10% valley definition).

NMR Methodss1H NMR spectra were recorded at 400.13 MHz
using a Bruker ARX-400 spectrometer. Data were processed on
an SGI Indy computer using Bruker UXNMR software. Samples
were dissolved in 500 µL of DMSO-d6 in a 5-mm NMR tube.
Spectra were recorded at a temperature of 300K (27 °C). One-
dimensional proton spectra were recorded as free induction decays
of 32K complex points with a spectrum width of 6024 Hz. Four
dummy scans were used. The receiver gain and the number of
pulses were optimized for each sample. Free induction decays were
Fourier transformed with no zero-filling after application of a
resolution-enhancing Gaussian window function (LB ) -1, GB )
0.2). Two-dimensional homonuclear COSY spectra were recorded
in the magnitude mode using 1K × 1K data table (after transfor-
mation), with 256 increments in F1 and no zero filling in F2.
Unshifted sinebell windows were applied before transformation.

13C NMR spectra were obtained on a Varian XL-300 spectrom-
eter operating at 75.43 MHz. The spectral window was 17391 Hz,
and 32K data points were used with an acquisition time of 0.942
s and a pulse delay of 1.00 s. The free induction decays were
Fourier transformed using standard sensitivity enhancement
parameters.

Heteronuclear Multiple Bond Correlation (HMBC)sNMR
spectra were recorded on a Bruker ARX-400 Spectrometer equipped
with a 9.4 T magnet, operating at 400.13 MHz for 1H and 100.62
MHz for 13C. A Bruker 5 mm broadband inverse gradient probe
was used for these experiments. HMBC data was acquired using
the a gradient pulse sequence. 2D transformations were ac-
complished using Bruker UXNMR software on an SGI Indy
computer. Spectra were recorded in the magnitude mode using a
1K by 512 data table with 160 pulses per 256 increments in F1
domain and no zero-filling in F2 domain. All spectra were acquired
at 300K. Relaxation delays typically were 1.1 s.

Results
A brief outline of the purification methods is summarized

in Scheme 1. Briefly, cation exchange procedures were used
to remove some impurities. The pooled fractions containing
the metabolite were then processed by preparatory reverse-

phase HPLC. Fractions containing the metabolite were
dried and redissolved in perdeuterated methanol or DMSO
to obtain structural information by NMR. The HMR spectra
also revealed a peptidic impurity partially coeluted with
the metabolite. This was confirmed by reanalyzing the
fractions by HPLC with detection at 220 nm. This peptide
has a slightly longer retention time than the metabolite
peak. The fractions containing the metabolite were there-
fore combined and rechromatographed using the same
HPLC conditions. The final preparation was judged to be
pure by HPLC analysis employing a diode array detector
and by HMR spectroscopy. A total of 3.3 mg of the pure
metabolite was obtained. Since approximately 70 mg of
PNU-107859 was administered to rats and the average
conversion rate was 10%, a recovery of nearly 50% of the
metabolite present in bile was obtained.

The purified metabolite was then subjected to NMR,
FAB-MS, and UV studies. The 1D NMR chemical shift data
are summarized in Table 1. The 2D NMR results are
summarized graphically in Figure 2. The FAB-MS results
are summarized graphically in Scheme 2.

Discussion
1. The Nature of the ConjugatesThe main features

of the HMR spectra of the metabolite collected during the
purification stage were the extra resonance signals ob-

Scheme 1sPurification steps.

Table 1sNMR Data of U-107859 and Its Metabolitea

U-107859 metabolite

position δH δC δH δC

1 7.20 126.8 (d) 7.20 126.6 (d)
2 7.29 128.5 (d) 7.29 128.3 (d)
3 7.12 129.6 (d) 7.12 129.4 (d)
4 s 137.3 (s) s 136.9 (s)
5 2.83, 3.00 38.8 (t) 2.85, 2.99 38.5 (t)
6 4.42 54.6 (d) 4.42 54.4 (d)
7 s 153.1 (s) s 153.0 (s)
8 s 154.0 (s) s 150.8 (s)
9 s 183.6 (s) s 185.0 (s)
10 s 171.0 (s) s 170.6 (s)
11 2.62 25.9 (q) 2.60 25.6 (q)
6 N−H 6.81 s 6.89 s
7 N−H 10.71 s 10.95 s
9 N−H 13.8 s s s
10 N−H 8.15 s 8.15 s
1′ s s 5.80 84.3 (d)
2′ s s 3.70 71.1 (d)
3′ s s 3.40 76.3 (d)
4′ s s 3.41 71.4 (d)
5′ s s 3.80 78.0 (d)
6′ s s 12.9 169.7 (s)

a All spectra were collected in DMSO-d6 solutions and are reported as
chemical shift downfield (ppm) from TMS.

Figure 1sStructure of U-107859 and its metabolite.
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served between 3 and 6 ppm, suggesting the presence of
carbinols, when compared to the parent drug. Integration
of these extra signals resulted in a total of five nonex-
changeable protons. However, two of the five protons were
not resolved in methanol. Resolution of these five signals
was attempted with a number of solvents. It was found that
DMSO-d6 provided the best resolution for those five
protons. All following experiments, including 1H-1H, 1H-
13C COSY, CMR, and 1H-13C HMBC were therefore

conducted in DMSO solution. The results are summarized
in Table 1 and Figure 2 and discussed below.

The assignments of NMR signals of PNU-107859 are
based on various 2D NMR experiments and will not be
discussed in this report. Comparison of chemical shift
values listed in Table 1 revealed that the major differences
were the extra signals (vide infra) obtained for the me-
tabolite when compared to the parent compound. Another
important observation was that the conjugate most likely
contained a carboxylic acid functional group, as evidenced
by the new broad peak at 12.9 ppm and a new carbon signal
at 169.7 ppm in the CMR spectrum. The 2D COSY
spectrum, the size of 1H-1H coupling constants (9 Hz), and
the HMBC spectrum indicated that the conjugate was a
1-deoxy-1â-aminated-glucopyranuronate. Specifically, the
2D COSY spectrum sequentially linked the five carbinols
and connected each of them to an exchangeable hydroxyl
proton. The fact that all the carbinols had 9 Hz coupling
constants dictated that they adopted a diaxial relationship
with their coupled neighbors. Assuming the bulky hydroxyl
groups are at the equatorial positions leads to the conclu-
sion that the conjugate is a modified â-D-glucopyranose.
Analysis of the HMBC spectrum further connected the 12.9
ppm proton of the pyranoglucoside to the carboxyl carbon,
establishing that the conjugate is a glucopyranuronate.
Finally, the chemical shift value of the anomeric carbon
(84.3 ppm) strongly implied that the conjugate is a 1-deoxy-
1â-aminated-D-glucopyranuronate.10

2. The Site of ConjugationsThere are five possible
nitrogens, two on the thiadiazole ring and three on the
backbone, that could be linked to the pyranose. Comparison
of chemical shift values listed in Table 1 revealed that the
9 N-H signal is missing in the metabolite, suggesting that
this position is the site of conjugation. Also, the HMBC
spectrum gave a cross-peak between the anomeric proton
and the carbon of the thiocarbonyl. Since this experiment
will only detect C-H couplings with 2 or 3 bond linkages,
the attachment must be on the nitrogen adjacent to the
thiocarbonyl. Supporting this conclusion is the observed 3
ppm upfield shift of the C-8 carbon signal caused by the γ
gauche effect. Other supporting evidences are the almost
identical chemical shift values and the almost identical UV
absorption for the metabolite and its parent.

3. Confirmation by Mass SpectrometrysThe purified
metabolite was subjected to low and high-resolution FAB-
mass spectrometry studies. The low resolution FAB-MS
results produced the expected molecular ions at 514 (M +
H)+ and 536 (M + Na)+ for the glucuronic conjugate.
Subsequent high resolution FAB-MS studies unambigu-
ously identified the molecular formula of the metabolite
as C19H23N5O8S2. The major fragment ions can be rational-
ized as in Scheme 2. Thus, the FAB-MS results are in total
agreement with the conclusions reached by NMR.

Glucuronidation is the most common pathway of conju-
gation in mammalian metabolism and excretion of xeno-
biotics.11 It can be classified as O-, S-, N-, and C-glucu-
ronidation on the basis of the type of atoms to which the
glucuronic acid moiety is transferred by a group of inducible
UDP-glucuronosyltransferases.12 We have clearly demon-
strated in this study that PNU-107859 is partially cleared
by N-glucuronidation. Although N-glucuronidation is a
much less commonly observed and a not well understood
pathway compared to O-glucuronidation, its participation
in the metabolic transformation of xenobiotics has gained
increasing recognition in recent years. Examples reported
in the literature are of wide structural classes of nitrogen-
bearing aglycones, including primary through tertiary
amines, and various classes of heterocycles, such as imi-
dazole, hydantoin, pyrimidine, piperidine, tetrahydroiso-

Figure 2s2D NMR results of U-107859 metabolite.

Scheme 2sMajor ions observed by FAB-MS.
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quinoline, triazine, and tetrazole.13-17 Our result extends
this list to include thiadiazole.
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Abstract 0 In the early progression of atherosclerosis, LDL migrates
in the subendothelial space of the artery and plays an important role
in foam cell formations of macrophages. LDL may serve as a carrier
of site-specific delivery of drugs to atherosclerotic lesions. In this
exploratory study, dexamethasone palmitate (DP) was incorporated
in LDL, and an inhibitory effect of this complex on foam cell formations
was examined. LDL was isolated from human plasma, and the DP−
LDL complex was prepared by incubation in the presence of Celite
545. No degradation nor modification of LDL was observed. The DP/
LDL molar ratio of the complex was 35-50:1. Foam cell formations of
murine macrophages were induced by incubation with oxidized LDL.
When macrophages were pretreated with the DP−LDL complex,
accumulation of cholesterol ester in the macrophages induced by
oxidized LDL, i.e., an index of foam cell formation, was decreased.
These findings indicated that the DP−LDL complex showed similar
characteristics to LDL, and the DP−LDL complex inhibited foam cell
formations of macrophages in vitro. This study provides the basis for
further study of the DP−LDL complex as a drug−carrier complex for
treatment of atherosclerosis.

Introduction

In an early stage of progression of atherosclerosis,
atherosclerotic plaques are developed by accumulation of
foam cells derived from macrophages or fibroblasts.1 Recent
studies indicate that LDL migrates under the epithelium
of the vascular smooth muscle and is modified to be
incorporated into macrophages in early atherosclerotic
lesions.2-4 In fact, macrophages can be converted to foam
cells containing large amounts of cholesterol esters when
incubated with modified LDL, mainly oxidized, in vitro.5,6

Modified LDL and macrophages interact to form foam cell
formations at atherosclerotic lesions. Prevention of foam
cell formations of macrophages by reducing cholesterol
esters accumulated in the foam cells is thought to be
antiatherogenic.

It is well known that the process of plaque formation in
atherosclerotic lesions possesses a number of features in
common with inflammation.7 Several studies have reported
that anti-inflammatory drugs suppress the development of
atherosclerosis in New Zealand White rabbits and Wa-
tanabe heritable hyperlipidemic rabbits.8-11 Asai et al.

reported that dexamethasone inhibits the formation of
foam cells in atherosclerotic lesions.12

Plasma lipoproteins are a carrier of not only water-
insoluble lipids but also lipophilic compounds such as
certain vitamins, hormones, toxins, and others in the
circulatory system. Recently, it has been demonstrated that
lipoproteins, especially LDL, can be used as a carrier to
deliver drugs to specific sites in the body.13,14 In most
studies, LDL is used as a carrier to deliver antineoplastic
drugs to cancer cell.15,16

In the present study, to assess the feasibility of LDL as
a drug delivery system for atherosclerosis, we prepared a
complex of dexamethasone palmitate (DP), a steroidal anti-
inflammatory drug, and LDL and examined its inhibitory
effects on cholesterol ester accumulation in macrophages
induced by oxidized LDL.

Materials and Methods

AnimalsMale ICR mice were obtained from Japan SLC, Inc.
(Hamamatsu, Japan) and used for experiments at 6-8 weeks of
age.

MaterialssDexamethasone palmitate (DP) and dexamethasone
nonadecanoate were supplied by Green Cross Co. (Osaka, Japan).
Celite 545 was purchased from Kanto Chemical Co. Inc. (Tokyo,
Japan), dexamethasone and FAT RED 7B from Sigma Chemical
Co. (St. Louis, MO), and cholesterol esterase, oxidase, and per-
oxidase from Toyobo Co. (Tokyo, Japan). All other chemicals were
of analytical grade.

Isolation of LDLsLDL (d ) 1.019-1.063 g/mL) was isolated
by sequential ultracentrifugation (100 000g) from normolipidemic
human plasma.17 The LDL fraction was dialyzed sufficiently
against phosphate-buffered saline (PBS, pH 7.4) and then filtered
through a MILLEX-HV filter (pore size; 0.45 µm, Millipore Co.,
Bedford, MA). The LDL fraction was stored at 4 °C under the
darkness and used for experiments within a week.

Preparation of the Drug-LDL ComplexsThe DP-LDL
complex was prepared by the method of Seki et al.18 with minor
modification. Briefly, Celite 545 (100 mg) and 1 mL of DP solution
(1 mg/mL in MeOH) were agitated by a vortex mixer. The mixture
was evaporated under the vacuum for 30 min, and then the
residues were pulverized adequately. The residue and 2 mL of LDL
suspension (300-400 µg protein/mL) were mixed gently and
packed with N2 gas. The mixture was incubated for 20 h with
shaking at 37 °C. After incubation, the mixture was centrifuged
at 2000g for 10 min, and the supernatant was dialyzed with PBS.
The complex obtained was passed through a MILLEX-HV filter
and stored at 4 °C until experiments were performed (<1 week).

Oxidation of LDL and the DP-LDL ComplexsEach LDL
and DP-LDL complex was diluted to 100 µg protein/mL with PBS
and incubated with 5 µM CuSO4 at 37 °C for 20 h. The oxidized
LDL (ox-LDL) and the oxidized DP-LDL complex (ox-DP complex)
suspensions were dialyzed against PBS. Confirmations of oxidation
were obtained by electrophoresis.

* Corresponding author. Tel: 81-134-62-1851. Fax: 81-134-62-5161.
E-mail: tauchiyo@hucc.hokudai.ac.jp.

† Abbreviations: LDL, low density lipoprotein; PBS, phosphate
buffered saline; T-ch, total cholesterol; F-ch, free cholesterol; CE,
cholesterol ester, DP, dexamethasone palmitate; ox-LDL, oxidized LDL;
ox-DP complex, oxidized DP-LDL complex.
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Preparation of MacrophagesPeritoneal cells from unstimu-
lated ICR mice were washed with PBS by centrifugation (800g).
The cells were suspended to 106 cells/mL in RPMI1640 medium
(Gibco BRL, Life Technologies, Rockville, MD) supplemented with
10% fetal bovine serum (Gibco BRL), 50 µM 2-mercaptoethanol,
and 10 µg/mL of gentamicin. The cell suspensions were distributed
(1 mL each) to wells of a 24-well culture plate (Becton Dickinson,
Lincoln Park, NJ), and the plate was incubated for 90 min at 37
°C in a CO2 incubator. After incubation, nonadherent cells were
removed by washing with RPMI 1640 medium, and then the
macrophage monolayers were placed in fresh RPMI 1640 medium
for 20 h at 37 °C in a CO2 incubator.

Cholesterol Accumulation Assay in Macrophagess
Cholesterol accumulation in macrophages was assayed according
to the methods of Miyazaki et al.19 Macrophage monolayers were
incubated with ox-LDL or ox-DP complexes for the periods
indicated at 37 °C in a CO2 incubator. After incubation, the
macrophage monolayers were washed twice with RPMI 1640
medium and then PBS. Lipids and proteins were extracted directly
from the macrophage monolayers. Briefly, 1 mL of a hexane/2-
propanol (3:2) mixture was added to macrophage monolayers in
the wells, and the macrophage monolayers were incubated for 30
min at room temperature. The solvent of the mixture was collected
and extracted again. The extracts were combined, evaporated
under the vacuum, dissolved in 500 µL of EtOH, and used for
cholesterol measurements. After lipid extraction, 500 µL of a 0.1
M NaOH solution was added into each well and incubated for 15
min at 37 °C. The extracts were collected, and the extraction was
repeated. The combined extracts were used for determination of
cell protein.

Measurement of Cellular CholesterolsThe cellular concen-
tration of cholesterol was measured by a fluorometric enzymatic
method.20 Briefly, 200 µL of cellular lipid extract and 2.5 mg of
Triton X-100 were mixed and evaporated under the vacuum. The
residue was suspended with 200 µL of the enzyme mixture and
incubated for 30 min at 37 °C. The enzyme mixture for free
cholesterol (F-ch) contained 0.12 units/mL of cholesterol oxidase,
45 units/mL of peroxidase, 0.5 mg/mL of homovanillic acid (Wako
Pure Chemical Industries Ltd.), and 2 mg/mL of Triton X-100 in
100 mM sodium phosphate buffer (pH 7.0). The enzyme mixture
for total cholesterol (T-ch) contained 0.36 units/mL of cholesterol
esterase in the enzyme mixture for F-ch. Following incubation,
2.8 mL of a 0.1 M NaOH was added to stop the reaction, and each
fluorescence intensity was measured with excitation at 323 nm
and emission at 420 nm using a spectrofluorophotometer (Model
FP-770, JASCO, Tokyo, Japan). Cellular cholesterol ester (CE) was
determined by subtracting F-ch from T-ch.

ElectrophoresissThe electrophoretic mobilities of LDL and
DP-LDL complexes were determined by the Pol-E-Film System
(Ciba-corning Diagnostics Co., Palo Alto, CA). The samples were
loaded at 4.0 µg/well of agarose gel film (Universal Gel/8, Ciba-
Corning) and run at 90 V for 40 min. After drying, the gels were
stained with FAT RED 7B (Sigma) to visualize lipoprotein bands.

Measurement of LDL and Complex Particle SizesParticle
size of LDL and DP-LDL complexes was determined by photon
correlation spectroscopy using Coulter N4 plus a submicron
particle analyzer (Coulter Co., Miami, FL). All samples were
suspended with PBS to 100 µg protein/mL, filtered through an
HLC disk (pore size 0.2 µm, Kanto Chemical), and then measured
at 20 °C.

HPLC AnalysissDP concentration in the complexes was
measured by HPLC as follows: a mixture of samples of the
complexes (50 µL) and dexamethasone nonadecanoate (as an
internal standard, 50 µL) was extracted by dichloromethane (4
mL). A part of the organic fraction (3 mL) was evaporated under
the vacuum at 30 °C. The residue was dissolved in 120 µL of
acetonitrile-water (95:5), and a 50 µL of aliqot was injected into
the HPLC system (Shimadzu Co., Kyoto, Japan) possessing a 7-µm
LiChrosorb RP-18 column (4 × 250 mm, Cica-Merck, Kanto
Chemical). The mobile phase was acetonitrile-water (95:5), and
flow rate was 2.0 mL/min. The eluate was monitored at 236 nm
and quantified on a model C-R6A chromatopac integrator (Shi-
madzu). The concentrations were determined with resect to a
standard curve of DP.

Other DeterminationssProteins were measured by Coo-
massie Protein Assay Reagent (Pierce Chemical Company, Rock-
ford, IL)21 using bovine serum albumin as a standard. Each level

of cholesterol in LDL or DP-LDL complex suspensions was
measured by using commercial kits (Wako Pure Chemical).

Statistical AnalysissData are expressed as means only or
means and SDs (n ) 3). Statistical analysis was done using
nonpaired Student’s t-test or Fisher’s PLSD test. A p value of 0.05
or less was considered a significant difference between the sets of
data.

Results
Characteristics of LDL and the DP-LDL Complexs

Table 1 shows the concentrations of cholesterols and
protein in LDL and the DP-LDL complexes. The T-ch,
F-ch, and CE concentrations in the complexes were 83.39,
23.42, and 59.97 mg/100 mL, respectively, and the protein
concentration in the DP-LDL complexes was 25.99 mg/
100 mL. These values of the DP-LDL complexes were
about 75-80% of the corresponding values of LDL, and
these percentages were indicated as the yields after the
complex preparation. However, the ratios of F-ch/T-ch and
T-ch/protein in the DP-LDL complexes were similar to
those of LDL (0.28 and 3.21 in the DP-LDL complexes,
and 0.29 and 2.97 in LDL, respectively). Furthermore, in
the case of oxidized LDL and DP-LDL complexes, these
ratios were not different between ox-LDL and ox-DP
complexes (data are not shown).

Particle size and DP concentration in the DP-LDL
complexes are shown in Table 2. Although several studies
have reported that particle size of the drug-LDL complexes
is larger than that of LDL,22,23 the particle size of the DP-
LDL complexes in this study (23.67 nm) was not signifi-
cantly different from that of LDL (22.43 nm). The DP
concentration in the DP-LDL complexes was 14.19 µg/mL,
and DP contained in the DP-LDL complex was 47.6 mol
of DP/mol of LDL (LDL molecular weight of 5.5 × 105 based
on protein concentration). The DP concentrations in the
complex and those in the LDL particle were not altered by
oxidation or dialysis with PBS. DP was not detected in a
preparation which was prepared with PBS instead of LDL
suspension (data are not shown). Neither aggregation of
the DP-LDL complexes nor decrease in DP contained in
the DP-LDL complex was recognized after 4 weeks of
storage at 4 °C.

LDL is unstable in a buffer after isolation and easily
modified by negative ions, air, and other stimuli. To
examine whether LDL could be modified by the addition
of DP, electrophoresis of the DP-LDL complexes was
compared with that of LDL. As shown in Figure 1,
electorophoretic mobility and the lipid band of the com-

Table 1sLipids and Proteins Compositions in LDL and the DP−LDL
Complexa

LDL DP−LDL complex

T-chb (mg/100 mL) 103.7 ± 4.18 83.39 ± 2.56*
F-chc (mg/100 mL) 29.84 ± 0.50 23.42 ± 1.02*
CEd (mg/100 mL) 73.86 ± 3.71 59.97 ± 2.06*
protein (mg/100 mL) 34.89 ± 1.25 25.99 ± 0.33*
F-ch/T-ch 0.29 ± 0.01 0.28 ± 0.01
T-ch/protein 2.97 ± 0.09 3.21 ± 0.13

a Values were mean ± SD (n ) 3), *: significant difference from LDL, p
< 0.001. b Total cholesterol. c Free cholesterol. d Cholesterol ester.

Table 2sParticle Size and DP Concentration of the DP−LDL Complexa

particle size (nm) DP concentration (µg/mL)

LDL 22.43 ± 0.65 −
DP−LDL complex 23.67 ± 0.25 14.19 ± 0.75 [47.60 ± 1.92]

a Values were mean ± SD (n ) 3). Bracketed/values indicate the DP
contained in the DP−LDL complex (mol of DP/mol of LDL).
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plexes were similar to those of LDL. Moreover, the con-
centration of apo-B protein, which is the main protein in
the LDL, was over 90% of the total protein concentration
in the DP-LDL complexes, and the value was not different
from that in LDL (data are not shown). These findings
indicate that DP-LDL complexes can be prepared without
any transposition and modification.

Cholesterol Accumulation in Macrophages during
Incubation with ox-LDL or ox-DP ComplexsIt is well
known that the macrophages are converted to foam cells
with lipid droplets consisted of cholesterols during incuba-
tion with ox-LDL.

The T-ch and F-ch concentrations in macrophages were
increased by incubation with ox-LDL about 2.9- and 2.3-
fold of the control value (without ox-LDL), respectively
(Figure 2A). The CE concentration in macrophages after
incubation with ox-LDL was also increased markedly from
9.2 to 82.4 µg/mg cell protein (Figure 2 B). This increase
in CE was associated with conversion of macrophages to
foam cells during incubation with ox-LDL. On the other
hand, when the macrophages were incubated with ox-DP
complexes, CE concentration increased slightly as com-
pared with that with ox-LDL (Figure 2B), while either T-ch
or F-ch concentration was increased to the same extent as
those in ox-LDL-treated macrophages (Figure 2A).

Effects of the ox-DP Complex on CE Accumulation
in MacrophagessFigure 3 shows the changes in choles-

terol concentrations in macrophages incubated with ox-
LDL alone or ox-LDL together with ox-DP complexes. The
concentrations of T-ch, F-ch, and CE in macrophages were
increased predominantly by the incubation with ox-LDL
alone at 100 µg protein/well rather than those at 50 µg
protein/well. The increases in T-ch, F-ch, and CE in
macrophages incubated with ox-LDL and ox-DP complexes
(total ox-LDL concentration should be 100 µg protein/well)
were significantly attenuated as compared with those with
ox-LDL alone at 100 µg protein/well. However, the smaller
concentration of ox-DP complexes (5 µg protein/well) showed
no effects on the increased concentrations of cholesterols
in macrophages incubated with ox-LDL at 50 µg protein/
well.

Figure 4 shows the changes in cholesterol concentrations
in macrophages preincubated with ox-DP complexes at 5
µg protein/well and then incubated with ox-LDL after
removing of the ox-DP complexes. Preincubation with ox-
DP complexes inhibited the accumulation of T-ch and F-ch
in macrophages induced by incubation with ox-LDL. The
CE concentration in macrophages preincubated with ox-
DP complexes and then incubated with ox-LDL (50.37 µg/
mg cell protein) was significantly lower than that in
macrophages incubated with ox-LDL alone (83.23 µg/mg
cell protein).

Figure 5 shows the changes in cholesterol concentrations
in macrophages preincubated with dexamethasone at 0.4
µM in medium and then incubated with ox-LDL after
removing of dexamethasone. The CE concentration in
macrophages incubated with ox-LDL alone was 62.5 µg/
mg cell protein, and the CE concentration in macrophages
preincubated with dexamethasone and then incubated with
ox-LDL was 39.5 µg/mg cell protein. Therefore, similar to
that of the ox-DP complexes, preincubation with dexam-
ethasone inhibited the CE accumulation in macrophages
induced by incubation with ox-LDL.

Discussion
Recently, drug-LDL complexes have been examined for

use as carriers in site-specific delivery systems.13-16,22,23

Anticancer drugs have been examined in this drug delivery
system. In this study, to study the feasibility of site-specific
drug delivery for use in atherosclerosis, the DP-LDL
complexes were prepared, and effects of the DP-LDL com-

Figure 1sElectrophoretic mobilities of LDL and the DP−LDL complexes.
Samples were loaded on agarose gel film at 2 µg/well and run at 90 V for 40
min. The agarose gel film was dried and stained with Fat red 7B.

Figure 2sCholesterol accumulations in macrophages caused by incubation with ox-LDL and the ox-DP complex. Macrophage monolayers were incubated with
either ox-LDL or the ox-DP complex (50 µg protein/well, respectively) for 6 h at 37 °C. Final DP concentration in the ox-DP complex medium was 4 µM. After
incubation, lipids and protein were extracted, and those levels were measured. In panel A, closed columns and slushed columns are F-ch and CE values,
respectively (n ) 3), and combined columns’ heights indicate T-ch values. In panel B, slushed columns show CE values (mean ± SD, n ) 3). The amount of
ox-LDL or the ox-DP complex is indicated under the column as protein contents, and “−” indicates the addition of PBS instead of ox-LDL or the ox-DP complexes.
Significant differences between groups were determined using a Fisher’s PLSD test and are indicated as *** p < 0.0001.
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plexes on CE accumulation in macrophages induced by ox-
LDL were examined. Because LDL is unstable and easily
modified, it was most important to prevent degradation and
oxidation of LDL while preparing the DP-LDL complexes.
Physiological characteristics and electrophoretic mobilities
of the DP-LDL complexes were similar to those of LDL
(Table 1 and Figure 1), indicating that the DP-LDL
complex can be prepared without degradation, oxidation,
and other modifications.

Eley et al.22 have reported that the particle size (105 nm)
of the complex of prednimustine, a steroidal anticancer
drug, and LDL is 4 times larger than that of LDL (24.7
nm), and the prednimustine/LDL molar ratio of the com-
plex is 163:1. Lundberg23 has also demonstrated that the
particle size of the prednimustine-LDL complexes is
proportional to the concentration of a drug contained in
the complex. In this study, however, no significant differ-
ence in particle size was observed between the DP-LDL
complexes and LDL (Table 2). The reasons for this may be
the lower drug concentration contained in our complexes
(35-50 mol of DP/mol of LDL) and that the method for
complex preparation in our studies was different from that
in other studies, in which Celite 545 was not used.

Incubation of macrophages with ox-LDL markedly in-
creased T-ch, F-ch, and especially CE in the cells (Figure
2). Because the accumulation of CE is a good indicator of
conversion of macrophages to foam cells,5,6 the macroph-
ages treated with ox-LDL in this study may be susceptible
to foam cell conversion. The accumulation of CE in the
macrophages caused by incubation with ox-LDL, however,
was significantly attenuated when the macrophages were
incubated with ox-LDL containing DP (ox-DP complex).
The reduction of CE accumulation may be due to inhibition
of CE synthesis or enhancement of CE hydrolysis by DP
itself or dexamethasone derived from DP. Asai et al.12 have
reported that dexamethasone can suppress foam cell
formations of murine peritoneal macrophages by inhibiting
uptake and degradation of lipoproteins.

The T-ch value of macrophages treated with ox-DP
complexes was similar to that treated with ox-LDL (Figure
2). This result suggested that ox-DP complexes were
incorporated into macrophages by scavenger receptors.
Therefore, it is likely that the ox-DP complex can be
incorporated into macrophages as well as ox-LDL, and then
dexamethasone derived from DP inhibits CE synthesis or
enhances CE hydrolysis in macrophages.

Figure 3sEffect of the ox-DP complex on cholesterol accumulation in macrophages caused by incubation with ox-LDL. Macrophages were incubated with ox-LDL
(50 or 100 µg protein/well), or with ox-LDL (50 µg protein/well) and ox-DP complexes (5 or 50 µg protein/well) for 6 h. Final DP concentration in the ox-DP
complex medium (5 or 50 µg protein/well) was 0.4 or 4 µM, respectively. Other details are the same as those in Figure 2. *** p < 0.0001; * p < 0.01. N.S.
indicates a difference that is not significant.

Figure 4sEffect of preincubation with the ox-DP complex on cholesterol accumulation in macrophages caused by incubation with ox-LDL. Macrophages were
preincubated with ox-DP complex (5 µg protein/well) for 6 h and then washed with warm medium three times to remove the ox-DP complex. These macrophages
were incubated with ox-LDL (50 µg protein/well) for 6 h. Other details are the same as those in Figure 2. ** p < 0.001; * p < 0.01.
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To confirm the effect of the DP-LDL complex on ox-LDL-
induced CE accumulation in macrophages, the cells were
incubated with ox-DP complexes together with ox-LDL
(Figure 3). Both T-ch and CE contents in macrophages
significantly decreased when incubated with 50 µg protein/
well of ox-LDL and 50 µg protein/well of ox-DP complexes
as compared with those incubated with 100 µg protein/well
of ox-LDL alone. This finding indicates that DP or dexam-
ethasone released from ox-DP complexes can reduce the
CE accumulation even when the ox-LDL exists simulta-
neously. However, the lower concentration of ox-DP com-
plexes (5 µg protein/well) showed no effect on the CE
accumulation in macrophages incubated with 50 µg protein/
well of ox-LDL alone. We considered in this series of
experiments that the presence of ox-LDL in 5 µg protein/
well of ox-DP complexes is negligible. As shown in Figure
4, we detected a significant attenuation of ox-LDL-induced
CE accumulation in macrophages even at 5 µg protein/well
(0.4 µM of DP in medium) of the ox-DP complexes, when
the cells were incubated with the ox-DP complexes prior
to incubation with ox-LDL. Because steroid hormones
require a certain period of time to express their effects, the
macrophages should be incubated with the ox-DP com-
plexes before incubation with ox-LDL when the concentra-
tion of the ox-DP complexes is small. In addition, we
examined the effect of free dexamethasone on the CE
accumulation in the macrophages induced by ox-LDL.
Because free DP was not dissolved in the medium, we used
free dexamethasone. The CE accumulation in macrophages
incubated with 50 µg protein/well of ox-LDL was signifi-
cantly inhibited by the pretreatment of the free dexam-
ethasone at 0.4 µM in medium that is the same concen-
tration as that of DP in the ox-DP complexes (Figure 5).

The inhibitory effect of free dexamethasone on the foam
cell formation was the same extent as that of the ox-DP
complex in the in vitro experiment. This result indicates
that ox-DP complexes as well as free dexamethasone can
exert a beneficial effect on atherogenic response in vitro.
If the DP-LDL complex delivers DP to the atherosclerotic
lesions, this complex acts more effectively than free dex-
amethasone in vivo.

In conclusion, the DP-LDL complex can be prepared by
incubation of DP and LDL in the presence of Celite 545,
and this complex shows the same lipid composition and
electrophoretic mobility as that of LDL. Although this
complex is easily oxidized like LDL, the ox-DP complex
inhibits CE accumulation in macrophages induced by the

ox-LDL. These findings indicate that the DP-LDL complex
can be potentially useful as a drug-carrier to atheroscle-
rotic lesions, and reduce foam cell formation in patients
with atherosclerosis.
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Abstract 0 A general spectroscopic method is described that might
be applied to validating amino acid sequences in peptides and protein
fragments with a view to it becoming a routine procedure with which
to characterize biotechnology drug products. The tripeptides are the
L-enantiomers of GGA, GGH, GGI, GGL, GGF, GHG, LGG, and YGG.
The simple procedure calls for their complexation with Cu(II) ion in
strong aqueous base. Binding the first three residues in the sequence,
beginning at the amine terminus, completes the coordination sphere
of the Cu(II) ion, so duplication of the initial sequence from peptide to
peptide could be an important limiting factor in determining the extent
of differentiation that is possible. The analytical focus is the selectivity
associated with the chirality properties of the peptides. Detection is
by circular dichroism operating in the visible range. The eight analytes
were chosen as representative of a series where the sequences are
most similar and therefore potentially the most difficult to discriminate
spectroscopically. All have just one chiral center. Using ellipticity data
at all (n ) 1500) wavelengths in the measured spectra, and two novel
data reduction procedures, total discrimination among all eight analytes
is achieved. The method has considerable potential for use in quality
control of peptide and protein biotechnological drug forms, especially
their enantiomeric purities.

Introduction

Modern pharmaceutical and biotechnology conglomer-
ates are committed to the production of chiral drug
substances.1,2 Manufacturers have the option to prepare
chiral drugs either as pure single substances (enantiomers)
or as racemic mixtures. While racemates are easier to
make, many good reasons exist for choosing to manufacture
enantiomerically pure forms, not the least of which are
considerations of the relative therapeutic values and rela-
tive toxicity levels of each enantiomer either by itself or
as half of a racemate. All of this means that there is a need
for simple routine analytical methods that are adaptable
to all chiral drug forms which can be used for regulatory
control of their chemical and enantiomeric purities (EP),
whether it is done by the manufacturer or by a federal
agency.

Analytical options currently applied to these tests gener-
ally involve simultaneous derivatization of both enanti-
omers in a partial racemic mixture to their corresponding
diastereoisomers by selective reactions with a third chiral
species. Unlike enantiomers, diastereoisomers can be dif-
ferentiated by physical properties other than just the
direction of rotation of linearly polarized light.3 Chiral
chromatography is a major player in the development of
these methods. The chiral third party is introduced either
in the mobile phase or immobilized on the stationary
phase.4,5 Since diastereomers elute after different retention
times, achiral detectors, e.g., absorbance, electrochemical,
and mass spectrometry, are sufficient to effect quantitative
distinctions, within the limit of the detection capabilities
of the chosen methods.

If the experimental preference is to determine chemical
purities without a prior separation step, spectroscopic
procedures generally call for the use of two detectors, one
of which is a chiral detector such as polarimetry or circular
dichroism (CD).6-8 By combining CD with absorbance
detection, measuring spectral differences or spectral ratios
are different strategies that can be applied to handling the
data. Generally speaking most of these methods are based
on single wavelength detection data.

By combining multiple wavelength detection with mod-
ern chemometric methods for data analysis, a third alter-
native procedure was described.9,10 The procedure exploits
the best characteristics of both of the other methods,
namely a single chiral detector, bulk in situ derivatizations,
and no separations. Results obtained for the determina-
tions of chemical and enantiomeric impurities using visible
CD detection for binary mixtures of the four ephedrine
stereoisomers complexed to Cu(II) ion were an improve-
ment over what was capable at that time by either the
chiral chromatographic or two-detector methods.

A major new frontier in the pharmaceutical industry is
the focus on the therapeutic properties of peptide and
protein drug forms. Because the number of chiral centers
has virtually no limit, the magnitude of the chirality
regulatory control problem is increased almost exponen-
tially. Since derivatizations will not produce a single
diastereoisomer, even the very best chiral chromatographic
methods face what are probably insurmountable challenges
unless the peptides are first cleaved enzymatically.

Problems that are associated with chirality detection also
increase. The total CD signal for a metal-peptide complex
is not determined by just the number and sequence of chiral
centers in the primary peptide structure. It also includes
contributions from longer range chiral interactions between
side-chain substituents that modify the ternary structure
when peptides are coordinated to metal ions. Experimental
conditions must be very carefully controlled, otherwise
these very pH-sensitive structural modifications would give
false information about the analyte to the detector. On the
other hand the simple accumulation of these additive chiral
properties could conceivably produce a level of analytical
selectivity that is unmatched by other detectors and might
even approach specificity. Enzymatic cleavage followed by
CD detection is also an option. What chirality detection
contributes that the others do not is a direct look at the
enantiomeric form. This ability will increase in value as
long as manufacturers continue to use D- for L-enantiomeric
substitutions as a strategy in peptide drug design.

Eight tripeptides were chosen for the study. Common to
all eight are two glycine residues which occupy positions
1,2-, 1,3-, and 2,3- in the sequence. The remaining residues
are L-enantiomers of aliphatic and aromatic amino acids.
The tripeptides have no stable ternary structure to speak
of, so variability in the sequence is really the only param-
eter affecting the chiral response of the CD detector. The
order of residues in short peptides is crucial to the exten-
sion of the study to peptides and proteins as a whole
because coordination of the latter to Cu(II) involves the first
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three amino acids from the amine terminus. If there is no
CD selectivity associated with changes in the initial
sequence, the method has no value in the study of oligo-
peptides and proteins where too frequently the same initial
sequence is common to several potential analytes.

The experimental procedure is a combination of the
methods that were used to discriminate among related
dipeptides11 and insulins12 and to measure EP’s for glycyl-
L-alanine and ephedrine mixtures.9-11 Data reduction and
spectral differentiations are done using variations on
standardized mathematical algorithms and principal com-
ponent analysis (PCA).

Experimental Section

ChemicalssTripeptides used in the study were glycylglycyl-
L-alanine (GGA), glycylglycyl-L-histidine (GGH), glycylglycyl-L-
isoleucine (GGI), glycylglycyl-L-leucine (GGL), glycylglycyl-L-
phenylalanine (GGF), glycyl-L-histidylglycine (GHG) and its
D-enantiomer (GhG), l-leucyl-glycylglycine (LGG) and its D-enan-
tiomer (lGG), and L-tyrosylglycylglycine (YGG) and its D-enanti-
omer (yGG). All eight L-enantiomers were supplied by Sigma
Chemical Co. which reported an EP in excess of 99.8%. The
D-enantiomers GhG, lGG, and yGG of GHG, LGG, and YGG were
prepared by Multiple Peptide Systems (MPS), San Diego, CA.
Certificates of Analysis described them as unpurified off white
powders. Percent purities as determined by RP-HPLC analyses
were reported as 86.57, 99.10, and 97.86, respectively. The low
value for GhG is explained as being due to two elution peaks that
correspond to the same compound. The percentage is based on the
relative area of the first peak which corresponds with most of the
material eluting with the void volume peak. The second peak is
related to the hydrophobicity of the molecule that causes it to stick
to the column to be eluted later. D-Histidine was also a Sigma
Chemical Co. product with an EP reported at better than 99.8%.
Reagent grade CuSO4‚5H2O was obtained from Fisher Scientific.

Solution PreparationssThe chemistry of the derivatization
reaction is a simple chiral variation of the classical biuret “color
reaction” for the determination of total serum proteins in which
the reagent is a solution of [Cu(II)] ) 2.0 mM and [tartrate] ) 8.0
mM in 0.1 M NaOH. Racemic NaK-tartrate is the solubilizing
ligand for Cu(II) and is completely exchanged by protein in the
test. The chemistry for the reaction is well understood and
relatively uncomplicated.13 Determinations were done based upon
absorbance spectrophotometric detection. Being relatively insensi-
tive and not sufficiently selective, the biuret reaction is no longer
the method of choice for serum proteins.

In this instance, aqueous stock solutions at pH 13 were prepared
for Cu(II)-D-histidine and each of the Cu(II)-L-tripeptide com-
plexes in which the Cu2+ concentration was always 0.020 M.
Ligands were present at 0.080 M concentrations, a 4:1 excess over
the Cu(II) ion. KI at a concentration of 0.03 M was added as a
stabilizer.9,10 Spectra were measured for working solutions pre-
pared by diluting stocks by a factor of 10 with 0.10 M NaOH.
Spectra for the working solutions are the bases for testing the
extent of the qualitative analytical selectivity accessible to CD
detection.

Quantitation tests were done on two kinds of mixtures. For the
first kind, GGA was arbitrarily selected as an enantiomerically
pure “reference” material. Aliquots from the stock were spiked with
“chemical impurities”, i.e., smaller volume aliquots of the other
L-tripeptide stocks to cover the impurity range from 1 to 10%, prior
to dilution with NaOH. For the second, “enantiomeric purity” tests,
aliquots of YGG, LGG, and GHG stocks were spiked with smaller
volume aliquots of the corresponding D-enantiomer stocks, yGG,
lGG, and GhG, over the same 1-10% impurity range.

MeasurementssCD spectra were measured using a Jasco
500-A automatic recording spectropolarimeter coupled to an IBM-
compatible PC through a Jasco IF-500 II serial interface and data
processing software. Experimental parameters: wavelength range
400-700 nm; sensitivity 100 mdeg/cm; time constant 0.25 s; scan
rate 200 nm/min; path length 5.0 cm; ambient temperature.

Calibration of the day to day reproduciblity of the system was
done by measuring the CD spectrum for the Cu(II)-D-histidine
complex. Statistical data for reproducibilities of the maximum

ellipticities measured at wavelengths 487 nm and 682 nm were
7.42 ( 0.07 mdeg and -214 ( 0.60 mdeg, respectively.

Results and Discussion
Cu(II)-Peptide and D-Histidine ComplexessThe

local microsymmetry of the Cu(II) ion in aqueous solution
is essentially square-planar due to axial elongation of the
typical octahedral symmetry, assumed by most first row
transition metal ions, by Jahn-Teller distortion.14 Com-
plexation serves to keep the Cu(II) ion in solution at high
pH conditions. At pH 13, D-histidine and the amide-
nitrogen protons are fully ionized,15 which essentially
eliminates competitive complex formation equilibria when
partially protonated anions are present in solution at lower
pH.

D-Histidine, the ligand used for instrument calibration,
binds via the amine N-atom, the carboxylate functional
group, and a pyrimidine N-atom in an equatorial three-
coordinate arrangement. Stoichiometry for the complex is
1:1.15 Complexing a peptide to Cu(II) at pH > 12 involves
first attachment through the N-atom of the terminal amine
followed by ring closure(s) through bonding with the
N-atoms of successive amide bonds until maximum ther-
modynamic stability is achieved.15 Side chain substituents
on the amino acid residues lie out of the coordinate plane
and are factors only in inter- and intramolecular interac-
tions within the inner coordination sphere, unless a
potential Lewis base is present, e.g., a histidine residue.
Axial positions might be occupied by hydroxide ions which
is the only feature that might complicate the stoichiometry
of the generic metal-peptide, (MP)n, equilibrium.16

By analogy with the Cu(II)-D-histidine equilibrium
reaction, the stoichiometry of the Cu(II)-tripeptide com-
plexes is also believed to be 1:1. If the only purpose of the
study were to develop analytical selectivity, the question
of the stoichiometry of the metal-tripeptide complexes is
not relevant. If the stoichiometry were to change from one
ligand to another, the analytical selectivity might very well
be enhanced. It is only when making an analytical deter-
mination by conventional mathematical procedures that
knowledge of the stoichiometry is a prerequisite.

CD activity in the visible range for chiral Cu(II) com-
plexes is a result of disymmetric perturbations of ground
and excited state ligand field orbitals by the chiral ligands.
Bands in the UV range, attributable to only the chirality
in the ligands, bound and unbound, are typically very
intense but quite insensitive to the environment of the
coordinating metal ion. The lack of selectivity is the major
reason for not exploiting the obvious analytical sensitivity
that is inherent in the intense UV bands.

Visible CD Spectra for Cu(II)-Tripeptide Com-
plexessSpectra for all eight copper-L-tripeptide com-
plexes, in which [Cu(II)] ) 2.0 mM and ligand concentra-
tions are 8.0 mM, are shown in Figure 1. Only GGH, GHG,
LGG, and YGG are uniquely differentiable by their zero
order CD spectra. Spectra for the histidyl-containing ligand
complexes, GGH and GHG, are blue shifted compared with
the Cu(II)-D-histidine complex itself which has an intense
negative band with a maximum at 689 nm and a weaker
positive maximum at 570 nm. The magnitude of the shift
is greatly dependent upon the position occupied by the
histidyl residue. The sensitivity of the CD spectral response
to the histidine position is a significant first result in the
context of possibly sequencing short peptides by this
spectroscopic method.

Of the five GGX peptides, only the spectrum for GGH is
unique, which might be attributable to a special involve-
ment of the pyrimidine N-atom in binding to Cu(II). The
remaining four have but one broad negative band that
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maximizes around 550 nm. Aromaticity in the side chain
may (YGG) or may not (GGF) induce a spectral change,
which with further developments, might be exploited for
short range sequencing. There is ambiguity in differentiat-
ing among GGA, GGI, GGL, and GGF unless the solution
concentrations are carefully controlled.

The L-leucine structural isomers can ostensibly be dif-
ferentiated in a quality control context. The lack of band
intensity for the LGG is a potential problem in quantita-
tion. Although the glycyl residue is achiral, the relative
positions that it occupies affect the CD spectra quite

dramatically, which is good reason to believe that specific
interligand interactions occur within the first coordination
sphere of the complex.

It is quite clear at this point that total differentiation
among all eight analytes is not possible.

Alternative Algorithms for Data Reduction and
Enhancing SelectivitysConventional algorithms typi-
cally deal with data measured at just the wavelength of
the maximum signal; unless a chemometrics approach is
employed.17 The intent of the algorithms described here
was to start with ellipticity data measured at all 1500
wavelengths and, using novel mathematical procedures,
reduce the data to a single variable (or factor) upon which
selectivity decisions are made. Having a simple numerical
means for making selectivity judgments is superior to
relying upon subjective graphical superpositions of the CD
spectra. Furthermore, if that same numerical factor were
to correlate linearly with ligand concentration, then quan-
titative differentiations might also be accomplished. As a

Figure 1sVisible CD spectra for the Cu(II) complexes of (A) GGA, (B) GGH,
(C) GGI, (D) GGL, (E) GGF, (F) GHG, (G) LGG, and (H) YGG. Similarities
are greatest for the GGA, GGI, GGL, and GGF complexes over the entire
wavelength range.

Figure 2sCorrelation plots of ellipticity for the Cu(II)GGA complex versus
the ellipticities for the analogous complexes with equimolar amounts of (A)
GGA, (B) GGH, (C) GGI, (D) GGL, and (E) GGF.

Figure 3sCorrelation plots of ellipticity for the Cu(II)GGA complex versus
the ellipticities for the analogous complexes with equimolar amounts of (A)
GGA, (B) GHG, (C) LGG, and (D) YGG.

Figure 4sCorrelation plots of ellipticities for the Cu complexes of L-GHG,
L-YGG, and L-LGG versus ellipticities for 5% racemic mixtures with GhG, yGG,
and lGG. In each case line A is for the L-enantiomer against itself and line B
is for the L-enantiomer against the mixture.

Journal of Pharmaceutical Sciences / 717
Vol. 88, No. 7, July 1999



final consequence, resultant analytical determinations will
be more accurate since experimental uncertainties are
significantly reduced when 1500 data points are used
rather than only one.

A 2-D Data Reduction Algorithm for Enhancing
SelectivitysTo illustrate this data reduction procedure,
GGA is arbitrarily assigned the status of an enantiomeri-
cally pure standard reference material. In a pharmaceutical
context, GGA might represent a commercial drug product.
The others fill the roles of potential “chemical” and “enan-
tiomeric” impurities.

The simple concept is to plot the 1500 data points for
the 8.0 mM GGA spectrum (on the x-axis) against analo-

gous data for 8.0 mM solutions for each of the others (on
the y-axis). To get a baseline reference check for the
absolute enantiomeric purity of GGA, its CD spectrum is
plotted on both axes. The correlation is a straight line of
unit slope and zero intercept. Spectra for the remaining
seven tripeptide complexes are plotted against GGA in
Figure 2 for the GGX subseries and in Figure 3 for the
other sequences.

Plots are decidedly nonlinear and individually distinct
from one another. The ellipsoidal shapes for GGI and GGL
might appear similar but the best-fit lines do have different
slopes. On enlargement, however, the ellipse for GGI is
seen to “fold over” on itself in a partial figure 8, implying
a latent three-dimensional property in these plots. The
same phenomenon can be seen more clearly for the plot of
the GGH analogue vs GGA in Figure 3. Differentiation
among enantiomerically pure forms of the tripeptides has
apparently been achieved at least when the number of
possibilities is limited to a small closed set, as they are
here. It should be emphasized that in order to reproduce
these curves exactly the concentrations must be carefully
controlled.

The only other possible correlation line of unit slope
(but opposite in sign) and zero intercept is the plot of GGA
vs the D-enantiomer, GGa, if their purities are equivalent.
This is a consequence of their being chemically identical.
The feature that is common to all cases where spectra for
chemically dissimilar compounds are correlated is splitting
of the correlation line relative to the ideal reference line.
Some splittings are extreme, Figures 2 and 3. Conversely,
if the correlation plot of the CD spectrum for a newly
manufactured lot of GGA vs the reference is linear with a
slope less than one, and shows no evidence of splitting, this

Table 1sDetermination of Enantiomeric Purities for Prepared Binary
Mixtures of GHG/GhG, LGG/lGG, and YGG/yGG

% L-form in
prepared solution

regression slope
(enantiomeric excess) regression coefficient

GHG/GhG
99 0.9919 0.9998
97 0.9685 0.9998
95 0.9503 0.9999
90 0.8973 0.9999

LGG/lGG
99 0.9974 0.9951
97 0.9723 0.9957
95 0.9455 0.9946
90 0.8819 0.9932

YGG/yGG
99 0.9924 0.9996
97 0.9675 0.9996
95 0.9359 0.9996
90 0.8854 0.9995

Figure 5sCorrelation plots of ellipticity for the Cu(II)−(GGA) complex versus ellipticities for 5% chemical mixtures with GGH, GGI, GGL, and GGF. In each case
line A is for GGA against itself and line B is for GGA against the mixture.
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is evidence for the presence of the enantiomer. Splitting is
instant evidence for the presence of a chemical impurity.

Nonlinear plots, typical of Figures 2 and 3 do not yield
easily to quantitation of the “chemical impurities”.

(a) Quantitation of Enantiomeric Mixturess
Enantiomeric purity tests were made on three analyte
pairs, GHG/GhG, LGG/lGG, and YGG/yGG. As the D-
enantiomers were added in increasing amounts, over the
range 1, 3, 5, 10% of the L-enantiomer concentration, the
slopes of the correlation lines decreased. Data are shown
for 5% “impurity” levels only, Figure 4.

Judging by the regression coefficient of 0.9998 for the
GHG vs GhG plot, there is no significant loss of linearity
compared to the reference baseline, meaning that the EP
of GhG is equivalent to that of GHG. The explanation given
in the Experimental Section for the low percent purity for
GhG, as described in the MPS Certificate of Analysis, is
apparently vindicated by the results of this spectroscopic
method. Splitting of the YGG/yGG correlation line is
consistent with the MPS reported purity level of 97.86%
or total impurity of 2.14%. Noise on the LGG/lGG correla-
tion line conceals whether there is splitting of the line or
not. A poor S/N ratio is expected since the CD spectral
intensity for LGG is the weakest, Figure 1,being ap-
proximately one-tenth of the band intensities for the other
tripeptides.

Enantiomeric excess, defined for example as:

is given by the correlation slope for each mixture. Calcu-
lated values for spiked GHG solutions are in excellent
agreement with the measured values for prepared mix-
tures, Table 1. Imprecisions based on data from three to
five repeat measurements are an improvement by almost
a factor of 10 over results obtained from the analyses of
binary ephedrine mixtures in which a chemometric analy-
sis method was applied to data at five wavelengths.9
Despite the splitting of the YGG/yGG and the noise in the
LGG/lGG plots, by using best-fit correlation lines, the
agreements between calculated and measured EP’s are still
very good. The method is quantitatively valid over the full
range of enantiomeric ratios from 100% L to 100% D.

(b) GGA +“Chemical Impurity” Levels for All Other
TripeptidessThe question with respect to “chemical
impurities” that needs to be addressed is not how great
the differences are between the curve for an 8.0 mM
solution of GGA and curves for the other tripeptides at
equimolar concentrations, Figures 2 and 3, but rather, are
the differences sufficient enough to identify and quantitate
anonymous chiral “chemical impurities” when these amount
to only a few percent of the total composition of a binary
mixture? The answer to the question lies in how sensitive
the CD detector is in discovering splitting of the correlation
line when spectra for “impure” samples are plotted against
the spectrum for the primary reference standard.

Spectra were measured for mixtures in which GGA
solutions were spiked with small volumes of the other
L-tripeptides at levels of 1, 3, 5, and 10%. Data for only
the 5% mixtures are plotted in Figure 5 for the GGX
subseries and in Figure 6 for GHG, LGG, and YGG.
Splittings range from being very small, where they are
barely discernible, e.g., for GGI, GGL, and GGF, to
extreme, for GGH, GHG, and LGG. Where they are small,
the best-fit lines, determined by simple linear regression,
are seen to deviate from the unit slope of the reference line.
Because of the “absence” of splitting at the lowest concen-
trations, the plots fail to confirm the presence of GGI, GGL,
or GGF at a level of 5% or less, Figure 5. In general the

extreme nonlinearity of the split correlations associated
with chemical impurities makes it very difficult to deter-
mine the amount of impurity.

Briefly recapping the results, the 2-D algorithm has
effectively reduced the 1500 spectral data points to one
number (the correlation slope), from which EP’s can be
determined with excellent accuracy over the complete
range. Recognition that a potential “chemical impurity” is
present is elementary for a limited number of cases, but
its analytical determination is not easily done.

A 3-D Data Reduction Algorithm for Enhancing
SelectivitysThe objectives that relate to this second data
reduction algorithm were to discover if the GGA, GGI,
GGL, and GGF series can be completely differentiated both
qualitatively and quantitatively. The same objectives were
achieved when the 3-D algorithm was applied to a series
of dipeptides all of which had just one chiral center.11

In the 2-D presentations of Figures 2, 3, 5, and 6,
wavelength is an implied variable. For the evolution of the
3-D algorithm, wavelength is the third dimension. Since

Figure 6sCorrelation plots of ellipticity for the Cu(II)−(GGA) complex versus
ellipticities for 5% chemical mixtures with GHG, LGG, and YGG. In each case
line A is for GGA against itself and line B is for GGA against the mixture.

{[Cu(II)(GHG)] - [Cu(II)(GhG)x]}/{[Cu(II)(GHG)] +
[Cu(II)(GhG)x]}
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the experimental parameter measured in CD detection is
an absorbance difference, observed signals are positive,
negative, and zero. When two CD spectra are plotted
against each other, four sign combinations are possible at
any wavelength. Repeats of coordinate points, e.g., zero
crossover points, can occur at wavelength values that are
not adjacent to one another in the spectra. When that
occurs, 2-D plots “wrap around” and become three-
dimensional. In retrospect what are observed as 2-D plots
are simple projections of the 3-D plots on to the x-y
coordinate plane, which explains why some of the plots in
Figures 2 and 3 appear to have a 3-D character. The added
value of the third dimension is that there should be an
increase in the overall analytical selectivity.

The algorithm used for the visual presentation of the
three-parameter plot was Spinning Plot18 which is an
integral part of a number of commercially available sta-
tistical analyses software packages. The software used for
these calculations was JMP 3.1 produced by SAS Institute
Inc. Four 3-D plots of wavelength (nm) vs ellipticity data
for GGA vs ellipticity data for GGA, GGH, GHG, and LGG
are shown in Figure 7. By analogy with the 2-D algorithm
procedure, GGA plotted against itself is included to provide
a baseline for comparison. Front and back quadrants are
distinguished by dark and light shading to enhance the 3-D
presentation. Discriminations are clearly more evident
than they were in Figures 5 and 6.

Factor Analyses of Spinning Plot DatasTo derive a
quantitative mathematical algorithm, data reduction was
done using a Principal Component Analysis (PCA) proce-
dure on the Spinning Plot data.18 Eigenvalues and eigen-
vectors for the three principal components, P1, P2, and P3,
calculated for the GGA/GGH combination plot are given
in Table 2. Spatial projections of these same principal
components are superimposed on the coordinate axes of
Figure 7.

Of the twelve resultant eigenfactors, the one that is most
sensitive to variations in the identity of the analyte is P22,
highlighted in bold type in Table 2. The 22 tag indicates
the entry is in the second row of the second column of the
eigenvector matrix. Comparative P22 values for all com-
binations with GGA are as follows: 0.04519 (vs GGA);
0.88194 (vs GGH); 0.13171 (vs GGI); - 0.01932 (vs GGL);
0.10312 (vs GGF); 0.22794 (vs GHG); 0.89248 (vs LGG);
0.57491 (vs YGG). Standard deviations in P22 determined
for data from three to five independent repeat measure-
ments are (0.002, meaning that total analytical selectivity
is accomplished. The 3-D algorithm effectively reduced the
1500 original spectral data points to a single discretionary
number, P22. The test sets up well in a quality control
environment for proving that a chiral substance is or is
not a single chemical.

The remaining question is whether the test has the
potential to be quantitative. If P22 values were to correlate
linearly with the amount of “chemical impurity”, then EP’s
can be determined by difference. Representative plots of
P22 vs percent impurity for solutions of GGA spiked with
GGH, GGF, LGG, and YGG are shown in Figure 8. The
plots cease to be linear when the impurity concentration
approaches 2.0 mM, the concentration of the Cu(II) ion.
Differences in the slopes of these lines assist in the
identification of the chiral impurity. With the exceptions
of GGI and GGL, correlation slopes are greater than two

Figure 7sSpinning Plots for the presentation of wavelength (x-coordinate), spectral data for the GGA complex (y-coordinate), and spectral data for (A) GGA, (B)
GGH, (C) GHG, and (D) LGG complexes. The lines P1, P2, and P3 are the principal component axes from the PCA solutions. Dark and light areas distinguish
the front four quandrants of the cube from the rear four quadrants.

Table 2sPrincipal Components Calculated for the GGA versus GGH
System

P1 P2 P3

eigenvalues +1.9603 +0.9798 +0.0599
eigenvectors nm +0.19154 +0.97273 −0.13080

GGA −0.68522 +0.22794 +0.69175
GHG +0.70270 −0.04287 +0.71019
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times the (0.002 SD in the mean for P22 values, which
means that impurity levels as little as 1-3% can be
measured with confidence provided the impurity is a single
chiral substance. Analytical sensitivities are at least 10
times more accurate than analogous plots in which maxi-
mum ellipticity values measured at a single wavelength
are plotted against concentration. Why this is so is easily
understood when one sees changes in maximum ellipticity
values at a single wavelength over the 1-10% impurity
range that are less than the best resolution of ( 2.0 mdeg
for the CD instrumentation used in this study. The
additional accuracy comes from the ability to conveniently
include data at 1500 wavelengths.

Where the 2-D method succeeded in providing a means
to get accurate values for EP’s, the 3-D method provides a
way to get a quantitative measure of nonenantiomeric
chiral impurities.

Summary and Application of the Method

By the simple chiral modification of the biuret reagent,
combined with two novel data reduction algorithms for the
handling of visible CD data, a potentially useful QC
regulatory procedure for peptides, oligopeptides, and pro-
teins has been developed.

A typical procedure begins with the measurement of the
visible CD spectrum for the Cu(II) complex of the chro-
matographically purest available form of the substance
being regulated. Data are archived in a computer file on-
board the spectrometer and are updated each time the
reference material is measured. Spectra for aliquots taken
from each newly manufactured product lot are plotted
against the standard and successive on-screen visual
comparisons are made.

Deviation from a slope of 1.0 in the 2-D test is an instant
indication that the purity is less than that of the reference
standard. If the value of the regression coefficient indicates
an enantiomeric “impurity”, the EP is readily calculated
from the regression slope. Splitting of the correlation line
for the standard reference material gives instant recogni-
tion that a “chemical impurity” is present whose identity
may be confirmed by the P22 value calculated from the
Spinning Plot algorithm. The percent impurity is calculated
from the correlation slope of the P22 vs impurity line.

The two algorithms are complementary in the sense that
whereas the 2-D model is capable of measuring EP’s with
excellent accuracy but only capable of differentiating
qualitatively among the eight tripeptides, the 3-D model
was capable of quantitatively measuring the compositions
of binary mixtures of dissimilar compounds, but incapable
of measuring EP’s. The latter was not discussed in detail,

but is a consequence of the fact the P22 values for an
enantiomeric pair are invariant with concentration.

The method is quick, rugged, uses stable inexpensive
reagents, requires no specific precautions, and a minimum
of technical expertise for a potential operator. Derivatiza-
tion reactions are instantaneous and data collection is done
in a matter of minutes. Spectral data are stored on an on-
board computer that is programmed to perform all the
mathematical comparisons and quantitative analyses in
situ.

All of these advantages point to a very satisfactory and
very competitive routine alternative to chromatographic
and mass spectrometry methods for the quality control of
small peptides. Its successful applications to oligopeptides
and proteins12 are the subjects of subsequent articles.
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Abstract 0 Experimental entropy of melting values for physical
property estimation schemes, such as solubility and vapor pressure,
are not readily available. In this study a semiempirical equation, which
contains two molecular parameters, is used to estimate the total
entropy of melting for a variety of pharmaceutically and environmentally
relevant compounds. A database of experimental entropy values
consisting of over 370 different compounds was compiled from
literature. A molecular rotational symmetry number and a molecular
flexibility number for each compound were defined. The simple
equation does very well in predicting the total entropy of melting for
the complex set of molecules with an average error of 21%.

Introduction
The physicochemical properties of compounds are im-

portant in many fields, including the pharmaceutical and
environmental sciences. Property estimations can help to
minimize time and cost in drug formulation development.
They are also useful in assessing exposure limits for new
chemical entities. Aqueous solubility and vapor pressure
are among the most important of these properties. These
properties can be estimated by the rearrangement of the
Clausius-Clapeyron equation. For instance, the following
equation can be used to predict the ideal mole fractional
solubility:1

where ∆Hm is the enthalpy of melting, ∆Cp is the heat
capacity difference between the crystalline and the molten
form, R is the gas constant, T and Tm are temperature and
the melting point in Kelvin. This equation can be simplified
to:

by replacing ∆Hm/Tm with ∆Sm, the entropy of melting, and
assuming that ∆Sm is large compared to ∆Cp.

As can be seen from eqs 1 and 2, the melting point and
either the enthalpy of melting or the entropy of melting
are required. Unfortunately, the values of the two latter
parameters are usually not readily available. The entropy
of melting can either be assumed to be a constant (by
Walden’s rule or Richard’s rule) or estimated from struc-
ture. Walden’s rule is based on aromatic hydrocarbons

while Richard’s rule is applicable to small, spherical
molecules. There are two types of structure-based estima-
tion schemes found in the literature: group contribution
methods such as those of Chickos and co-workers2,3 and
Domalski and Hearing,4 and the semiempirical equation
of Yalkowsky and co-workers.5-8 The group contribution
methods which employ tables of values for each group or
fragment are cumbersome to use and some times have
missing group fragments, whereas the semiempirical equa-
tion which uses two nonadditive molecular descriptors is
easy to use and can be employed for all nonelectrolytes.

The following semiempirical equation was shown to work
quite well in estimating the total entropy of melting for
nonelectrolytes:5,8

where R is the gas constant in J/deg‚mol, and σ and φ are
the molecular symmetry and flexibility numbers which are
defined below. The total entropy of melting includes
entropies associated with solid-solid transitions, as well
as the solid-liquid transition. In this paper the above
equation is applied to a complex set of data for a wide range
of pharmaceutical and environmental compounds.

Methods
DatasExperimental entropy of melting data, including

the transitional entropies when reported, for pharmaceuti-
cally and environmentally relevant compounds are com-
piled from literature9-11 and entered into a database using
dBASE IV. The database contains 413 entropy of melting
values for 376 different compounds.

The database contains multiple entropy of melting values
for some compounds. Since these values are reported by
different authors they are treated as individual data points
and are not averaged. Entropy of melting values that are
less than 9 J/K‚mol are considered to be unreasonably low
and therefore omitted from the average calculations. Only
five compounds consisting of six entropy of melting values
have been omitted from the database based on this criteria.

The error associated with the prediction of the entropy
melting in this paper is calculated by:

where ∆Sm
obsd and ∆Sm

pred are the observed and predicted
entropies of melting.

There is some overlap between the data set used in the
earlier studies5,6 and the present data set. Only 48 of the
371 different compounds in the present data set were used
in the previous studies. They are included here because of
their biological relevance.

Molecular Flexibility NumbersIncreasing molecular
flexibility increases the total entropy of melting. To account

* To whom all correspondence should be addressed. Phone: (973)
781-2069. Fax: (973) 781-8487. E-mail: rosemary.dannenfelser@
novartis.com.

† Novartis Pharmaceutical Corp.
‡ University of Arizona.

log Xi ) [-∆Hm(Tm - T)/(2.3RTmT)] -
∆Cp/R[∆Hm (Tm - T)/(2.3T) + log(Tm/T)] (1)

log Xi ) -∆Sm(Tm - T)/(2.3RT) (2)

∆Sm
tot ) 50 - R ln σ + R ln φ J/deg‚mol (3)

error ) (|∆Sm
obsd - ∆Sm

pred|)/∆Sm
obsd × 100 (4)
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for the effects of flexibility on entropy of melting Dannen-
felser and co-workers5,8 have defined a molecular flexibility
number, φ, for flexible molecules. A flexible molecule
contains at least one twist angle, which consists of a string
of four non-hydrogen atoms that are not rotationally
restricted. The number of twist angles can be calculated
by subtracting 1 from the total number of chain atoms
present in the molecule. Radially symmetrical end groups
such as halogens and carbonyl oxygens are not counted as
chain atoms because their rotation does not contribute to
the molecule’s flexibility. Methyl, primary amine, and
hydroxy groups are assumed to be freely rotating and
effectively radially symmetrical.

In calculating the molecular flexibility number, sp2 and
sp3 chain atoms are assigned values of 0.5 and 1.0,
respectively. Since the bonds between sp chain atoms do
not contribute to flexibility, these atoms are assigned a
value of zero. Ring systems, whether single or fused, are
counted as a single group and assigned a value of 0.5 per
system.

The molecular flexibility number for all molecules is
given by:

where SP3 is the number of sp3 chain atoms, SP2 is the
number of sp2 chain atoms, and RING is the number of
single or fused ring systems. It is important to note that
the exponent is never less than zero. An exponent of zero
indicates a rigid, nonflexible molecule so that φ equals
unity and ln φ equals zero, i.e.,

Examples of some molecular flexibility numbers (shown
as ln φ) for some pharmaceutical and environmental
compounds are listed in Table 1 along with the values for
the SP3, SP2, and RING designations.

Molecular Rotational Symmetry NumbersHighly
symmetrical molecules are known to have a lower entropy
of melting than unsymmetrical molecules. Yalkowsky and
co-workers6,7 have accounted for the effects of symmetry
on entropy by defining a molecular symmetry number, σ.
The following describes how these numbers are defined for
individual molecules.

Since there are many ways in which a molecule can be
oriented, one of these ways is arbitrarily chosen as the
reference orientation. The number of orientations that are
identical to the reference that are produced by rigid
rotation, up to 360° about its center of mass, in both of the
two spherical angles is defined as the molecular rotational
symmetry number or σ. In assigning a value to σ, some
groups, such as the halogens, carbonyl oxygen, and cyano,
are assumed to be radially symmetrical. Again hydrogens
are assumed to be freely rotating and not to contribute to
molecular symmetry. Thus methyl, hydroxyl, mercapto,
and primary amine groups are treated the same as
halogens. Since every molecule has at least one identical

orientation (produced by a 360° rotation about any axis),
the molecular symmetry number is never less than unity
(i.e., σ g 1). Thus flexible molecules are assigned a
symmetry number of unity.

Molecules with one infinite rotational axis (i.e., cones and
cylinders) and molecules with an infinite number of infinite
rotational axes (i.e., spheres) have been empirically as-
signed effective symmetry numbers of 10 and 100, respec-
tively.

Figure 1 shows how 1,4-dichlorobenzene and 1,2-bromo-
chlorobenzene are assigned σ values. Assuming that “a”
in Figure 1A is the reference orientation, three other
orientations are identical to “a”. These can be achieved by
rotating “a” 180° about its horizontal axis to obtain “b” and
by a 180° clockwise rotation of “a” and “b” to obtain
orientations “c” and “d”, respectively. Thus 1,4-dichloroben-
zene has a molecular symmetry number of four (σ ) 4). As
shown in Figure 1B, 1-bromo-2-chlorobenzene, an unsym-
metrical molecule, has a molecular symmetry number of
unity (σ ) 1) since only a 360° rotation about any axis
results in an identical image.

Results and Discussion

The current model to predict the entropy of melting is
limited to nonelectrolytes and assumes that the molecules
do not self-associate to form dimers or other small ag-
gregates. Only molecular symmetry and flexibility are
accounted for in this model. Other factors can effect the
entropy of melting, such as eccentricity.

Equation 3 with the molecular parameters, σ and φ, was
used to predict the total entropy of melting for each
compound. No additional parameters or coefficients are
used. Figure 2 shows the observed versus predicted entro-
pies of melting. Perfect fit is represented as the solid line
with a slope of unity in the graph. As can be seen from the
graph, eq 3 does well in predicting the total entropy of

Table 1sExamples of Molecular Flexibility for Some Pharmaceutical
and Environmental Compounds

name SP2 SP3 RING ln φ

cinnamic acid 3 0 1 1.0
butanoic acid 1 2 0 1.6
simazine 0 4 1 3.7
heptylcyclohexane 0 6 1 5.8
triacetin 3 6 0 6.8
decane 0 8 0 7.3
glycerol tristearate 3 54 0 57.1

φ ) 2.85[SP3 + 0.5SP2 + 0.5RING - 1] (5)

ln 2.85° ) 0 (6)

Figure 1sExamples of defining molecular symmetry numbers.

Figure 2s
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melting for the complex set of compounds. The average
error in predicting the entropy of melting is 21%. This is
well within experimental error seen in the reported entropy
of melting data. Experimental errors associated with
measuring entropy of melting are reflected in the error of
the calculated entropy of melting which are based on the
measured values. Whenever possible, experimental values
are preferred to calculated values.

A constant to estimate the total entropy of melting
cannot be utilized well for those compounds that lie at
extremes, i.e., molecules that are small and spherical and
those that are highly flexible. Richard’s rule was based on
small, spherical molecules with an average entropy of
melting of 10.5 J/deg mol. While Walden’s rule, 56.5 J/deg
mol, is an average of 17 entropies of melting for petroleum
byproducts or aromatic hydrocarbons. All compounds of
interest would have the same estimated entropy of melting
when one of the constants are used. Since most pharma-
ceutical and environmental compounds are not small and
spherical, Walden’s rule would be chosen to predict the
entropy of melting. To see the effect of using eq 3 versus a
constant, the ratio of the observed over the predicted
entropy of melting values are given in Table 2. A ratio of
1 indicates that the prediction is the same or very close to
the observed value. Since the average ratio for eq 3 is close
to 1, it predicts the total entropy of melting better than
using Walden’s rule, which has an average ratio of 4.5. The

difference between eq 3 and Walden’s rule is more dramatic
for molecules with a high degree of flexibility.

Conclusion
Equation 3 which uses only two molecular parameters,

σ and φ, does very well in predicting the total entropy of
melting for more than 370 complex pharmaceutical and
environmental compounds. This equation results in an
average error of 21% for 407 data points.
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Table 2sTotal Entropy of Melting for Highly Flexible Compounds:
Walden’s Rule versus Eq 3

name
∆Sm

obsd/∆Sm
calcd

(Walden)
∆Sm

obsd/∆Sm
calcd

(eq 3)

tridecanoic acid 1.87 0.75
myristyl alcohol 2.82 1.03
pentadecanoic acid 2.34 0.83
hexadecane (cetane) 2.34 0.81
hexadecanol (cetyl alcohol) 3.19 1.05
margaric acid 2.71 0.87
stearic acid 3.00 0.92
fenbutatin oxide 3.04 0.87
ethyl stearate 3.47 0.97
ethyl arachidate 3.89 1.00
chloramphenicol palmitate 3.08 0.75
glyceryl trilaurate 6.87 1.06
glyceryl trimyristate 8.15 1.10
glyceryl tripalmitate 9.35 1.12
tristearin (glyceryl tristearate) 11.68 126

average ratio 4.52 0.96
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Abstract 0 Compressibility properties of pharmaceutical materials
are widely characterized by measuring the volume reduction of a
powder column under pressure. Experimental data are commonly
analyzed using the Heckel model from which powder deformation
mechanisms are determined using mean yield pressure (Py). Several
studies from the literature have shown the effects of operating
conditions on the determination of Py and have pointed out the
limitations of this model. The Heckel model requires true density and
compacted mass values to determine Py from force-displacement data.
It is likely that experimental errors will be introduced when measuring
the true density and compacted mass. This study investigates the
effects of true density and compacted mass on Py. Materials having
different particle deformation mechanisms are studied. Punch displace-
ment and applied pressure are measured for each material at two
compression speeds. For each material, three different true density
and compacted mass values are utilized to evaluate their effect on
Py. The calculated variation of Py reaches 20%. This study demon-
strates that the errors in measuring true density and compacted mass
have a greater effect on Py than the errors incurred from not correcting
the displacement measurements due to punch elasticity.

Introduction and Background
At the present time and for the foreseeable future, most

pharmaceutical forms are oral dosage forms, mainly tab-
lets. The measurement of volume reduction of the particle
bed under pressure is one of the most commonly used
methods to evaluate particle deformation mechanisms. The
powder and granule consolidation is often studied on
cylindrical compacts, and the measurement of the compact
height is an indication of particle bed volume reduction.
This method, currently used for ceramic or metal powders,
has been applied to pharmaceutical materials since the
1970s.

There are two methods to obtain density-pressure
profiles: the “in-die” and “out-die” (or “ejected tablets”)
methods.1,2 The “out-die” method calculates the compact
volume by measuring its dimensions when it is ejected from
the die after compression at pressure Pa. The “in-die”
method measures the compacts dimensions in the die, by
evaluating punch displacement(s). The “in-die” method is
commonly used because it is quicker to operate and
consumes less material than the “out-die” method which

requires a new compact for each compression pressure of
interest. The “in-die” density measurements contain an
elastic component leading to falsely low mean yield pres-
sure which is a disadvantage when using the information
for tablet formulation.3

Several attempts have been made to fit experimental
data from powder or granule bed deformation under load
to a universal mathematical model. A large number of
empirical models have been developed4 (Kawakita and
Lüdde, Cooper and Eaton, Heckel...) and are based on the
compact relative density under pressure.

New models are being developed5 based on physical
assumptions and chemical models. The models studied in
the literature to date are not a good representation of
particle deformation under pressure. The most universally
accepted model used to describe the volume reduction of a
particle bed is the Heckel model:6

where, Fr is the relative density of the compact and the
constants K and A are determined by the slope and
intercept of the extrapolated region.

Heckel considered the volume reduction of a plastically
deforming particle bed as a first-order kinetics phenom-
enon, where the pores are the reactant. This is not the case
for organic powders, especially pharmaceutical materials,
when subjected to low pressure (B zone) (Figure 1).
However, converting force-displacement data points into
a relative density-pressure relationship shows that most
pharmaceutical powders exhibit a linear region (C zone)
between two intermediate pressures (Figure 1). The linear
part (C zone) is generally accepted to be representative of
particle plastic deformation. Heckel7 suggested that the
slope of the linear part of the curve is equal to the reciprocal
of 3Y, Y being the yield strength of the material, and that
constant A is a function of the initial volume of the particle
bed. Hersey and Rees8 demonstrated that the mean yield
pressure of a material is equal to 1/K. It is well accepted
that the slope, K, of the linear region of the Heckel model
is the reciprocal of the mean yield pressure Py and is a
measure of its ability to deform plastically. Since 1961, the
Heckel representation has been widely used to interpret
the consolidation mechanism. It is not a surprise given the
number of different techniques used to measure the
compression event that discrepancies in results and dis-
agreements between researcher’s conclusions have ap-
peared in the literature. Several parameters influence the
calculation of Py, especially operating conditions:9 type of
compression (a uniaxial press, a rotary press, an alterna-
tive press, a compaction simulator...), compression speed,10,11
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contact time, type and amount of lubricant,12,13 punch
diameter,14 maximum compression pressure, amount of
powder tested and filling method (manual, automatic,
constant mass or volume),15 accuracy of the measurement
of displacement for the “in-die” method, accuracy of the
measurement of the compact volume after ejection for the
“out-die” method, accuracy of the strain gauges or piezo-
electric transducers for pressure measurements, initial
particle size, type of particle being compressed (powder,
granules, mixed powder or granules,16 true density mea-
surement17...).

Researchers traditionally agree that the curvature at
very low pressure (B zone) is due to particle packing,
rearrangement, and fragmentation in the die while some
disagreement occurs when considering the curvature at
very high pressure (D zone). For example, negative relative
density values can be calculated toward high compression
pressures when using the “in-die” method. Some research-
ers suggested that an increase in the true density value
(i.e., polymorphic transformation18,19), during compression
could explain the abnormal negative values. Small errors
in punch displacements or true density measurements may
lead to large variations in the calculation of relative
density. Therefore, one should be careful when interpreting
relative density data and also when comparing results
which are obtained under different operating conditions.

The objective of this study is to demonstrate the effects
of true density and compacted mass on the mean yield
pressure (Py). In addition, other contributing factors such
as compression speed, pressure, and correction of punch
displacement for elastic deformation are identified. This
study was approached in three steps. In the first step, one
set of force and displacement data was collected for each
material at two compression speeds. In the second step,
Heckel plots were generated following eq 1 using the
software provided and a fixed true density and compacted
mass value. Py was then calculated from the Heckel plots.
For each set of experimental data measured in the first
step, five values of Py are calculated using different true
density and compacted mass values (see Table 1). The third
step involved comparing the errors in the Py values
obtained by varying true density, compacted mass, and
compression speed with the errors in the Py values obtained
for which no correction for elastic deformation of the
punches was made.

Material and Methods
Five materials were used in this study. Three materials are

classical pharmaceutical excipients: Avicel PH 102 (filler and dry
binder supplied by FMC); Starch 1500 (Disintegrant supplied by
Colorcon); Pharmatose DCL 21 (filler supplied by DMW). The other
two materials consisted of a drug substance (DS) and its formu-
lated drug product (DP). The DS and DP were supplied by the
Pharmaceutical Sciences Department of Sanofi Recherche (pat-
ented products).

The true density was measured with a helium pycnome-
ter (Micromeritics, Accupyc 1330), which is accurate to within
0.03% of reading values. Powders were weighed on a Mettler
Toledo balance (model AG204), accurate to the nearest 0.1 mg.

The bulk density was measured in a volumenometer following
European Pharmacopoeia recommendations (3rd edition, 2.9-15,
“Volume apparent”). However, DS had a very low density which
did not allow 100 g of powder to be placed in a 250 mL cylinder.
The amount of material used for each measurement and each
material was 50 g to allow a comparison between products. The
measurements were done in triplicate.

Compression experiments were performed on an ESH compac-
tion simulator at two compression speeds (16 and 166 mm‚s-1)
using linear displacement profiles and a dwell time of zero. The
amount of material required to fill a 1 cm3 die (1 cm2 × 1 cm)
(Table 2) was calculated based on its bulk density (Dbulk). The die
was manually lubricated with magnesium stearate. The elastic
component of the punches was measured. The punch displace-
ments were calibrated and data corrected using polynomial fitting
(Figure 2, parts a and b). The punch displacements were measured
by Linear Variable Displacement Transducer (LVDT), directly
connected to the punches. LVDTs were a RDP Group, type D5/
500/392. The accuracy of the upper punch LVDT was 99.91% while
the accuracy of the lower punch LVDT was 99.98%. The load cells
used to measure force were made by Veccer (U.K.), type s.1333
with a range of 0 to 50 kN. The maximum error of the upper load
cell is 0.7% while the maximum error of the lower load cell is 0.2%.

The software allowed for data to be corrected or not corrected
for elastic deformation of the punches. Force-displacement data
were analyzed using the software provided with the ESH compac-
tion simulator and required the true density and mass of material
compacted. The software calculated the mean yield pressure (Py)
using the Heckel model (eq 1). Py is the inverse of the slope of the
C zone shown in Figure 1.

This software was used to generate Heckel plots using three
different true density values and three different compacted mass
values in order to estimate the effect of true density and compacted
mass errors on the mean yield pressure. Experimental errors
related to compression itself (i.e., filling the die, measurement of
punch displacements and upper punch pressure) were not in-
cluded.

Table 1sParameters of the Simulation

run no. Py(i) run type

0 Py(0) Dv ) Dv0

W ) W0

1 Py(1) Dv ) Dvmin

W ) W0

2 Py(2) Dv ) Dvmax

W ) W0

3 Py(3) Dv ) Dv0

W ) Wmin

4 Py(4) Dv ) Dv0

W ) Wmax

Table 2sTrue Density Measured with an Helium Pycnometer and Bulk
Density

starch avicel lactose DS DP

Dv0 (g/cm3) 1.506 1.594 1.576 1.500 1.526
n ) 3 (deviation) (0.003) (0.001) (0.002) (0.001) (0.000)

Dbulk (g/cm3) 0.643 0.341 0.645 0.270 0.722
n ) 3 (deviation) (0.001) (0.004) (0.008) (0.012) (0.003)

Figure 1sDetermination of the linear part in the Heckel treatment.
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Results and Discussion

There are three methods commonly utilized to measure
the true density of a material: helium pycnometry, mer-
cury porosimeter, and air pycnometry. True density values
will differ according to the measurement method used. In
this study, helium pycnometry was utilized because it is
the method of choice. Helium pycnometry uses helium
atoms which are smaller than both mercury and the atoms
composing air. Therefore, helium atoms are able to pene-
trate pores and interstitial spaces more readily. One of the
disadvantages of helium pycnometry is that volatile im-
purities or adsorbed water may cause a scatter in the
measurement. We have found this variation to be up to
3%.

Even when filling material into the die is carried out
manually at constant weight and not considering flow
properties of materials, a significant source of error can
be made on the compacted mass measurement. The amount
of material weighed before compressing may differ from
the real compressed value because of material losses due
to poor flowability, static electricity, sticking, etc. The
weight of the compact obtained after ejection may differ
from the real weight of the product compacted because of
sticking to punches and die walls, capping, lubrication of
the die (which will smear onto the tablet and add weight),
etc. For some materials such as drug substances which may
be very difficult to handle, the error may be up to 10 mg
(that is up to 4%, depending on the filling weight).
However, for products which are more easily compressed
like drug products and direct compression excipients, the
weight error may be lower. The difference between the
weight of the material before compression and the weight
of the compact after ejection is an identification of the error
made in the experimental measure. The accuracy of the
balance has to be taken into account even though the
experimental error made at this stage is negligible.

For this study, we calculated the mean yield pressure
using three different values for the true density (Dv0, Dvmin,
and Dvmax) and three different weights for the compacted
particles (W0, Wmin, and Wmax) where:

The slope of the zone C in Figure 1 has been determined
at each simulation test with a good correlation (the
correlation coefficient r2 of the linear regression is greater
than 0.99) and the linear zone has been considered to be
in the same pressure range [P1 - P2] for each product.

The value given by the helium pycnometer is assumed
to be the best approximation of the true density (designated
Dv0, Table 2), and the weight of the compact after ejection
(designated W0) the closest value from the real weight of
compacted particles.

Values (Dvi, wi) used for the mathematical simulations
are shown in Table 1.

Figure 3 details the Py values obtained by varying the
true density by (3% and the compacted mass by (10 mg
for the materials in this study at a compression speed of
16.6 mm‚s-1. Materials have been classified according to
their increasing Py(0) value. Figure 3 demonstrates that true
density exhibits a larger effect on Py than does weight
variation, except for DS. This is because DS has a low bulk
density (0.270 g/cm3). Besides, mean yield pressure de-
creases when the true density decreases and when the
compacted weight increases. The mean yield pressure is
calculated in order to determine the particle deformation
mechanism(s) of a new product to help understand its
compression behavior and to aid in formulation develop-
ment. How do we characterize a product in such terms if
the accuracy of the measurements is not adequate? Con-
sidering drug substance and drug product, the mean yield
pressure varies at its maximum from 90 to 150 MPa and
from 120 to 200 MPa, respectively. Therefore, according
to the material deformation classification scheme presented
by Roberts and Rowe’s11 (presuming the operating condi-
tions are identical), it is difficult to classify products as
plastic or brittle deforming materials.

If the true density varies from (3% or if the mass of
particles compacted varies from approximately (10 mg, the

Figure 2s(a) Uncorrected data for punch displacements only. (b) Corrected
data for punch displacements only.

Figure 3sError due to Dvi and Wi on the mean yield pressure values (Py,
MPa) at Vc ) 16.6 mm/s.

Dvmin
) 0.97Dv0

and Dvmax
) 1.03Dv0

(1)

Wmin ) W0 - 10 (mg) and Wmax ) W0 + 10 (mg) (2)
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mean yield pressure differs by approximately the same
amount. The Py variation can be expressed in both direc-
tions (either positive or negative) as the absolute value of
the difference between Py(0) and Py(i). Figure 4 details the
mean yield pressure difference |Py(0) - Py(i)| for the materi-
als in this study from which the effects of compression
speed can be observed. Considering the small range of
compression speed studied, Py variation depends on the
products and less on the compression speed: the effect of
the compression speed is larger for DP than for any of the
other products. However, the compression speed conse-
quence is not studied on DS mean yield pressure varia-
tion: compacts can be produced at 16.6 mm‚s-1 but not at
166 mm‚s-1. Although production of compacts is not
necessary to measure the mean yield pressure, this high
speed has not been studied for DS.

The mean yield pressure relative variation %Py is defined
as the percentage of the yield pressure variation relative
to Py(0):

Figure 5 details the %Py variation for the materials in
this study from which the effects of compression speed can
be observed. At the lowest speed, the mean yield pressure
relative variation reaches a maximum of 25% for DS and
DP. When speed increases, %Py decreases. In general, it
is well-known from literature that the mean yield pressure

of materials increases with increasing compression speed10,11

(except for brittle deforming materials). Figure 4 shows
compression speed does not have a considerable effect on
|Py(0) - Py(i)|. On the other hand, Py(0) increases with
compression speed. Therefore, %Py decreases with increas-
ing speed. The variation of the true density value and the
compacted mass value has a relatively lower effect on %Py
when materials are compacted at higher speeds.

Even with the experimental errors introduced by true
density and compacted mass measurements, it is possible
to deduce the deformation mechanism of new pharmaceuti-
cal materials by including reference materials of well-
known excipients that are measured at the same operating
conditions (including an equivalent accurate measure of
the true density and weight of particles compacted).
Consequently, complete information about the true density
measurement and accuracy of the method should be given
with the Heckel model results in order for comparisons to
be made.

We can estimate the error on the mean yield pressure
when there is a subsequent error on the true density or
compacted mass measurements by using the same upper
punch force and punch displacements values for one
material (also considering the linear part to be in the same
pressure range [P1 - P2]).

The compact height is calculated from the punch dis-
placement data, and depending on the true density of the
material and weight of the compacted material, the relative
density (Fi) is calculated at a pressure Pi:

where S is the compact surface area, hi the compact height
at pressure Pi, w the compact weight, and Dv the true
density of the compacted material.

Since the coefficient of regression r2 is greater than 0.99,
the slope of the linear part of the plot -ln(Fi) versus P
(MPa) in the pressure range [P1 - P2] can be estimated as
follows:

and the mean yield pressure can be expressed as:

From eq 6 we can calculate the error made on the mean
yield pressure:

where Fi is dependent on the weight and true density value.
Therefore, for a weight variation ∆w0:

and for a true density variation ∆Dv0:

Equation 8 indicates that an underestimation of the
compacted material mass (∆W0 < 0) increases the mean

Figure 4sInfluence of compression speed on the mean yield pressure variation
(MPa).

Figure 5sInfluence of compression speed on the mean yield pressure relative
variation (%).

%Py )
|Py(0) - Py(i)|

Py(0)
(3)

ln(Fi) ) ln(1 - w
ShiDv

) (4)

K )
-ln(F2) - [-ln(F1)]

P2 - P1
(5)

Py ) -
P2 - P1

ln(F2) - ln(F1)
(6)

∆Py )
P2 - P1

[ln(F2) - ln(F1)]
2(∆F2

F2
-

∆F1

F1
) (7)

∆Py ) -∆w
SDv[ln(F2) - ln(F1)]

2[ 1
h2F2

- 1
h1F1] (8)

∆Py )
w∆Dv

S(Dv)
2[ln(F2) - ln(F1)]

2[ 1
h2F2

- 1
h1F1] (9)
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yield pressure value and overestimates the ability of the
material to deform by a brittle mechanism. Similarly, eq 9
points out that an underestimation of the true density
value (∆Dv0 < 0, which is often the case when it is not
measured with a helium pycnometer) decreases Py value
and overestimates the plastic behavior. This reflects the
measured variation of mean yield pressure. The two
experimental values we studied could have either a comple-
mentary effect, i.e., the Py value error is minimized, or a
contradictory effect, i.e., the Py value error is maximized.
Therefore, two extreme cases may appear; if the true
density value is minimized and the compacted mass
maximized, or, on the other hand, if the true density value
is maximized and the compacted mass minimized, the error
made on the mean yield pressure would be maximized.

Figure 2, parts a and b, details force versus displacement
data for uncorrected (Figure 2a) and corrected (Figure 2b)
punch deformation. Most researchers point out that cali-
bration is a significant step for obtaining correct force-
displacement profiles.17,20 The software allows analysis of
force-displacement data with or without correction for
elastic deformation of the punches. This is useful for
comparing the effect elastic deformation of the punches has
on Py while varying the true density or compacted mass
values. Figure 6a details Py for the materials studied for
corrected and uncorrected elastic punch deformation at two
compression speeds. Figure 6b shows the effect of correction
of elastic movement of punches and indicates it is lower

than the effect of the true density variation, whatever the
compression rate. No calculation of the mean yield pressure
without elastic correction of punches has been obtained for
microcrystalline cellulose. The greater consequence on Py
variation of the correction of the punches is obtained for
DS for which the difference between the two mean yield
pressures is 16 MPa. This value is the minimum difference
obtained when studying the effect of the true density. The
correction of elastic deformation of punches is necessary
to improve the accuracy of force-displacement profiles but
the consequence on the mean yield pressure is lower than
the one which appears when errors occur while measuring
true density or compacted mass.

The pressure range used for the Heckel analysis should
be as large as possible. Since particle rearrangement and
fragmentation often occurs up to 30-50 MPa, it is neces-
sary to compress at least up to 150-200 MPa to increase
the accuracy of the mean yield pressure measurement. If
the strain-hardening zone6,7 (D zone in Figure 1) exists
when generating the relative porosity of the material
column, the maximum amount of data can be used to
describe the plastic deformation phase. Then, the mean
yield pressure is calculated over a maximum pressure
range.

Conclusion

This study showed that the experimental error due to
punch displacement accuracy has less effect on the mean
yield pressure than the error introduced when measuring
the true density or the compacted mass.

Measurements of the force-displacement profiles are
quite difficult to interpret according to the literature:
Heckel model results are very dependent on the operating
conditions. Therefore, it is suggested to analyze well-known
pharmaceutical materials with well-known deformation
mechanisms such as starch, microcrystalline cellulose, and/
or lactose in order to interpret the deformation mechanism
of new drug substances and new drug products. To compare
the results of Py between materials, it is important that
the operating conditions and measurements methods be
extremely accurate and well-defined.
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Abstract 0 Three classical particle dissolution rate expressions are
commonly used to interpret particle dissolution rate phenomena. Our
analysis shows that an assumption used in the derivation of the
traditional cube-root law may not be accurate under all conditions for
diffusion-controlled particle dissolution. Mathematical analysis shows
that the three classical particle dissolution rate expressions are
approximate solutions to a general diffusion layer model. The cube-
root law is most appropriate when particle size is much larger than
the diffusion layer thickness, the two-thirds-root expression applies
when the particle size is much smaller than the diffusion layer
thickness. The square-root expression is intermediate between these
two models. A general solution to the diffusion layer model for
monodispersed spherical particles dissolution was derived for sink
and nonsink conditions. Constant diffusion layer thickness was
assumed in the derivation. Simulated dissolution data showed that
the ratio between particle size and diffusion layer thickness (a0/h) is
an important factor in controlling the shape of particle dissolution
profiles. A new semiempirical general particle dissolution equation is
also discussed which encompasses the three classical particle
dissolution expressions. The success of the general equation in
explaining limitations of traditional particle dissolution expressions
demonstrates the usefulness of the general diffusion layer model.

Dissolution phenomena have been studied in a quantita-
tive manner for more than a century. The dissolution of
solid particles is more complicated than that of constant
surface area tablets because of surface area and/or shape
changes during dissolution. Though particle dissolution
models have been developed, discrepancies between theory
and experimental data are present. It has not been shown
whether these discrepancies are due to experimental
factors or limitations of the mathematical models.

Two steps are involved in solid particle dissolution: the
first step is the detachment of molecules from the solid
surface to form hydrated molecules at the solid-liquid
interface; the second step is the mass transport from this
interface to the bulk solution. Most dissolution processes
are controlled by the second step which is diffusion-
convection-controlled. The basic diffusion-controlled model
for solid dissolution was developed by Noyes and Whitney1

and later modified by Nernst2 and Brunner.3 This model
assumes that rapid equilibrium (i.e., saturation) is achieved
at the solid-liquid interface and then diffusion occurs
across a thin layer of solution, called the diffusion layer,
into the bulk solution. Diffusion across this diffusion layer
is rate-controlling in most cases, which effectively converts
the heterogeneous process of dissolution to a homogeneous
process of liquid-phase diffusion. Nernst and Brunner’s
concept of a diffusion layer being a stagnant or unstirred
layer of liquid adhering to the solid surface is naive but
allows complex dissolution processes to be analyzed in a

tractable fashion. However, as pointed out by King,4 this
layer need not be stagnant and can be a hydrodynamic
boundary which has a velocity as well as a concentration
gradient.

Three diffusion-controlled models have been reported for
single spherical particle dissolution under sink conditions,
as shown below:

where w is particle weight at time t, w0 is initial particle
weight, k1/3, k1/2, and k2/3 are composite rate constants, F is
the density of the particle, D is diffusion coefficient, CS is
solubility, h is diffusion layer thickness, and k′ is a
constant. Equation 1 was derived by Hixson and Crowell5

and is known as the “cube-root law”. Equation 2 is the
semiempirical expression reported by Niebergall et al.6 and
has a square-root dependency on weight. Equation 3 was
derived by Higuchi and Hiestand7 and has a two-thirds-
root dependency on weight. Each of the above equations
gives satisfactory fits to certain experimental dissolution
data.6,8,9 These three expressions are still the basis for
particle dissolution theories in contemporary dissolution
testing.10 However, the choice of the model to fit experi-
mental data is still somewhat arbitrary. Though they
appear different in form, the three equations are difficult
to distinguish when applied to experimental data. A
particular dissolution profile can often be fitted by at least
two of these equations almost equally well.11 Thus, it seems
that dissolution behavior of simple spherical particles is
still not theoretically well defined.

Among the three equations, the most commonly used is
the “cube-root law”. The cube-root law was first derived
by assuming that dissolution rate is proportional to particle
surface area. Though Hixson and Crowell did not specifi-
cally use the diffusion layer model to derive their equation,
the cube-root law can also be derived from a simple
diffusion layer model. Our further analysis shows that the
cube-root law is only an approximate solution to the
diffusion layer model, because an assumption used may not
be accurate under all conditions for diffusion-controlled
particle dissolution.

Below are dissolution rate expressions for the diffusion
layer model:

* Corresponding author. Ph: 319-335-8827. Fax: 319-335-9349.
E-mail: douglas-flanagan@uiowa.edu.

w1/3 ) w0
1/3 - k1/3t k1/3 ) (4πF

3 )1/3 DCS

Fh
(eq 1)

w1/2 ) w0
1/2 - k1/2t k1/2 ) (3πF

2 )1/2 DCS

k′F (eq 2)

w2/3 ) w0
2/3 - k2/3t k2/3 ) (4πF

3 )2/3 2DCS

F
(eq 3)

dQ
dt

) DA
h

(CS - Cb) (eq 4)

dQ
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) -DA ∂C
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© 1999, American Chemical Society and 10.1021/js980236p CCC: $18.00 Journal of Pharmaceutical Sciences / 731
American Pharmaceutical Association Vol. 88, No. 7, July 1999Published on Web 06/16/1999



where dQ/dt is the rate of dissolution, A is particle surface
area, h is the thickness of the diffusion layer, Cb is bulk
solution concentration, r is the distance from the center of
the particle, and a is particle radius. Equation 4 is exact
for planar surface dissolution under sink conditions, be-
cause the concentration gradient in the diffusion layer is
linear at steady-state (Figure 1). However, for a curved
surface, eq 4 is not accurate because the concentration
gradient around a spherical particle is not linear under
pseudo-steady-state conditions (Figure 2). Particle dissolu-
tion rate expressions based on eq 4 will not give accurate
solutions to the diffusion layer model for spherical particles.
For more accurate results, the derivation should start from
eq 5 which is Fick’s first law expression for spherical
geometry.

For particle dissolution, changing bulk solution concen-
tration complicates the mathematical analysis. Most re-
searchers use sink conditions to make the treatment of
experimental data easier. The three traditional particle
dissolution expressions are such examples, which is what
we emphasize here. A general (and more exact) solution
to the diffusion layer model for spherical particle dissolu-
tion under sink conditions will be derived, and the relation-
ship between the general solution and the classical expres-
sions will be discussed. A general solution for spherical
particle dissolution under nonsink conditions is also in-
cluded and briefly discussed. Understanding the limitations
of the three classical particle dissolution expressions will
make it easier to use them appropriately. The availability
of the general solution will provide a sound basis for

determining whether diffusion layer thickness is dependent
upon particle size, which has been a point of discus-
sion.6,10,12-14 It also provides a sound basis for the inves-
tigation of polydispersity effects on particle dissolution.

Theory
The diffusion layer model for single spherical particle

dissolution under sink conditions is based on the following
assumptions:

(a) The particle is spherical and dissolves isotropically.
(b) The particle is in a well-stirred solution and there

exists a boundary layer around the particle of constant
thickness (h).

(c) During dissolution, a pseudo-steady-state is estab-
lished with only minimal solid dissolution, after which the
overall mass transport rates across the inner and outer
spherical surfaces (at r ) a and a + h) of the diffusion layer
are assumed to be equal.15

(d) The concentration at the interface between the solid
and the solution is saturated (CS), and solubility is inde-
pendent of particle size.

(e) The bulk solution concentration (Cb) is assumed to
be zero, and the diffusion coefficient (D) is a constant
throughout the diffusion layer.

Since the concentration gradient around a spherical
particle is not linear at pseudo-steady-state, it is a function
of distance from the center of the particle. The function
G(R) can be defined as the concentration gradient at a
distance R from the center of the particle and is given by:

With this definition, eq 5 becomes:

The surface area of a sphere is 4πr2 and applying the
pseudo-steady-state assumption c gives:

and

Using assumptions d and e, the total concentration
difference across the diffusion layer is CS, which leads to:

Substituting eq 8 into eq 9 gives:

Integrating eq 10 gives:

Substituting eq 11 into eq 6 gives:

Figure 1sSteady-state concentration gradient around a planar surface.

Figure 2sPseudo-steady-state concentration gradient around a spherical
particle (radius ) a).

G(R) t
∂C
∂r |r)R

dQ
dt

) -DAG(a) (eq 6)

4πa2G(a) ) 4πr2G(r) a e r e a + h (eq 7)

G(r) ) a2

r2
G(a) (eq 8)

∫a

a+h
- G(r)dr ) CS (eq 9)

∫a

a+h
- a2

r2
G(a)dr ) CS (eq 10)

G(a) ) -CS (1a + 1
h) (eq 11)

dQ
dt

) DACS (1a + 1
h) (eq 12)
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Using 4πa2 for area (A) in eq 12 gives:

Considering the change of particle radius during dis-
solution, the mass balance expression for a dissolving
spherical particle is:

where F is the solid density. Equation 14 is independent
from eq 13. Equating eqs 13 and 14 gives:

Rearranging eq 15 gives:

The integral form of eq 16 is:

Integrating both sides of eq 17 gives:

where a0 is the initial particle radius.
Equation 18 is the general solution (in terms of particle

radius) of the diffusion layer model for single spherical
particle dissolution under sink conditions. The relationship
between particle weight and particle radius is given by:

where w is particle weight and w0 is initial particle weight.
Substituting eq 19 into eq 18 gives an expression for the

change of particle weight with time:

For N monodispersed particles, the total weight (W) of
particles is Nw. Using this expression in eq 20 gives eq 21
which describes the dissolution process for N monodis-
persed particles under sink conditions with total initial
weight, W0.

Under nonsink conditions, the general dissolution equa-
tion can be derived in a similar manner (see appendix II)
and is summarized below.

For N monodispersed spherical particles, the general
solution in terms of particle size (a) with time is:

where R, â and γ are constants: R ) 4/3πFN, â ) CSV -
4/3πa0

3FN, γ ) (â/R)1/3. The above general equation is not
applicable when â ) 0 which will lead to an indeterminate
condition (i.e., division by zero). Such a situation arises
when the initial particle weight (W0) equals the amount
necessary to saturate the solution (i.e., W0 ) CSV). The
equation for this condition is:

Results and Discussion
1. Three Classical Particle Dissolution Rate Ex-

pressions are Special Cases of the General Solution
under Sink ConditionssTwo special cases of eq 18 are
as follows:

(a) When a0 . h and a . h, eq 18 becomes (see appendix
I):

This leads to the cube-root expression.5
(b) When a0 , h, eq 18 becomes (see appendix I):

This leads to the two-thirds-root expression.7
It is clear that both the cube-root law and the two-thirds-

root expression are approximate solutions to the diffusion
layer model at opposite extremes of particle size. Theoreti-
cally, the cube-root law is accurate only when the particle
size is much larger than the thickness of the diffusion layer,
and the two-thirds-root expression is accurate when the
particle size is much smaller than the thickness of the
diffusion layer.16 The square-root expression is intermedi-
ary between these two limits. It is not surprising that it
fits some particle dissolution profiles, but may not describe
such profiles exactly. When particle size is comparable to
the thickness of the diffusion layer, the general equation
provides a more accurate mathematical description.

The above conclusion can also be reached in another way.
The concentration gradient at the solid-liquid interface
(eq 11) can be considered to be two parts: the particle
radius term (CS/a) and diffusion layer thickness term (CS/
h). When particle size is much larger than diffusion layer
thickness (a . h), the particle radius term can be omitted,
we obtain dQ/dt ≈ DACS/h which will lead to the cube-root

dQ
dt

) 4πa2DCS(1a + 1
h) (eq 13)

dQ
dt

) -4πa2F da
dt

(eq 14)

4πa2DCS (1a + 1
h) ) -4πa2F da

dt
(eq 15)

DCS

Fh
dt ) (-1 + h

a + h)da (eq 16)

∫0

t DCS

Fh
dt ) ∫a0

a (-1 + h
a + h)da (eq 17)

DCS

Fh
t ) a0 - a - h ln

h + a0
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(eq 18)
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3

πa3 F (eq 19)

DCS
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t ) (3w0

4πF)1/3

- ( 3w
4πF)1/3

- h ln
h + (3w0

4πF)1/3
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4NπF)1/3
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(eq 21)
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law. On the other hand, when the particle size is much
smaller than diffusion layer thickness (a , h), the diffusion
layer thickness term can be omitted and we obtain dQ/dt
≈ DACS/a which leads to the two-thirds-root expression.
It is obvious that both of these expressions underestimate
the concentration gradient at the solid-liquid interface.

2. The Ratio between Particle Size and Diffusion
Layer Thickness (a0/h) in Controlling the Shape of a
Particle Dissolution ProfilesRearranging eq 18 gives:

T can be defined as the time needed for complete
dissolution (i.e., at a ) 0) of a particle as shown below:

Dividing both sides of eq 26 by eq 27 gives:

Rearranging eq 28 gives:

Further rearrangement of eq 29 gives:

and

Since a/a0 ) (w/w0)1/3, eq 31 becomes:

Equation 32 is a dimensionless equation for single
particle dissolution under sink conditions where t/T and
w/w0 can be viewed as two variables which range from 0
to 1. Plots of w/w0 vs t/T give dissolution profiles which
are independent of solid and dissolution medium used, but
are governed by a0/h. Theoretical comparisons between the
general solution and classical particle dissolution expres-
sions can be made by generating simulated particle dis-
solution data using eq 32 and comparing the simulated
data with the traditional expressions.

If a spherical particle dissolution profile follows one of
the three traditional particle dissolution expressions, one
of the (w/w0)1/n vs time plots (n ) 3, 2, or 3/2) should be
linear with a slope of 1. By simulating dissolution profiles
using the normalized general equation (eq 32) and plotting
the resulting dissolution profiles with these three ordinate
axis transformations (Figure 3), it can be seen how well

the three approximate particle dissolution rate expressions
(eqs 1-3) apply. The dissolution data were simulated with
different values of a0/h. It can be seen from Figure 3 that
there are deviations from linearity for some a0/h ratios no
matter what ordinate transformation is used.

It should be pointed out that linearity of such plots is
not a sensitive criterion to test whether the dissolution
profile is consistent with a certain rate expression. Usually
dissolution profiles can be reasonably linear on any of the
three transformed axes up to ∼80% dissolved (i.e., [w/w0]1/n

) 0.585, 0.447, 0.342 for n ) 3, 2, 3/2, respectively).
3. A New Semiempirical Equation for Single Spheri-

cal Particle Dissolution under Sink ConditionssSince
there are functional simlarities in the three classical
particle dissolution rate expressions, a new semiempirical
equation (eq 33) is proposed which incorporates the three
classical expressions but the exponent, n, is not limited to
values 3, 2, and 3/2. The proportionality constant k1/n is a
constant with units of mass1/n/time.

Single particle dissolution profiles generated from the
general equation (eq 32) can be fitted by eq 33 where n
ranges from 3/2 to 3 but does not have to be a specific value
(i.e., 3/2, 2, or 3). If w is normalized by w0 and t is
normalized by T (T ) w0

1/n/k1/n), a dimensionless expres-
sion is obtained:

The two parameters, T and n, can be obtained by fitting
eq 34 to dissolution data (w/w0 vs t). Simulation studies
were carried out at six representative a0/h ratios. For
convenience, the w/w0 values were generated by keeping
a/a0 ) 1.0, 0.95, 0.90, ..., 0.05, 0 for each a0/h ratio. The
corresponding times (t) for these w/w0 values were then
calculated with eq 32. The values of T and n were obtained
by fitting eq 34 to the simulated data and the results are
given in Table 1. It can be seen that n depends on a0/h
with the smaller ratio giving a smaller value of n. The other
fitted parameter, T, deviates slightly from its theoretical
value (1.0) for all a0/h ratios. Theoretically, it is possible
to determine a0/h from the fitted value of n. However, small
variations in n can lead to dramatic changes in calculated
a0/h values making it difficult to obtain an accurate
estimation of a0/h from n.

4. Dependence of Surface-Specific Dissolution Rate
upon Particle Size under Sink ConditionssAccording
to Fick’s first law,

J is the diffusional flux and is defined as the amount of
substance passing per unit time normal to unit surface
area. When applied to dissolution, it may also be defined
as the surface-specific dissolution rate. Substituting eq 11
into eq 35 gives:

Equation 36 demonstrates that the surface-specific dis-
solution rate depends on particle size, with smaller par-
ticles having higher surface-specific dissolution rates (Fig-
ure 4). Bisrat et al.13 and Anderberg et al.14,17 reported a
dependence of surface-specific dissolution rates upon par-
ticle size. Their results showed the same trend seen in

t ) Fh
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Figure 4. The surface-specific dissolution rate increased
(after correcting for solubility dependence on particle size)
with decreasing particle size. This increase was especially
pronounced for particle sizes below ∼5 µm.

Harriott similarly reported on mass transfer to particles
(i.e., particle growth) for a much wider range of particle
sizes.18 He found that the mass transfer coefficient, kC (cm/
s), was almost independent of particle size for particles
larger than 200 µm, but was particle size dependent for
smaller particles. Since diffusion layer thicknesses usually
range from 10 to 200 µm, it seems that for particles smaller
than 200 µm, particle size effects will be significant on
particle dissolution.

Equation 36 can be rewritten in a more general form:

where rc is the radius of curvature of a dissolving surface
and is positive (rc > 0) for a convex surface. For flat surfaces

(rc f ∞), dissolution rate is directly proportional to surface
area. However, this simple relationship does not hold for
a curved surface. Convex surfaces have larger surface-
specific dissolution rates than a flat surface. Hixson and
Crowell derived the cube-root law by assuming dissolution
rate is proportional to particle surface area. From the above
analysis we can see that this assumption is not justified
when rc is comparable to or smaller than h.

5. Particle Dissolution under Nonsink Conditionss
The general equation for spherical particle dissolution
under nonsink conditions (eq 22) is algebrically complex
but can be mathematically simulated. It can also be
converted to particle weight (W) which will lead to an

Figure 3sSimulated particle dissolution profiles (eq 32) at representative a0/h values (0.01, 0.5, 2, 5, 20, 1000) with different (w/w0)1/n ordinate axes: (a) n )
1; (b) n ) 3/2; (c) n ) 2; (d) n ) 3.

Table 1sFitted Parameters (n, T) for Simulated Data (eq 32) Fitted
by eq 34

a0/h n T r2

1000 3.00 1.004 1.00000
20 2.80 1.051 1.00000
5 2.43 1.059 0.99999
2 2.09 1.044 0.99998
0.5 1.71 1.016 0.99999
0.01 1.51 1.000 1.00000

J ) DCS(1
h

+ 1
rc

) (eq 37)

Figure 4sRelative surface-specific dissolution rate dependence (J, J ) 1 for
a flat surface) upon particle radius (a) normalized with diffusion layer thickness
(h) using eq 36.
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equally unwieldy equation which we do not show here. The
main advantage of such expressions is for dissolution
systems in which the drug is quite insoluble where sink
conditions are difficult or impossible to maintain.

A simulation was done to compare particle dissolution
under sink conditions and different degrees of nonsink
conditions using eqs 21-23. Three levels of nonsink condi-
tions were chosen: initial particle weight equal to 10%,
50%, and 100% of the amount necessary to saturate the
solution. The initial particle radius was arbitrarily chosen
to be 10 times as large as the diffusion layer thickness with
a0 ) 200 µm, h ) 20 µm, D ) 1.1 × 10-5 cm2/s, CS ) 3.4
mg/mL, F ) 1.4 g/cm3. A comparison of the dissolution
profiles is shown in Figure 5. It can be seen that assuming
sink conditions provides good results when initial particle
weight is less than 10% of the weight for saturation.

Conclusions
The general solution of the diffusion layer model applied

to spherical particle dissolution is derived. The three
classical particle dissolution rate expressions, including the
cube-root law, are special cases of the general solution to
particle dissolution under sink conditions with constant
diffusion layer thickness. The ratio between particle radius
and diffusion layer thickness (a0/h) is an important factor
in controlling the shape of the dissolution profile. It also
controls which classical model can fit a dissolution profile
better than the other two models. It is necessary to apply
this general equation to typical monodispersed drug powder
dissolution data to fit the entire profile. This general
equation will be applied to literature and experimental data
in future publications.

Nomenclature
a particle radius
a0 initial particle radius
A surface area
C concentration
Cb concentration in the bulk solution
CS solubility
D diffusion coefficient
G(R) concentration gradient at distance R from the

center of the particle
h diffusion layer thickness
J surface-specific dissolution rate, i.e., dissolution

rate on unit surface area
k1/3 single particle dissolution constant in the cube-

root law

k1/2 single particle dissolution constant in the square-
root expression

k2/3 single particle dissolution constant in the two-
thirds-root expression

kn dissolution rate constant
n dissolution rate order
N total number of particles
r distance from the center of a particle
rc radius of curvature
t time
T time needed for complete particle dissolution
V solution volume
w individual particle weight
w0 initial individual particle weight
W total weight of monodispersed particles
W0 total initial weight of monodispersed particles
F solid density of the particle

Appendix I
The cube-root law and the two-thirds-root expression can

be derived from eq 18 using a Taylor series expansion (eq
38).

1. Derivation of the Cube-Root Law from the
General Equation (eq 18). Equation 18 can be trans-
formed to:

To derive the Hixson-Crowell cube-root expression, it
is necessary to assume that h , a0 and h , a, so that |(a
- a0)/(h + a0)| < 1. Applying the Taylor series expansion
to eq 39 leads to:

Figure 5sComparison of particle dissolution under sink conditions (a) and
three degrees of saturation: (b) 10%; (c) 50%; (d) 100%.
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Equation 40 can be written as eq 41,

For the case where a g 0.5a0, we have (a0 - a)/(a0 + h)
< 1/2, so,

Since a0 . h, we have P , 1, so eq 41 can be ap-
proximated by:

From eq 24, the cube-root law can be derived.
2. Derivation of Two-Thirds-Root Expression from

the General Equation (eq 18). Equation 18 can be
transformed to:

In the case of the Higuchi-Hiestand two-thirds-root
expression, it is necessary to assume that h . a0 which
leads to a0/h , 1. Applying the Taylor series expansion to
eq 43 gives:

Since a0/h , 1, eq 44 can be approximated by:

Rearranging eq 45 gives:

From eq 25 the two-thirds-root expression of Higuchi and
Hiestand can be derived.

Appendix II
The general solution for single spherical particle dis-

solution under nonsink conditions can also be derived in a

similar manner as under sink conditions. If the initial bulk
concentration is 0 and the solution volume (V) is kept
constant, the bulk concentration (Cb) can be described by
the following equation for single spherical particle dissolu-
tion:

Under nonsink conditions, eqs 5-8 are still valid, while
eq 10 should be modified to give:

Integrating eq 47 gives:

Substituting eq 48 into eq 6 gives:

Equating eq 14 and eq 49 and rearranging gives:

The integral form of eq 50 is:

Substituting eq 46 into eq 51 gives:

Integrating eq 52 will lead to a relationship between
particle radius and time. The integration is complex and
only the final form is given below:

In eq 22, R, â and γ are constants: R ) 4πF/3, â ) CSV
- 4πa0

3F/3, γ ) (â/R)1/3. For N monodispersed particles, eq
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22 is essentially the same except that Cb ) [4π(a0
3 -

a3)FN/3]/V, correspondingly, the values of R and â become
R ) 4/3πFN, â ) CSV - 4/3πa0

3FN. Weight undissolved (w)
expressions can be obtained by substituting a ) (3w/4πF)1/3

in eq 22.
A special case arises when the initial particle weight (w0)

exactly equals the amount necessary to saturate the
solution. In this case, the above equation does not work (â
) 0) and a special equation needs to be derived where:

Thus, eq 52 becomes:

Integrating both sides of eq 54 gives:

Substituting for V using eq 53 into the left-hand side of
eq 55 gives:

For N monodispersed particles, CS ) 4πa0
3FN/3V and

the final equation becomes:
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Abstract 0 The stability of peptide DNA condensates was examined
after introducing glutaraldehyde to cross-link surface amine groups.
A 20 amino acid peptide (CWK18) was used to condense DNA into
small (70 nm) condensates. The reaction between glutaraldehyde and
peptide DNA condensates was indirectly monitored using a fluorescence-
based assay to establish reaction completion in 4−5 h when using
glutaraldehyde-to-peptide ratios of 1 to 4 mol equiv. Higher levels of
glutaraldehyde cross-linking led to significant increases in particle size.
The improved stability imparted by glutaraldehyde cross-linking was
demonstrated by the increased resistance of DNA condensates to
shear stress induced fragmentation. The cross-linked condensates
were also significantly more resistant to in vitro metabolism by serum
endonucleases. A decrease in the magnitude of transient gene
expression was determined for cross-linked DNA condensates which
also resulted in a 10-day steady-state expression when cross-linking
with 4 mol equiv of glutaraldehyde. The results suggest that cross-
linking DNA condensates may provide a means to alter the time course
of transient gene expression by inhibiting DNA metabolism.

Introduction
To achieve optimal and prolonged gene expression,

carrier molecules are used to protect plasmid DNA from
metabolism while en route, and once inside the target cell.

Strategies to enhance nonviral DNA delivery have focused
on the use of cationic carriers such as lipids, peptides, and
polymers that bind DNA through ionic interaction.1-5 In
each case, ion pairing leads to varying degrees of DNA
condensation, resulting in cationic particles that internalize
into cells and mediate transient gene expression.6

To be effective in delivering DNA, carrier molecules must
have low toxicity, exhibit low levels of antigenicity or
complement activation, and protect DNA from degrada-
tion.7 Simultaneously addressing each of these has been
one of the major impediments to developing highly effective
in vivo gene delivery formulations.1,8

The stability of DNA condensates in serum is dependent
on the nature and affinity of a carrier molecule for binding
DNA, the ionic strength, the concentration of endonuclease,
and the presence of molecules that compete for carrier
binding. Dissociation of the carrier molecule in serum
exposes DNA to metabolizing endonuclease leading to
premature degradation.9

Only a few studies have addressed the issue of DNA
metabolism despite its obvious relationship to the level and
duration of gene expression.9-13 Early studies by Wu and
co-workers concluded that high molecular weight (HMW)
polylysines could protect DNA from rapid metabolism in
vitro for up to 1.5 h.13 Subsequent studies by our group
determined that a 20 amino acid peptide (CWK18) was
sufficient to stabilize DNA condensates from in vitro
metabolism.14 Despite the ability of HMW polylysines to
retard metabolism, the associated toxicity of these polymers
has prompted the search for LMW carriers for use in vivo.15

An alternative strategy to achieve high affinity using
LMW carriers is to provide temporary stability through
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molecular cross-linking of carriers on DNA condensates.
The unpaired amines on the surface of peptide DNA
condensates could potentially be cross-linked with a variety
of agents.

Glutaraldehyde is a five-carbon dialdehyde which has
long been used as a reagent to increase the tensile strength
of transplanted pig heart valves and develop controlled
release microspheres for drug delivery.16-18 The chemical
cross-linking of albumin lysines with glutaraldehyde leads
to particles which have controlled drug release proper-
ties.19,20 The degree of cross-linking directly affects the
particle size, biodegradation, and release properties of
drugs encapsulated in glutaraldehyde cross-linked micro-
spheres.17,18,21

In the present study, we report the use of glutaraldehyde
to cross-link DNA condensates in an attempt to improve
their metabolic stability and alter the resulting transient
gene expression profiles in vitro. The results indicate that
cross-linking can be used to enhance the stability of LMW
peptide DNA condensates and leads to steady-state tran-
sient gene expression. These attributes may allow the
design of nonviral gene delivery carriers that mediate
prolonged transient gene expression in vivo.

Materials and Methods
CWK18 (alkylated Cys-Trp-Lys18) and dimeric CWK18 were

synthesized and characterized as described previously.22 Glut-
araldehyde, SDS, ethidium bromide, proteinase K, DNase I (EC
3.1.21.1) from bovine pancreas, and polylysine99, polylysine476, and
polylysine1007 were obtained from Sigma. pSEAP (plasmid secreted
alkaline phosphatase with SV40 promoter and late polyadenyla-
tion sequence) and SEAP chemiluminescent detection kit were
obtained from Clontech. pSEAP was grown in Escherichia coli and

purified using a Qiagen miniprep column (Valencia, CA). TPCK-
treated trypsin was obtained from Worthington Biochemicals
(Freehold, NJ). Bradford protein assay was obtained from BioRad
(Hercules, CA). MEM, fetal calf serum and electrophoresis grade
agarose were obtained from Gibco BRL (Gaithersburg, MD).
SYBR-Gold was obtained from Molecular Probes (Eugene, OR).

Preparation and Characterization of Cross-Linked DNA
CondensatessCWK18 DNA condensates were formed by adding
10 µg (100 µL) of pSEAP (4.7 kBp) to 3 nmol of CWK18 in 100 µL
of 5 mM HEPES, pH 7.4, while vortexing to prepare DNA
condensates possessing a calculated charge ratio (amine:phos-
phate) of 2:1. HMW polylysines99-1007 were prepared at 10 mg/
mL in HEPES and used to form DNA condensates at a 2:1 amine:
phosphate ratio for each.

After 30 min, CWK18 DNA condensates were reacted with either
3, 6, 9, or 12 nmol of glutaraldehyde (1 nmol/µL) for 12 h at 4 °C
resulting in 1, 2, 3, or 4 mol equiv (mol of glutaraldehyde per mol
of CWK18) of cross-linking. The reaction of glutaraldehyde with
DNA condensates was studied using a fluorophore exclusion assay.
Following the addition of glutaraldehyde, 10 µL aliquots were
removed at time intervals ranging from 0 to 5 h and immediately
combined with 490 µL of 0.35 M sodium chloride. Prior to
measuring fluorescence, 10 µL of SYBR-Gold (diluted 1:200 in
DMSO) was added, and the fluorescence intensity (Ex: 495 nm,
Em: 537 nm) was measured on a Perkin-Elmer LS-50B fluorim-
eter.

The particle size of cross-linked DNA condensates was mea-
sured using 350 µL of 50 µg/mL DNA condensate in HEPES by
quasielastic light scattering (QELS). ú potential measurements
were conducted at the same DNA concentration in HEPES using
an average of 10 runs to determine the mean and standard
deviation on a Brookhaven ZetaPlus.

Shear Stress Stability of DNA CondensatessPeptide DNA
condensates (200 µL) were combined with 0-90 µL of 5 M sodium
chloride and normalized with HEPES to a final volume of 300 µL
to obtain a final concentration of 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1.2, or
1.5 M sodium chloride. A 100 W Microson XL-2000 ultrasonic

Figure 1sGlutaraldehyde cross-linking DNA condensates. CWK18 binds to plasmid DNA to spontaneously form condensed DNA possessing residual surface
amines. Glutaraldehdye is reacted with condensed DNA resulting in the formation of two Schiff-bases between neighboring amine groups resulting in cross-linked
DNA condensates. The degree of cross-linking is expressed as the mols of glutaraldehyde added relative to mols of CWK18.
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probe homogenizer (Kontes, Vineland, NJ) set at a vibrational
amplitude of 5 was used throughout the study. The probe tip was
placed 3/4 depth into a 1.5 mL microfuge tube containing 300 µL
of sample and then sonicated for 30 s. DNA samples (15 µL) were
brought to 1 M sodium chloride by adding 4.6 µL of 5 M sodium
chloride and then digested with trypsin (3 µL containing 7 U) for
12 h at 37 °C. The samples were combined with 3 µL of loading
buffer, and 18 µL was applied to a 1% agarose gel (50 mL)
containing 0.5 µg/mL ethidium bromide. The gel was electrophore-
sed in TAE buffer at 70 V for 80 min followed by 12 h destaining
in deionized water. Transilluminated gels were photographed on
polaroid 667 film.

Serum Stability of DNA CondensatessDNA condensates
(100 µL) were combined with 100 µL of DNase I augmented mouse
serum (0.12 U of DNase I per 100 µL serum) and 3 µL of 5 M
sodium chloride to bring the final salt concentration to 150 mM.
Samples were incubated at 37 °C for 3 h while withdrawing 20
µL aliquots that were rapidly frozen at time points ranging from
0 to 180 min. Serum samples were processed by adding 3 µL (0.31
U) of proteinase K and then incubated at 37 °C for 30 min to
remove endonuclease activity. Sodium chloride was then added
(4.6 µL of 5 M) along with trypsin (3 µL containing 7 U) and
allowed to digest for 12 h at 37 °C to remove the cross-linked
peptide. Samples were applied to a 1% agarose gel containing
0.05% SDS and electrophoresed as described above.

Transient Gene ExpressionsHepG2 cells (3 × 105) were
plated on 6 × 35 mm wells and grown for 48 h to 40% confluence
in MEM supplemented with 10% fetal calf serum (FCS). Cross-
linked DNA condensates (10 µg of DNA in 200 µL) were transfected
in triplicate by dropwise addition to cells in 10% FCS either with
or without 80 µM chloroquine followed by 5 h incubation, after
which the media was replaced with 2 mL of MEM containing 10%
fetal calf serum and allowed to incubate for an additional 19 h.
Wells were sampled for 10-days at 24 h intervals by removing and
freezing (-20 °C) the media and replacing it with 2 mL of fresh
10% FCS MEM. The amount of heat-stable SEAP in each well
was determined using a chemiluminescent kit. Media (50 µL) was
combined with 50 µL of dilution buffer followed by incubation at
65 °C for 30 min to denature endogenous alkaline phosphatase.
Assay buffer (100 µL) was added and incubated for 10 min at 25
°C followed by the addition of CSPD [(disodium 3-(4-methoxyspiro-
{1,2-dioxetane-3,2′-(5′-chloro) tricyclo [3.3.1.13,7] decan}-4-yl) phen-
yl phosphate)] substrate in chemiluminescent enhancer. After 30
min, the luminescence was measured with a 10 s integration on a

Berthold Lumat LB 9501 luminometer. Light units were converted
to µg/mL of SEAP using a standard curve constructed by adding
known quantities of SEAP to cell homogenate. Residual endo-
genous alkaline phosphatase background was determined from a
10-day null control and subtracted from each data set.

Results

The metabolic stability and transient gene expression
was investigated in relationship to the degree of cross-
linking applied to peptide DNA condensates. Peptide DNA
condensates are colloids that possess primary amines on
their surface that can be cross-linked with homobifunc-
tional agents such as glutaraldehyde (Figure 1). The
resulting interpeptide cross-links should stabilize con-
densed DNA from peptide dissociation and from metabo-
lism since it has been previously established that con-
densed DNA resists endonuclease attack.13,14

To establish that glutaraldehyde reacts with DNA
condensates to form interpeptide cross-links the time
course of the reaction was monitored indirectly using a
fluorescent intercalator dye. SYBR-Gold was selected since
its intercalation into DNA is not significantly inhibited in
sodium chloride up to 1 M. In the absence of sodium

Figure 2sKinetics of glutaraldehyde cross-linking CWK18 DNA condensates.
The reaction between glutaraldehyde and condensed DNA was measured
indirectly by a fluorescence assay described in Materials and Methods. An
inverse relationship between the amount of glutaraldehyde added and
fluorescence intensity indicated an increased reaction rate corresponding to
increased glutaraldehyde cross-linking. The data represents un-cross-linked
(9), 1 mol equiv (b), 2 mol equiv (2), 3 mol equiv ([), and 4 mol equiv (1)
cross-linked DNA condensates.

Figure 3sParticle size and ú potential analysis of cross-linked DNA
condensates. CWK18 DNA condensates cross-linked with 0−5 mol equiv of
glutaraldehyde exhibited particle sizes between 55 and 70 nm as shown in
panel A. At concentrations of 10 and 50 mol equiv of glutaraldehyde the particle
size increased by 1 and 2 orders of magnitude (panel A). Condensates
prepared at 0−4 mol equiv of glutaraldehyde had a ú potential between +34−
41 mV (panel B).
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chloride, the reaction of SYBR-Gold with CWK18 DNA
condensates produces minimal fluorescence whereas the
partial dissociation of condensates that occurred in 0.35
M sodium chloride produced a maximal fluorescence fol-
lowing intercalation (Figure 2). After the addition of
glutaraldehyde, the formation of interpeptide cross-links
stabilized CWK18 DNA condensates from dissociating in
0.35 M sodium chloride, leading to a decrease in the
fluorescence intensity as the reaction proceeded over 5 h
(Figure 2). Analysis of the reaction profile while varying
the stoichiometry of glutaraldehyde from 1 to 4 mol equiv
established a progressive decrease in fluorescence intensity
that approached reaction completion in 5 h, suggesting that
increasing the glutaraldehyde concentration leads to the
formation of additional cross-links and further stabilization
of DNA condensates (Figure 2).

Since glutaraldehyde could potentially also produce
interparticle cross-links leading to larger DNA condensates,
the relationship between the degree of cross-linking and
the particle size was investigated by QELS analysis. DNA
condensates prepared with 1 to 5 mol equiv of glutaralde-
hyde maintained a particle size of 55-70 nm, whereas
stoichiometries of 10 mol equiv or higher caused a signifi-
cant increase in size suggesting the formation of interpar-

ticle cross-links (Figure 3A). At 4 mol equiv of glutaralde-
hyde or lower, the ú potential of DNA condensates remained
between +34-41 mV, establishing minimal change in the
overall charge of DNA condensates (Figure 3B).

The shear stress stability of glutaraldehyde cross-linked
DNA condensates was evaluated by gel electrophoresis.
CWK18 DNA condensates resist fragmentation when sub-
jected to 30 s sonication until the sodium chloride concen-
tration reached 0.7 M or higher, causing dissociation of
peptide resulting in DNA fragmentation during sonication
(Figure 4A). By comparison, DNA condensates cross-linked
with 1 mol equiv of glutaraldehyde resist fragmentation
in 0.9 M sodium chloride (Figure 4B). Reaction with 2 mol
equiv of glutaraldehyde led to further stabilization result-
ing in condensates that resist fragmentation in 1.2 M
sodium chloride (Figure 4C). Increasing the cross-linking
to 3 and 4 mol equiv of glutaraldehyde resulted in DNA
condensates that were stable up to 1.5 M sodium chloride
(Figure 4D and 4E). Alternatively, polylysine1007 DNA
condensates were found to be less stable, undergoing
fragmentation during sonication in 1.5 M sodium chloride
(Figure 4F). These results suggest that the interpeptide
cross-links formed with 3 and 4 mol equiv of glutaraldehyde
extend the stability of CWK18 DNA condensates beyond

Figure 4sShear stress stability of cross-linked DNA condensates. The stability of cross-linked DNA condensates was measured by 30 s 100 W sonication in the
presence of increasing sodium chloride concentration as described in Methods and Methods. The electrophoretic analysis of CWK18 DNA condensates prepared
with 0 (A), 1 (B), 2 (C), 3 (D) and 4 (E) mol equiv of glutaraldehyde were compared to polylysine1007 DNA condensates (F). Lanes 1 through 8 contain 0, 0.1,
0.3, 0.5, 0.7, 0.9, 1.2, and 1.5 M sodium chloride. The dissociation of CWK18 from DNA occurs at 0.7 M sodium chloride (panel A, lane 5) as determined by the
formation of fragments during sonication. Alternatively, 1 mol equiv of glutaraldehyde extended the DNA stability to 0.9 M sodium chloride (panel B, lane 6), 2
mol equiv of glutaraldehyde increased the stability to 1.2 M sodium chloride (panel C, lane 7), and 3 and 4 mol equiv of glutaraldehyde resulted in DNA
condensates that were stable in 1.5 M sodium chloride (panels D and E). In contrast, polylysine1007 DNA condensates dissociate in 1.5 M sodium chloride (panel
F, lane 8). Each result was replicated twice.
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that achievable with a HMW polylysine. Control experi-
ments established that plasmid DNA did not change its
gel electrophoretic banding pattern when reacted with
glutaraldehyde, suggesting that the exocylic amines on
plasmid DNA bases are inexcessible to Schiff-base forma-
tion.

To be effective in gene delivery, cross-linked DNA
condensates should also resist digestion with serum endo-
nucleases. The metabolic stability of DNA was examined
by gel electrophoretic analysis of DNA condensates incu-
bated in mouse serum. Since un-cross-linked CWK18 DNA
condensates proved to be resistant to endogenous serum
endonuclease during a 24 h incubation, exogenous DNase
I was added to accelerate the metabolism into a 3 h time
period. Incubation of CWK18 DNA condensates in 50%
serum containing 0.12 units of DNase I resulted in me-
tabolism into oligonucleotides after 60 min (Figure 5A, lane
5). A trypsin contaminant produced a single strand nick
in the DNA, such that even at time zero only circular and
linear forms of DNA were recovered. Cross-linking CWK18
DNA condensates with 1-4 mol equiv of glutaraldehyde
produced a progressive increase in metabolic stability with
even 1 mol equiv of glutaraldehyde extending the stability
of DNA condensates from 60 to 90 min (Figure 5B). The
addition of 2 to 4 mol equiv extended the stability even
further as evidenced by an increase in band intensity at
90 to 180 min (Figure 5C-E). By comparison, polylysine1007

DNA condensates demonstrate improved serum stability
to that of glutaraldehyde cross-linking at 4 mol equiv
(Figure 5F).

The cytotoxicity of both free glutaraldehyde and cross-
linked DNA condensates were examined in cell culture. The
total protein of cell homogenates harvested 24 h after
transfecting cells in the presence of free glutaraldehyde or
cross-linked DNA condensates were indistinguishable from
control, indicating no toxicity when using 1-4 mol equiv
of glutaraldehyde corresponding to 1.5-6 µM.

The ability of cross-linked DNA condensates to release
DNA and mediate gene transfer was examined by measur-
ing the alkaline phosphatase secreted from HepG2 cells
over a 10-day period. When using chloroquine to augment
endosomal escape and increase gene expression, un-cross-
linked peptide DNA condensates produced a transient gene
expression profile that peaked around day 3-4 and then
decreased to near background by day 10 (Figure 6A), with
total transgene expression reaching 1.5 µg (Figure 6B). The
moderate increase in stability afforded by 1 mol equiv of
glutaraldehyde resulted in an expression profile and
cumulative SEAP production identical to that afforded by
un-cross-linked condensates. Alternatively, cross-linking
with 2 mol equiv of glutaraldehyde resulted in a peak
expression level that was nearly 2-fold greater than un-
cross-linked DNA condensates (Figure 6A). These results
are in contrast with those using 3 mol equiv of glutaral-

Figure 5sSerum stability of cross-linked condensates. The serum stability of DNA condensates cross-linked with 0 (A), 1 (B), 2 (C), 3 (D) and 4 (E) mol equiv
of glutaraldehyde are compared to polylysine1007 DNA condensates (F) using gel electrophoresis. Lanes 1 through 7 correspond to 0, 15, 30, 60, 90, 120, and
180 min digestion period. DNA stability was determined by observing a progressive decrease in the intensity of the circular and linear bands during the digestion,
ultimately leading to the disappearance of the bands. Metabolism was evident from a decrease in band intensity leading to the complete disappearance of bands
after 60 min for un-cross-linked DNA condensates (panel A, lane 4). DNA condensates prepared with 1 mol equiv of glutaraldehyde were delayed in metabolism
until 90 min (panel B, lane 5). DNA condensates prepared with 2, 3, and 4 mol equiv of glutaraldehyde were significantly more protected from metabolism during
the 180 min digestion, exhibiting only a decrease in the band intensity for circular and linear DNA (panels C−D, lanes 5−7). Polylysine1007 was better than
cross-linked condensates at protecting DNA throughout the 180 min digestion (panel F). Each results was replicated twice.
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dehyde which led to a 30% decrease in the maximal
expression level. Likewise, the maximal expression deter-
mined for 4 mol equiv cross-linked DNA condensate was
reduced by approximately 80% compared to CWK18 DNA
condensates.

Comparison of the cumulative SEAP production for each
condensate established a range of 0.3 to 2.2 µg over the
10-day period (Figure 6B). Un-cross-linked condensates and
cross-linked condensates possessing 1-3 mol equiv of
glutaraldehyde approached a plateau in total SEAP pro-
duction at day 6. The day 7-10 SEAP production for 2 and
3 mol equiv cross-linked DNA continued at a rate that was
2-fold greater than that of un-cross-linked or 1 mol equiv
cross-linked DNA condensates as determined by linear
regression of days 7-10. However, the SEAP production
mediated by CWK18 DNA condensates cross-linked with 4
mol equiv of glutaraldehyde was constant throughout day
1-10 resulting in a linear regression line with a slope of
42 ng/day and r2 ) 0.986 (Figure 6B).

When chloroquine was omitted from the assay, the
transient gene expression mediated by each peptide DNA
condensate was reduced by over 1 order of magnitude
(Figure 7A). As was also found for transfection in the
presence of chloroquine, the cumulative gene production
for 2 and 3 mol equiv cross-linked DNA condensates
produced day 7-10 slopes that were 2-fold greater than

un-cross-linked or 1 mol equiv cross-linked DNA conden-
sates (Figure 7B). In addition, the cumulative expression
for day 1-10 was linear (r2 ) 0.999) with a slope of 5.7
ng/day when using 4 mol equiv of glutaraldehyde to cross-
link DNA condensates, indicating a steady-state expression
of SEAP (Figure 7B).

A possible consequence of glutaraldehyde cross-linking
could be the formation of long polylysine chains. To confirm
that the expression profiles are not the result of linear
polymerization of CWK18 the transient gene expression
profile was studied using DNA condensates prepared with
a panel of HMW polylysines (Figure 8A). The expression
of SEAP exhibited a peak intensity correlating directly with
the increase in chain length of polylysine, with each peptide
DNA condensate mediating a maximum in the gene
expression at day 3-4 (Figure 8A). Dimeric CWK18 DNA
condensates produced approximately 10% more gene prod-
uct relative to CWK18 DNA condensates. Polylysine99
resulted in nearly 1.5-fold greater gene expression, whereas
the greatest levels of transient gene expression were
achieved with polylysine476 and 1007 DNA condensates which
produced 2.1 and 3.2-fold greater gene expression than
CWK18 DNA condensates (Figure 8B). Likewise, the cu-
mulative SEAP expression for days 7-10 also demon-

Figure 6sTransient gene expression profiles for cross-linked DNA condensates
in the presence of chloroquine. The 10-day HepG2 SEAP expression profiles
for cross-linked DNA condensates when including chloroquine in the
transfection are shown in panel A. The data represents the mean and standard
deviation when using un-cross-linked (9), 1 mol equiv (b), 2 mol equiv (2),
3 mol equiv ([), and 4 mol equiv (1) cross-linked DNA condensates. The
cumulative SEAP production for each DNA condensate is plotted in panel B.
The slope of the day 7−10 cumulative expression was 28.3 ng/mL 9, 26.8
ng/mL b, 52.8 ng/mL 2, and 52.9 ng/mL [ with r2 g 0.965 for each.

Figure 7sTransient gene expression profiles for cross-linked DNA condensates
in the absence of chloroquine. The 10-day HepG2 SEAP expression profile
mediated for cross-linked DNA condensates when omitting chloroquine from
the transfection are shown in panel A. The data represents the mean and
standard deviations when using un-cross-linked (9), 1 mol equiv (b), 2 mol
equiv (2), 3 mol equiv ([), and 4 mol equiv (1) cross-linked DNA
condensates. The cumulative SEAP production for each DNA condensate is
plotted in panel B. The slope of the day 7−10 cumulative expression was 3.3
ng/mL 9, 3.4 ng/mL b, 5.2 ng/mL 2, and 7.1 ng/mL [ with r2 g 0.996 for
each.
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strated a 3-fold increase in slope when comparing CWK18
DNA and polylysine1007 DNA condensates.

Discussion
The stability of a DNA formulation is fundamental to

its successful application in vivo since metabolism results
in the generation of fragmented DNA which no longer
mediates gene expression.14 Even though peptide DNA
condensates are more resistant to metabolism than naked
plasmid DNA11 or cationic lipid DNA condensates,10,23 the
in vitro stability determined by incubating condensates in
serum may not be predictive of the in vivo stability in which
the carrier molecules dissociate and are removed during
circulation. This is exemplified by earlier studies by Wu
and co-workers which showed the prolonged stability of
DNA condensates in vitro13 but a more limited stability in
vivo.24

Even though a short polylysine peptide of 20 amino acids
is sufficient to condense DNA into small condensates of
approximately 70 nm diameter, HMW polylysines38-1007
offer the advantage of binding to DNA with higher affinity,
resulting in a greater protection of DNA to metabolism.
However, there are also significant drawbacks in using
HMW polylysine to create carriers for gene delivery. The
polydispersity of HMW polylysine results in batch to batch
variation.25 The derivatization of HMW polylysine with
ligands or polyethlene glycol is achieved by random cou-

pling reactions which cannot control the conjugation site
along the polylysine chain creating further heterogeneity
in the carrier molecule.26-28 Perhaps most significant, is
the known cytotoxicity, complement activation, and inflam-
mation mediated by HMW polylysine.29 Given these limita-
tions we have focused our efforts on developing LMW DNA
carriers that are homogeneous, condense DNA into small
condensates, may be selectively derivatized, and are mini-
mal in size to reduce toxicity.

To overcome the limited stability afforded by LMW DNA
carriers, we propose to introduce interchain cross-links to
preformed DNA condensates to further improve their
stability. The advantage of this approach is the ability to
vary the degree of cross-linking to create condensates that
possess the required stability for different gene therapy
applications. Also, a variety of cross-linking agents could
potentially be used alone or in combination to create
controlled release of the DNA upon hydrolysis and dis-
sociation of the cross-linker and carrier. Control over these
events is a prerequisite to achieving delayed or prolonged
transgene expression.

The test of this hypothesis was conducted by attempting
to cross-link the surface amine groups on CWK18 DNA
condensates using glutaraldehyde. This cross-linker was
chosen because of its prior use in developing cross-linked
albumin microspheres for parenteral applications,20 its
safety record when used in a variety of prosthesis,30 and
the Schiff-base that forms is theoretically reversible.16,31

The results indicate that CWK18 DNA condensates undergo
cross-linking over a 4-5 h period when very low concentra-
tions of glutaraldehyde (1-4 mol equiv relative to CWK18)
are added. This amount of glutaraldehyde is far below the
amounts needed to observe toxicity in cells grown in
culture. Likewise, the maximum amount of glutaraldehyde
used (4 mol equiv) can theoretically cross-link 20% of the
amines present, assuming glutaraldehyde distributes equally
throughout the DNA condensates. At this low level, the
particle size is maintained, the ú potential of the DNA
condensates is unaffected, and trypsin can still be used to
enzymatically remove CWK18 to quantitatively release the
DNA. However, despite numerous attempts, we could not
demonstrate the spontaneous reversal of glutaraldehyde
cross-linked DNA condensates on prolonged dialysis in the
presence of protein.

One measure that establishes the relative stability of
peptide DNA condensates is the ability of DNA to resist
fragmentation during a 30 s 100 W sonication in a
dissociating concentration of sodium chloride. Cross-linked
DNA condensates were increasingly stable to sonicative
fragmentation at cross-linking levels ranging from 1 to 4
mol equiv of glutaraldehyde and were even found to be
more stable than HMW polylysine99-1007 DNA condensates.
This result suggests that interchain peptide cross-links,
and not linear polymerization of CWK18, are responsible
for the observed stabilization.

A similar correlation was observed from in vitro metabo-
lism studies that indicated that 4 mol equiv cross-linked
DNA condensates were significantly stabilized but still
inferior to polylysine1007 in their ability to protect DNA from
accelerated metabolism. Interestingly, DNA condensates
with and without cross-linking appeared to be directly
metabolized into fragments without going through the
linear form (Figure 5). This is in contrast to the catabolism
of naked DNA which is converted completely into linear
DNA prior to the formation of fragments.14 It is also evident
that intracellular proteolysis must somehow be involved
in the release of DNA from cross-linked condensates since
it less likely that the spontaneous reversal of Schiff-base
is the major route of DNA release prior to gene expression.

Clearly, the ability of cross-linked DNA condensates to

Figure 8sTransient gene expression profiles for HMW polylysine DNA
condensates. The 10-day HepG2 SEAP expression profiles are compared for
CWK18 (9), dimeric-CWK18 ([), polylysine99 (b), polylysine476 (1), and
polylysine1007 (2) DNA condensates when including chloroquine in the
transfection are shown in panel A. The cumulative SEAP production for each
DNA condensate is plotted in panel B. The slope of the day 7−10 cumulative
expression was 25.5 ng/mL 9, 32.7 ng/mL [, 74.7 ng/mL b, 103.7 ng/mL
1 and 109.3 ng/mL 2 with r2 g 0.978 for each.
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mediate gene expression is an important measure of their
ability to be useful in gene therapy applications. Since
cross-linking could delay the release of DNA inside cells,
it was important to study the transient gene expression
as opposed to a single 24 or 48 h expression level. However,
this was also technically challenging due to the doubling
rate of cells in culture which slows as they reach confluence.
At an optimal seeding density, cell cultures could be
maintained for 10 days, and the gene expression occurring
each day was determined using secreted alkaline phos-
phatase. The most significant effect of cross-linking DNA
condensates, in addition to stabilization to metabolism, was
an apparent flattening of the expression profile such that
4 mol equiv cross-linking of DNA condensates resulted in
a low level of steady-state expression over the 10-day
transfection which could not be extended in cell culture.
Omitting chloroquine more closely models in vivo condi-
tions and further confirmed that cross-linking could pro-
duce a steady-state rate of expression.

Analysis of the transient gene expression profile for
HMW polylysine38-1007 DNA condensates indicated a cor-
relation between the cummulative gene expression and the
degree of polymerization. We interpret these results as
partial validation of the hypothesis that increasing the
DNA condensate stability will result in greater gene
expression.

Future studies will examine the influence of cross-linking
to prolong the survival of DNA in vivo and to stabilized
DNA condensates prepared with more than one LMW
carrier to endow the delivery system with specific targeting.
The methods developed and used in this study have
established the principle of cross-linking DNA condensates
using glutaraldehyde and should allow testing of other
cross-linkers to stabilize peptide DNA condensates from
metabolism leading to prolonged gene expression in vivo.
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Abstract 0 Previous studies in rats and humans demonstrated poor
oral bioavailability of potent in vitro 2-aminobenzimidazole inhibitors
of rhinovirus replication due to significant first-pass elimination and
possibly also to poor aqueous solubility. Estimations of aqueous
solubility, as well as measurements of caco-2 permeability and NADPH
dependent compound loss in rat liver microsomal incubations were
employed alongside traditional in vivo experiments in rats to guide
subsequent chemistry efforts. Retention of activity upon replacement
of the metabolically labile vinyl oxime in the lead molecule with a
vinyl carboxamide was a major breakthrough; however, oral bioavail-
ability among the latter compounds was variable. Based on the ability
to independently measure solubility, permeability, and metabolic stability
of new compounds, variable solubility across the series (ranging from
approximately 1 to 10 µg/mL) was identified as the cause of the
inconsistent performance. Subsequent efforts to improve solubility led
to the discovery of highly soluble (>10 mg/mL) and potent dessulfonyl
vinyl carboxamide benzimidazoles. Determination of the metabolic
stability of these compounds as a surrogate of the extent of their
first-pass elimination supported a prediction of excellent oral bioavail-
ability. In comparison to the sulfonyl-containing vinyl carboxamides,
caco-2 permeabilities were reduced 5 to 10-fold; however, these were
considered to be in the range of well-absorbed compounds based on
comparison to a series of reference compounds of known percentage
absorption in humans. Subsequent experiments in the rat verified the
oral bioavailability of these N-alkyl compounds, with one compound
(368177) having an absolute oral bioavailability of 89.4%. The
application of solubility and caco-2 permeability as surrogates for oral
absorption potential, in conjunction with the use of microsomal
incubations as a surrogate for first-pass metabolism, was shown to
augment a rational chemistry approach to discover orally bioavailable
inhibitors of rhinovirus replication. Future expanded use of these
surrogates is planned.

Introduction

The discovery and development of new drugs that are
orally bioavailable continues to be a tremendous challenge
in the pharmaceutical industry. In the discovery setting,
increased reliance on genomics and high throughput
screening to identify pharmacologically active lead com-

pounds,1,2 as well as reliance on combinatorial chemistry
to increase molecular diversity and achieve desired activity
through structural optimization,3-6 can result in drug
candidates having pharmaceutical properties that are not
conducive to oral bioavailability.7 Realization of this prob-
lem has led to a desire for earlier and even parallel
consideration in the discovery process of pharmaceutical
properties influencing oral bioavailability.8 In response to
the challenge of supplying structure-absorption and struc-
ture-metabolism information simultaneous with structure-
activity relationships on an increasing supply of new
chemical entities, scientists in preclinical drug disposition
are increasingly relying on in vitro techniques and more
sophisticated analytical methods such as LC-MS and LC-
NMR.9-11 For example, the insightful use of a computa-
tional alert approach and turbidimetric solubility measure-
ments to identify compounds with potential for poor oral
absorption has recently been employed.7 With respect to
drug transport, caco-2 monolayers have demonstrated
potential as a predictive model of human intestinal
absorption.12-15 Coupled with their higher throughput
capacity relative to traditional animal experiments, theo-
retical models of permeability across caco-2 cells show
promise to provide additional structure-transport relation-
ship throughput capacity.16-18 Estimates of drug metabo-
lism using in vitro techniques as a surrogate for first-pass
elimination are also being suggested.19-22

The objective of the work reported herein was to apply
such in vitro approaches to the discovery of orally bioavail-
able 2-aminobenzimidazoles that inhibit RNA replication
in rhinoviruses and enteroviruses.23 Previous studies dem-
onstrated that, while analogues of this template possessed
potent and broad-spectrum inhibition of virus replication
in vitro, upon oral administration to both rats and humans
these compounds underwent extensive first-pass elimina-
tion.24 An additional objective was to gain experience
integrating the results from the various drug absorption
and metabolism in vitro techniques, as well as integrating
these with in vivo results stemming from traditional
bioavailability experiments in animals. This experience
could then represent the initial installment of an iterative
process to maximize drug discovery and development
through parallel potency and bioavailability structural
optimization efforts.

Materials and Methods
Materialss2-Aminobenzimidazoles were synthesized and char-

acterized at the Lilly Research Laboratories as previously re-
ported.25,26

Culture medium components and reagents for cell culture were
obtained from GIBCO Life Technologies, Inc. (Grand Island, NY).
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Fetal bovine serum for caco-2 culture was obtained from Hyclone
Corp. (Logan, CT). Sulforhodamine 101, used as a marker for
caco-2 monolayer integrity,27 was from Molecular Probes (Eugene,
OR). All other reagents were purchased from Sigma Chemical Co.
(St. Louis, MO) or Fisher Scientific, Inc. (Fair Lawn, NJ) and were
used as received.

Inhibition of Rhinovirus ReplicationsHuman rhinovirus
14 strain 1059 and H-1 HeLa cells were received as a gift from R.
Rueckert, University of Wisconsin, Madison. Virus stocks were
amplified and diluted as previously described.23 Plaque reduction
assays were conducted by inoculating confluent cell monolayers
grown in a 60-mm dish using minimum essential medium, 1%
nonessential amino acids, and 10% new born calf serum with 0.2
mL of growth medium containing approximately 150 plaque-
forming units of RV14. Following a 30 min attachment period at
room temperature, 5 mL of medium containing the desired
concentration of an inhibitor was added. Virus-infected cultures
were incubated for 48 h at 35 °C, fixed with 10% formalin, and
stained with 0.5% crystal violet (which stains only noninfected
cells). Results from duplicate flasks at each inhibitor concentration
were averaged and compared to nondrug control flasks. The
inhibition of plaque formation by 50% (IC50) was calculated from
the linear region of the inhibition-concentration curve using the
standard method of Reed and Muench as previously described.23

Physicochemical PropertiessSolubilitysA rapid throughput
solubility screen was implemented to determine if there were gross
differences in solubility across the SAR. This assay was based on
visual observation 24 h after placing different amounts of com-
pound (0.1, 1, 10, and 100 mg) in 1.0 mL of water. Water was
selected as the solvent in this assay because of its fundamental
importance in drug solubility for purposes of oral absorption28 and
because of limited compound availability and time in the early
stages of an SAR to evaluate the effects of pH, ionic strength, and
biological surfactants. In a more detailed evaluation of the
solubility of compounds 341908 and 354400, determinations were
made in 0.05 M phosphate buffers prepared over the pH range
1.7 to 8.0. Preliminary studies with 341908 indicated that bile salts
were unlikely to improve solubility. Namely, the solubility of this
compound was not improved in the presence of sodium deoxycho-
late. Type I flint glass amber vials containing a known quantity
of either compound (approximately 5 mg) and 5 mL of buffer were
tumbled end-over-end at ambient temperature for up to 7 days.
Aliquots of approximately 2 mL were removed on days 3 and 7
and passed through a 0.45 µm Teflon filter. The first 1 mL was
discarded and the remaining filtrate assayed by HPLC with UV
detection. A Zorbax SB-phenyl column (25 cm × 4.6 mm main-
tained at 35 °C) was used along with a mobile phase consisting of
an equal volume mixture of 0.1% (v/v) trifluoroacetic acid in water
and acetonitrile. The flow rate was 1 mL/min and detection was
at 244 nm.

Determination of pKasIonization constants were measured
using the Sirius PCA 101 Potentiometric System. Compounds were
dissolved in various proportions of methanol and 0.15 M KCl, and
adjusted to pH 6 or lower. For a given titration, an approximately
0.5 mM solution of each compound was titrated from a low to a
high pH. The acid used was 0.5 N HCl, and the base, 0.5 N NaOH.
The acid and base were standardized to four decimal places using
NIST traceable standards. For a given compound, titrations were
performed in triplicate for each of three different proportions of
methanol and 0.15 M KCl. These titrations were done under an
argon atmosphere at a constant temperature of 25 °C. Estimate
of pKa in 100% water was made using the Yasuda-Shedlovsky
method of extrapolation.29,30

Caco-2 PermeabilitysCaco-2 cells were obtained from the
Memorial Sloan-Kettering Cancer Center and were cultured at
37 °C in a humidified atmosphere of 5% CO2 in air. They were
grown in DMEM:F12 (3:1) media supplemented with 5% fetal
bovine serum and 50 µg/mL tobramycin. Monolayers at 75-90%
confluency were either subcultured on a weekly basis using a 1:10
split ratio, or seeded onto Millicell-PCF polycarbonate inserts (30
mm diameter, 0.4 µm pore size; Millipore Corp., Bedford, MA) at
a density of 600 000 cells per filter. The culture medium was
replaced with fresh medium every other day. For transport studies,
cells from passages 43-56 were used at 21-30 days postseeding.
Measurement of transepithelial electrical resistance was made
immediately prior to an experiment using a Millicell-ERS system
(Millipore Corp.). Cells with a net resistance less than 300 Ω‚cm2

were not used.

Measurements of transepithelial flux of the various inhibitors
were made at 37 °C using a side-by-side diffusion chamber
described previously.31 This system has now been coupled to a
robotics arm to increase throughput capacity.32 The transport
medium consisted of 25 mM HEPES (pH 7.4) or 25 mM MES (pH
6.0) as buffering agents along with 125 mM NaCl, 5.2 mM KCl,
1.2 mM CaCl2, 1.2 mM MgCl2, and 10 mM glucose. To initiate an
experiment, a stock solution of an inhibitor in DMSO was added
to either the apical or basal side of the monolayer. The final
concentration of DMSO was 1.4% (v/v). Samples (200 µL) were
taken from the contralateral compartment at various times up to
120 min and replaced with an equal volume of fresh transport
buffer. Rates of transport under initial rate conditions (<10%
transport) were determined by linear regression analysis; these
were divided by the initial donor concentration and filter surface
area to calculate the corresponding permeability coefficients.
Experiments were conducted in duplicate or triplicate and under
limited lighting conditions to minimize light catalyzed Z-isomer
to E-isomer transformation. At the end of an experiment, integrity
of each monolayer was assessed by evaluating the percentage
transport of sulforhodamine 101 in 30 min. Monolayers with
greater than 0.2% transport in this time period were not included
in the analysis of permeability (there were never fewer than two
monolayers used in the estimation of a given permeability coef-
ficient). Analysis of the various inhibitors via HPLC-UV was
conducted as previously described for solubility measurements.

Microsomal-Mediated MetabolismsUsing standard tech-
niques,33 microsomes were prepared from fresh livers obtained
from male F344 rats weighing approximately 250 g. Microsomes
were diluted to 1 mg protein/mL in 0.1 M sodium phosphate buffer,
pH 7.4. Inhibitors were dissolved in either ethanol or acetonitrile
to a concentration of 1 mM and spiked into the microsomal
suspension such that the final concentration was 10 µM. This
concentration was selected based on analytical sensitivity require-
ments and the desire to keep the concentration in the low
micromolar, pharmacologically relevant, range. To start the reac-
tion, either NADPH or, in the case of controls, buffer without
NADPH was added. After 30 min, the reaction was stopped with
an equal volume of acetonitrile, and the incubation mixture was
centrifuged and analyzed for parent compound using HPLC-UV
as described previously for measurement of solubility. The inte-
grated peak areas from the HPLC chromatograms were compared
for an inhibitor in the presence or absence of NADPH, and the
amount of loss of parent compound was calculated.

In Vivo StudiessPharmacokinetic profiles and absolute oral
bioavailability in 24 h fasted male F344 rats weighing ap-
proximately 200 to 250 g were determined for select inhibitors in
the series. Plasma concentrations of an inhibitor following either
an intravenous (iv) dose (n ) 2-3 rats) or an oral dose (n ) 3
rats) were quantitated by HPLC-UV analysis as described for
solubility measurements. For iv dosing, compounds 341908 and
354400 were prepared in poly(ethylene glycol) PEG-400, ethanol,
water mixtures (30%, 30%, 40%; w,v,v), and dosed via the tail vein.
Compounds 366094 and 368177 were dissolved in saline and
administered similarly. The latter two compounds were also dosed
orally as solutions; whereas compounds 341908 and 354400 were
dosed orally either as aqueous suspensions (10% acacia/0.5%
polysorbate 80) of controlled particle size (5-25 µm), or as solutions
(85% PEG-400/0.5% polysorbate 80). Precipitation of formulated
solutions of 341908 and 354400 (10 mg/mL) was not observed upon
1:10 dilution with either 0.1 N HCl or 0.1 µ (ionic strength) pH
7.4 buffer. Pharmacokinetic parameters were obtained using model
independent methodology. With respect to estimation of AUC0-∞,
percent extrapolated areas were never greater than 10%. Percent
oral bioavailability was calculated by comparison of dose normal-
ized AUC0-∞ values for iv and oral doses (the equation used is
summarized in Table 4B).

Results

In Vitro Potency and Metabolic StabilitysTable 1
shows the structures of the compounds evaluated according
to structural class. Also included are the potency and
metabolic stability of the compounds. Enviroxime, a com-
pound that was tested in Phase II clinical trials in the early
1980s, is included for comparison. Replacing the hydroxyl-
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containing oxime in enviroxime at R2, which was exten-
sively conjugated following oral administration of a 10 mg/
kg dose in the rat (unpublished results from studies
conducted to support enviroxime IND), with a vinylcar-
boxamide conferred resistance to metabolism by a primary
conjugative mechanism. Specifically, incubation of en-
viroxime and 153186 in rat and human liver microsomes
in the presence of UDP-glucuronic acid resulted in a 21%
and an 11% loss of enviroxime from rat and human sources,
respectively; whereas there was no loss of 153186 from
either source. In addition, fluorine substitution at R1,
which was a site of aromatic hydroxylation in enviroxime,
was expected to provide a further increase in metabolic
stability. The percent loss of enviroxime under oxidative
conditions was 39% in 30 min. By comparison, the mean
percent loss in 30 min of the sulfonamide containing
vinylcarboxamides was 11 ( 7.3% (( 1 sd, n ) 17
compounds). The nonsulfonyl N-alkyl compounds were
similarly relatively resistant to oxidative metabolism,
having a mean percent loss in 30 min of 7 ( 3.0% (n ) 3
compounds). Importantly, while these structural modifica-
tions increased metabolic stability in vitro, they had no
effect on antiviral potency relative to enviroxime (Table 1).
Mean percentage loss of the sulfonylureas was 26 ( 11.0%
(n ) 5 compounds).

PermeabilitysPermeability coefficients across caco-2
monolayers relative to several marker compounds of known
and varying percentage absorption in humans provided an
estimate of the absorption potential of the novel anti-
rhinovirus compounds. These results are shown in Figure
1 according to the three structural classes. The N-alkyl
compound, 366853, had the lowest permeability (0.5 ( 0.05
× 10-5 cm/s) while the sulfonamide, 366092, had the
highest (9.3 ( 0.16 × 10-5 cm/s). By comparison to the

marker compounds, the observed range of permeabilities
corresponded to a percentage absorption in humans of
approximately 60% to 100%, thus indicating that these
compounds should be well absorbed in vivo notwithstand-
ing any potential dissolution or solubility limitations. Since,
with a limited set of structurally different compounds, there
was no asymmetry with respect to permeability (Table 2),
the transport mechanism appeared to be passive. Table 3
indicates the pH dependent permeability of the N-alkyl
compounds and the lack of pH dependence on the perme-
ability of a sulfonamide. These results were expected due
to pKa differences (Table 1). Indeed, the lower permeability

Table 1sStructure, pKa, Potency, and Metabolic Stability of Vinyl Carboxamide 2-Aminobenzimidazoles

compd no. R1 R2 R3 structural class pKa

potency
(mean IC50, µg/mL)a

metabolic
stability (% loss in 30 min)

enviroxime all H oxime isopropyl sulfonamide sulfonamide ndb 0.05 39
153186 all H carboxamide isopropyl sulfonamide sulfonamide nd 0.04 18
341908 3-F carboxamide isopropyl sulfonamide sulfonamide 3.41 0.04 11
354400 2,5-di-F carboxamide isopropyl sulfonamide sulfonamide 3.40 0.08 17
355081 2,5-di-F N-methyl carboxamide isopropyl sulfonamide sulfonamide nd 0.06 28
357132 all H N-methyl carboxamide isopropyl sulfonamide sulfonamide nd 0.07 5
357822 2,3-di-F N-methyl carboxamide isopropyl sulfonamide sulfonamide nd 0.01 22
362546 3-F N-methyl carboxamide n-propyl sulfonamide sulfonamide nd 0.04 12
362683 2,3-di-F carboxamide isopropyl sulfonamide sulfonamide nd 0.01 3
366092 naphthyl N-methyl carboxamide isopropyl sulfonamide sulfonamide nd 0.21 11
366347 2,3,4-tri-F N-methyl carboxamide isopropyl sulfonamide sulfonamide nd 0.01 6
366349 3-F,4-MeO carboxamide isopropyl sulfonamide sulfonamide nd 0.05 9
366572 3,5-di-F carboxamide isopropyl sulfonamide sulfonamide nd 0.06 16
366659 2,3,5,6-F carboxamide isopropyl sulfonamide sulfonamide nd 0.05 4
366799 2-F carboxamide isopropyl sulfonamide sulfonamide nd 0.03 14
366856 2,3,4-tri-F carboxamide isopropyl sulfonamide sulfonamide nd 0.02 5
368227 3,4-di-F carboxamide isopropyl sulfonamide sulfonamide nd 0.05 1
368228 2,4-di-F carboxamide isopropyl sulfonamide sulfonamide nd 0.05 7
354030 3-F N-methyl carboxamide N,N-di-Me sulfonylurea sulfonylurea 3.41 0.03 19
353462 3-F carboxamide N,N-di-Me sulfonylurea sulfonylurea 3.41 0.05 13
362898 3-F N-methyl carboxamide morpholino sulfonylurea sulfonylurea 3.41 0.05 24
359353 3-F N-methyl carboxamide pyrrolidino sulfonylurea sulfonylurea 3.41 0.02 41
368288 3-F carboxamide morpholino sulfonylurea sulfonylurea 3.41 0.08 32
366094 2,3-di-F N-methyl carboxamide isopropyl N-alkyl 6.69 0.06 7
366853 2,3-di-F carboxamide isopropyl N-alkyl 6.70 0.07 4
368177 2-F N-methyl carboxamide cyclopentyl N-alkyl 6.70 0.03 10

a IC50’s are from a plaque reduction assay using Rhinovirus 14. n ) 2−3. b Not determined.

Figure 1sPermeability coefficients of 2-aminobenzimidazoles across caco-2
monolayers in relation to permeability coefficients of reference compounds
(b). The three classes of 2-aminobenzimidazoles were sulfonamides, O;
sulfonylureas, 1; and N-alkyls, 3.
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of the N-alkyl class compared to the sulfonamides and
sulfonylureas is attributed to the significant fraction of
protonated amine at pH 6.0 for the N-alkyl compounds. The
fraction present in the ionized form at this pH was
estimated to be about 80% for the three N-alkyl compounds.

Solubility and Biopharmaceutics of Oral Solution
and Suspension FormulationssThe equilibrium solu-
bility of enviroxime in water at ambient temperature was
approximately 2 µg/mL. The water solubility of compound
341908, one of the earliest compounds in the current SAR,
was 1 µg/mL. Based on this finding, there was concern that
insufficient solubility in vivo would result in poor bioavail-
ability of the sulfonamide vinyl carboxamide series. These
concerns were realized upon administration of compound
341908 to rats. As shown in Figure 2A and summarized in
Table 4, systemic exposure from a suspension was sub-
stantially lower than from a solution formulation. Interest-
ingly, replacing the fluorine at the 3 position of the phenyl
ring at site R1 (compound 341908) with fluorines at
positions 2 and 5 (compound 354400), a seemingly minor
modification, resulted in a 10-fold enhancement in water
solubility (compound 354400 had a solubility of 10 µg/mL
in water). As shown in Figure 3, the pH-solubility profiles
of these two compounds demonstrate that, over the pH
range of 1.75 to 7.9, 354400 solubility in 0.05 M phosphate
buffer was consistently 5 to 7 times greater than that of
341908. The cause for this difference may be related more
to differences in the interaction of the two compounds with
solvent than to crystal lattice energy differences because
of the similar melting points of the two compounds, ca. 210
°C. Importantly, as shown in Table 4, the absolute bio-
availability of 354400 was similar from both solution and
suspension dosage forms and was markedly greater com-
pared to 341908 bioavailability from a suspension. The
lower absolute bioavailability of 354400 compared to
341908 bioavailability from solution dosage forms may be
due to greater first-pass elimination of 354400. This
interpretation is supported by the approximate 6-fold
higher systemic clearance of 354400 (Table 4A). While loss
in liver microsomes was similar for the two compounds
(17% for 354400 versus 11% for 341908, Table 1), as

previously indicated, this assay was not scaled to in vivo
clearance, nor does it take into account the possibility for
conjugative metabolism. The possibility for biliary elimina-
tion was also not evaluated. Thus, the cause for the greater
clearance of 354400 is not known.

Given the lack of predictability in the solubility proper-
ties of the sulfonamides, efforts were made to identify
compounds of consistently greater solubility. These efforts
led to removal of the sulfonyl group resulting in direct
attachment of various alkyl groups to the benzimidazole
nitrogen in the R3 position. This modification resulted in
conversion of the primary amine to a significantly more
basic functional group, as shown by the pKa values (Table
1). Importantly, this modification had no impact on anti-
viral potency (Table 1). The water solubility of these so-
called N-alkyl vinyl carboxamides was consistently greater
than 10 mg/mL. As shown in Figure 2C and Table 4,
systemic exposure of compound 368177, dosed as neat drug
dissolved in water, was excellent, resulting in an absolute
bioavailability of 89%.

Discussion
Evaluation of enviroxime disposition in rats demon-

strated that glucuronidation of the hydroxyl containing
oxime at position R2 was the major metabolic pathway,
accounting for 60% to 70% of an oral dose in 24 h and up
to 80% in 48 h (unpublished results). Hydroxylation of the
phenyl moiety (R1) also significantly contributed to loss of
parent. Identification of strategies to obviate these two
metabolic pathways while simultaneously preserving or
enhancing antiviral potency were the two most important
goals of the current structural optimization effort. Discov-
ery of the potent vinyl carboxamide series was a major
breakthrough due to the resistance of the acidic primary
amide to direct conjugation. Subsequently, attempts to
achieve a balance between structural effects on potency and
susceptibility to oxidative metabolism became the focus of
our optimization work. A 30 min incubation in the presence
of rat liver microsomes was used to rank order the
compounds with respect to their susceptibility to metabo-
lism, measured as percent loss of parent compound, and
was placed after the initial potency screen. No attempt was
made to correlate this screen with an in vivo measure of
elimination; rather, the intent of the screen was to look
for gross effects of structure on susceptibility to metabo-
lism. Although the number of compounds was few, it
seemed that the cyclic sulfonylurea compounds 362898,
359353, and 368288 were metabolized to a greater extent
than the noncyclic sulfonylureas and sulfonamides. On the
basis of loss of parent compound, aromatic fluorine sub-
stitution at R1 did not appear to reduce metabolism.
However, to conclude that fluorine substitution had no
effect is equivocal because metabolites were not identified;
also, if fluorine did not have an effect, whether this would
translate to the in vivo situation is also not known.
Fortunately, fluorine substitution had no effect on antiviral
potency.

On the basis of experience with enviroxime, a poor dose
to aqueous solubility ratio of the benzimidazoles was
considered a potential barrier to achieving adequate and
reproducible systemic exposure following oral administra-
tion.34 With a solubility of 2 µg/mL, complete dissolution
of a therapeutic dose of enviroxime as low as 10 mg would
require 5 L of fluid, which approximates the entire volume
consumed and produced by secretions in the human gas-
trointestinal tract in a 24 h period.35 The water solubility
of compound 341908, one of the earliest vinyl carboxamides
made, was 1 µg/mL. Concern that poor solubility of vinyl
carboxamide sulfonamides and sulfonylureas would result

Table 2sApical to Basolateral versus Basolateral to Apical
Transcellular Permeability of Vinyl Carboxamide
2-Aminobenzimidazolesa

permeability (cm/s ×105)a

compd no. structural class

donor
concentration

(µM)
apical to

basolateral
basolateral to

apical

354400 sulfonamide 70 2.9 ± 0.09 2.9 ± 0.15
353462 sulfonylurea 15 6.7 ± 1.20 5.1 ± 0.63
366094 N-alkyl 80 1.0 ± 0.06 0.7 ± 0.04

a Results are expressed as mean ± one standard deviation; n ) 3 filters.
For the three compounds, p > 0.05 based on an unpaired Student’s t-test,
thus indicating no asymmetry with respect to transport direction. pH was 7.4
on both sides.

Table 3spH-Dependent Permeability of Vinyl Carboxamide
2-Aminobenzimidazoles

permeability (cm/s × 105)a

compd no. structural class
apical (donor)

pH 6.0
apical (donor)

pH 7.4

354400 sulfonamide 3.5 ± 0.28 2.9 ± 0.09
366094 N-alkyl 0.6 ± 0.01 1.0 ± 0.06b

366853 N-alkyl 0.5 ± 0.05 0.7 ± 0.03b

368177 N-alkyl 0.7 ± 0.01 2.0 ± 0.13b

a Results are expressed as mean ± one standard deviation; n ) 3 filters.
b Indicates significantly different from pH 6 result at p e 0.05 based on an
unpaired Student’s t-test.

750 / Journal of Pharmaceutical Sciences
Vol. 88, No. 8, August 1999



in poor systemic exposure was verified upon oral admin-
istration of compound 341908. As shown in Table 4B,
absolute bioavailability of this compound when dosed as

an aqueous suspension was approximately 10%. In con-
trast, administration of a solution of 341908 prepared using
a mixture of PEG-400, ethanol, and water resulted in a
bioavailability of 80%. These results, as well as dose/
solubility ratios based on projected human doses and
gastrointestinal volumes, indicated that solubility could be
problematic in relation to the clinical development of this
therapeutic class.

A simplified solubility screen in water was consequently
implemented; this was based on visual observation follow-
ing incubation at room temperature for 24 h. Samples of a
given compound were prepared in 10-fold increments of

Table 4sSummary Single Dose Pharmacokinetics of Vinyl Carboxamide 2-Aminobenzimidazoles in Male F344 Rats

A. Intravenous Bolus Administration

compd no. structural class dose (mg/kg) AUC0-∞
a (ng‚hr/mL) clearance (L/h/kg) T1/2 (mean ± se) (h)

341908 sulfonamide 3 7703.6 0.37 0.8 ± 0.14
354400 sulfonamide 3 1211.9 2.42 1.8 ± 0.02
366094 N-alkyl 5 4042.5 1.18 1.0 ± 0.05
368177 N-alkyl 5 6974.7 0.68 1.0 ± 0.09

B. Oral Administration

compd no. formulation dose (mg/kg) AUC0-∞
a (ng‚hr/mL) Cmax (mean ± se) (ng/mL) Tmax (h) bioavailabilityb (%)

341908 solution 30 61076.4 10834 0.5 79.3
341908 suspension 30 8971.6 1076 3.0 11.6
354400 solution 6 1175.5 304 ± 51 2.0 48.5
354400 suspension 30 6038.8 1162 ± 361 2.0 49.8
366094 solution 30 8059.3 2128 ± 184 1.0 33.2
368177 solution 30 37404.4 4202 ± 2041 6.0 89.4

a Extrapolated areas were less than 10% in all cases. b Absolute bioavailability ) (AUC0-∞,po/AUC0-∞,iv) × (doseiv/dosepo) × 100.

Figure 2sRat plasma concentration versus time profiles of rhinovirus inhibitors
following either intravenous (O or b), oral solution (0 or 9), or oral suspension
(2) administration. (A) Compound 341908. (B) Compound 354400. (C)
Compounds 366094 (b, 9) and 368177 (O, 0). Refer to Table 4 for actual
doses administered. For consistency of presentation, 24 h levels following
oral administration of compounds 341908, 366094, and 368177 have been
omitted; these were <100 ng/mL.

Figure 3spH versus solubility profiles for compounds 341908 (O) and 354400
(b). Phosphate buffers, 0.05 M, were prepared over the pH range 1.7 to 8.0.
Inset graph is of the same results, but expressed in µg/mL over the pH range
3 to 8.
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concentration ranging from 0.1 mg/mL to 100 mg/mL. On
the basis of this assay, all compounds tested had a
solubility in water less than 0.1 mg/mL (data not shown).
Compound 354400 was one of these compounds. HPLC
analysis of its pH dependent solubility versus that of
compound 341908 indicated a 5- to 7-fold higher solubility
throughout the pH range of 1.7 to 7.9 (Figure 3). For the
two compounds, an approximate 20-fold increase in solubil-
ity was observed at pH 2 relative to pH 4; this is attributed
to protonation of the primary amine at the 2 position of
the benzimidazole ring, which had a measured pKa of 3.4
(Table 1). Importantly, the absolute bioavailability of a
suspension of 354400 was 49.8%, which was similar to the
bioavailability of a solution formulation, 48.5% (Figure 2,
Table 4B). On the basis of the physical stability of the
solution formulation of 354400 to a 10-fold dilution in either
37 °C 0.1 N HCl, pH 1.2 or pH 7.4 buffer, these results
suggested that dissolution of the suspension was sufficient
to produce a comparable bioavailability. Furthermore,
given the excellent permeabilities of the two compounds
(7.3 and 3.5 × 10-5 cm/s, for 341908 and 354400, respec-
tively) and the greater systemic clearance of 354400 (Table
4A), greater solubility of 354400 was the attributed cause
of its superior bioavailability from a suspension dosage
form. The different effects of the two formulations on the
bioavailability of these two compounds suggested that,
under the experimental conditions tested, systemic expo-
sure was acutely dependent on solubility and dissolution.
Considering the less than 10-fold difference in the solubility
of these two compounds, the similar solubilities of the
compounds that had thus far been synthesized and the
aforementioned unfavorable dose/solubility ratios appli-
cable to human dosing, an effort to identify more soluble
compounds was made.

Elimination of the R3 sulfonyl portion of these com-
pounds significantly increased the pKa of the primary
amine at the 2 position of the benzimidazole ring (Table
1). Improvement in aqueous solubility to greater than 10
mg/mL was a consequence of this modification. Impor-
tantly, these so-called N-alkyl compounds had similar
potency and metabolic stability compared to the sulfona-
mides and sulfonylureas. Given that these compounds had
pKa values in the range of small intestinal pH, it was
expected that the N-alkyls would have a pH dependent
permeability influenced by the ratio of protonated to
unprotonated species. As shown in Table 3, N-alkyl perme-
ability at pH 7.4 was significantly greater than at pH 6.0.
Furthermore, as expected, permeability of compound 354400
was not similarly influenced by pH. It was also expected
that the permeability of the N-alkyls in general would be
less than that of the sulfonylureas and sulfonamides. While
this was the case, the permeability of the N-alkyls was still
in the range of what would be considered moderately well-
absorbed compounds (Figure 1). Oral administration of
aqueous solutions of compounds 366094 and 368177 to rats
resulted in absolute bioavailability estimates of 33.2% and
89.4%, respectively (Table 4B). The approximate 3-fold
greater bioavailability of 368177 may be due to either
greater absorption, which is consistent with a larger
permeability coefficient relative to 366094, or to reduced
first-pass elimination, which is supported by the ap-
proximate 2-fold lower clearance compared to 366094, or
to a combination of these two factors. According to the
testing conditions used, both compounds exhibited pro-
longed absorption behavior, with absorption-rate limited
kinetics indicated for compound 368177 (oral terminal half-
life was 3.9 h vs 1.0 h following iv administration). The
cause of this apparent slow absorption is not known, but
may be due to prolonged absorption throughout the rat
gastrointestinal tract, possibly including colonic absorption.

This possibility is consistent with the known progressive
increase in pH along the longitudinal axis of the intestinal
tract and the observed increase in permeability of these
compounds from pH 6 to 7.4. However, precipitation of drug
in the stomach or in the duodenum with subsequent
dissolution along the tract cannot be ruled out. The high
caco-2 permeability coefficients of these compounds, even
at pH 6, are indicative of excellent absorption, but are by
no means definitive for novel compounds such as these for
which a definitive in vitro/in vivo correlation has not been
established.

In conclusion, this work has demonstrated the ability
through structural modifications to independently influence
potency, solubility, permeability, and metabolism in order
to achieve oral bioavailability of potent inhibitors of rhi-
novirus replication. This positive experience has enabled
this laboratory to move forward with a broader implemen-
tation of bioavailability surrogates to achieve a more
expeditious discovery and development process.
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Abstract 0 Individuals who consume cocaine illegally have long since
adopted or explored the nasal route of administration. This study was
designed to determine in an animal model whether nasally applied
cocaine could be transported directly from the nasal cavity to the
central nervous system. Male Sprague−Dawley rats were used in the
study. The nasal cavity was isolated to prevent drainage of nasally
applied dosing solution to nonnasal regions. Cocaine was then
administered, either by intranasal (in) administration or by intravenous
(iv) injection. At different times post dose, blood and tissues from
different regions of the brain were collected. Cocaine concentrations
in plasma and tissue samples were analyzed by HPLC. After iv
administration, similar cocaine contents in different brain regions were
observed. Following in administration, cocaine content in samples
collected within 60 min post dose were found to differ considerably in
different brain regions. The highest content was observed in the
olfactory bulb, followed by the olfactory tract and then the remaining
part of the brain. To allow comparison of brain cocaine content after
iv and in administration, brain cocaine contents were normalized by
plasma cocaine concentrations. The ratios of the area under the
cocaine concentration−time curve (AUC) between the olfactory bulb
and plasma at early times following in administration were significantly
higher than those obtained after the iv dose (13.4 ± 5.56 vs 6.16 ±
0.94, p < 0.05, for AUC ratio up to 2 min post dose; 9.39 ± 1.47 vs
7.34 ± 0.59, p < 0.05, for AUC ratio up to 4 min post dose). At 1 min
post dose, the olfactory bulb-to-plasma cocaine concentration ratios
following in administration was three times those obtained after iv
administration. After 1 min, the olfactory bulb-to-plasma concentration
ratios following in administration were found to be similar to or smaller
than those obtained after iv administration. The tissue-to-plasma
concentration ratios in other brain regions following in administration
were found to be smaller than those obtained following iv dosing. We
conclude that nasally administered cocaine was transported directly
from the nasal cavity to the brain but that only a very small fraction
of the dose was transported via the direct pathway.

Introduction
Over the past decade, the possibility that intranasal drug

administration might be useful has received a great deal
of attention. Some relevant research efforts have been
reviewed comprehensively.1 The extensive network of blood
capillaries under the nasal mucosa seems to facilitate
effective systemic absorption and, because venous blood
drains directly into the systemic circulation, this route
thereby avoids first-pass metabolism of the drug in the
gastrointestinal tract and the liver. For a number of drugs,
systemic drug exposure following intranasal administration

is comparable to that obtained from intravenous or intra-
muscular injections.2-4

Interestingly, individuals who consume cocaine illicitly
have either long ago adopted or have explored this route
of administration. It often has been noted that a rise in
the physiological and behavior effects of cocaine precedes
a rise in the plasma cocaine concentration following intra-
nasal “snorting”.5-7 A clockwise hysteresis loop was con-
sistently observed when behavior or physiological responses
were plotted against plasma cocaine concentrations. This
indicates that the same plasma cocaine concentration
corresponds to a higher response at an earlier time after
dosing than that at a later time. Development of acute
tolerance can be used to explain such a concentration-
response relationship. However, there is no evidence that
tolerance would develop rapidly following administration
of a single dose of cocaine. To exert CNS activity following
nasal drug application, it is typically believed that the drug
needs to be absorbed into the systemic circulation via the
capillary network under the nasal mucosa and subse-
quently distributed into target regions in the brain. If this
is the only pathway of CNS entry, there will be a time delay
in the distribution of cocaine to the brain tissues following
nasal administration. A rise in the pharmacological re-
sponse should therefore occur after a rise in the plasma
cocaine concentration. Nevertheless, this outcome is not in
agreement with the concentration-response relationship
observed following intranasal cocaine snorting.

Evidence exists that substances applied nasally may
enter the brain directly from the nasal cavity via the
olfactory system.8-10 If nasally applied cocaine can distrib-
ute into the brain directly via this alternative CNS entry
pathway, an increase in the brain cocaine concentration
could occur prior to a rise in the plasma drug levels
following nasal application. This hypothesis would be
consistent with the clockwise hysteresis loop observed in
the plasma concentration-response relationship following
nasal cocaine snorting.

In this study, we determined plasma and brain cocaine
concentration-time profiles following intravenous and
intranasal administration of cocaine in rats in an effort to
determine whether cocaine could be transported directly
from the nose to the brain following intranasal application.

Materials and Methods
Chemicals and ReagentssCocaine and tropacocaine were

provided by the Research Triangle Institute (Research Triangle
Park, NC) through the National Institute on Drug Abuse. All other
reagents were of HPLC grade or of the highest grade commercially
available.

Animal ExperimentationsMale Sprague-Dawley rats (250-
350 g) were anesthetized with an ip injection of pentobarbital (50
mg/kg) and kept anesthetized throughout the experiment. The
anesthetized animals were placed on a warm pad to maintain
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normal body temperature. The nasal cavity was isolated from the
respiratory and gastrointestinal tracts using a procedure described
by Hussain et al.11 Briefly, an incision was made in the neck, the
trachea was severed, and the upper tracheal segment was tied off
with a suture. The lower trachea was cannulated with polyeth-
ylene tubing (PE 260; o.d.: 2.8 mm, i.d.: 1.77 mm) to provide a
patent airway. Another piece of PE 260 tubing with the ends sealed
was inserted from the esophagus to the posterior part of the nasal
cavity. The nasopalatine opening was closed with cyanoacrylate
glue. This surgical procedure was performed to prevent drainage
of nasally applied dosing solution to nonnasal regions.

Following nasal cavity isolation, animals received a cocaine dose
over 30 s, either by intranasal administration or by intravenous
injection. For intranasal administration, 50 µL of cocaine solution
(16.7 mg/kg) was injected via a silastic tubing (o.d.: 1.19 mm,
i.d.: 0.64 mm) inserted 2 cm into one of the nares toward the roof
of the nasal cavity. For intravenous administration, cocaine dosing
solution (5 mg/kg) was injected via an indwelling jugular vein
cannula. At 1, 2, 4, 8, 15, 60, and 120 min following the end of the
30-s dosing period, a terminal blood sample was collected from
the inferior vena cava. Plasma was separated and immediately
stored at -70 °C in tubes containing NaF. The blood collection
was generally completed within 15 s. Following the completion of
blood collection, the skull of the animals was opened and the brain
tissues collected in the following order: the whole brain with the
exception of the olfactory tract and olfactory bulb (RB), olfactory
tract (OT), and olfactory bulb (OB). The collection of all brain
tissues was typically completed within 1 min following the blood
collection. The tissue samples were weighed and immediately
homogenized in 200 mM NaF solution. An aliquot of the homo-
genate was stored at -70 °C before analysis. The addition of NaF
protected cocaine from undergoing hydrolysis during processing
and storage. Four or five rats were used at each collection time.
The sample collection process always involved two laboratory
personnel: one responsible for dosing and sample collection and
the other for tracking the time and sample handling.

Analytical MethodssPlasma and brain cocaine concentrations
were determined within 48 h of collection by a published HPLC
procedure.12 Briefly, the plasma (200 µL) and brain homogenates
(100-200 µL) were mixed with 50 µL of the internal standard
(tropacocaine, 1 µg/mL) and 200 µL of 0.5 M carbonate buffer (pH
9.1). The mixture was extracted with 2 mL of ethyl acetate, and
the organic phase was back-extracted with 150 µL of 0.05 M HCl.
The final acidic aqueous phase was evaporated with a centrifugal
evaporator (Savant, Farmingdale, NY) at room temperature. The
residue was reconstituted with the mobile phase (see below) and
then injected onto a C8 column (Nova-Pak, 15 cm × 3.9 mm i.d.,
4 µm; Waters, Milford, MA). A mobile phase composed of a mixture
of 100 mM pentanesulfonic acid and 50 mM monobasic potassium
phosphate (pH 6.0) and acetonitrile in an aqueous-to-organic ratio
of 76:24 at a flow rate of 1.3 mL/min was used. The UV absorbance
of the effluent was monitored (Waters 486 UV detector) at a
wavelength of 235 nm.

Data AnalysissThe area under the cocaine concentration
versus time curve (AUC) was estimated by the trapezoidal rule.
The variance for the AUC was estimated by the method of Yuan.13

The variance (var) for the AUC ratio was approximated using the
statistical method described previously,14

where AUC denotes the mean AUC value.
A one-way ANOVA followed by a Student-Newman-Keuls test

was used to compare the measurements in different brain regions.
An unpaired two-sided t-test was used to compare the measure-
ments for intravenous and intranasal administration.

Results
Figure 1 illustrates the cocaine concentration versus time

profiles in plasma and in different brain regions following
intravenous and intranasal administration. Following in-
travenous administration, plasma and brain cocaine con-
centrations reached peak levels at 1-2 min after dosing

and declined exponentially as a function of time. Except
for samples collected at 1 min post dose, similar cocaine
contents were observed in different brain regions. Following
intranasal administration, plasma and brain cocaine con-
centrations increased gradually to peak levels and started
to decline as a function of time. Cocaine contents in samples
collected within 60 min post dose were found to differ
considerably in different brain regions. The highest content
was observed in the olfactory bulb, followed by the olfactory
tract and then the remaining part of the brain.

Table 1 summarizes the brain tissue-to-plasma cocaine
AUC ratios as a function of time following intravenous and
intranasal administration. Following intravenous admin-
istration, the tissue-to-plasma AUC ratios in different brain
regions increased consistently toward plateau levels as a
function of time. Following intranasal dosing, the RB-to-
plasma AUC ratios also increased toward plateau levels
as a function of time. The OT-to-plasma AUC ratios
decreased initially and then started to increase. The OB-
to-plasma AUC ratios were high initially and decreased as
a function of time. Up to 2 and 4 min following intranasal
administration, the cumulative OB-to-plasma AUC ratios
were significantly higher than those obtained after the
intravenous dose (13.8 ( 6.29 vs 6.06 ( 1.02, p < 0.05, for
AUC ratio up to 2 min post dose; 9.62 ( 1.77 vs 7.17 (
0.67, p < 0.05, for AUC ratio up to 4 min post dose). At

var(AUCin

AUCiv) = (AUCin

AUCiv
)2

‚ (var(AUCin)

(AUCin)2
+

var(AUCiv)

(AUCiv)
2 )

Figure 1sPlasma and brain cocaine concentrations versus time profiles
following intravenous (iv) and intranasal (in) administration in rats. Each point
represents the average of 4−5 rats and the cross-vertical bars represent one
standard deviation of the mean. Key: OT, olfactory tract; OB, olfactory bulb;
RB, remaining part of the brain.
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later times, the OB-to-plasma cocaine AUC ratios obtained
following intranasal administration were similar to or
smaller than those obtained after intravenous dosing. The
tissue-to-plasma cocaine AUC ratios in other brain regions
following intranasal administration were smaller than
those obtained after intravenous dosing.

Figure 2 illustrates the brain-to-plasma cocaine concen-
tration ratios following intravenous and intranasal admin-
istration as a function of time. There were no significant
differences in these ratios among different brain regions
following intravenous administration. The tissue-to-plasma
ratios of cocaine in OB following intranasal administration
were found to be significantly higher than those in other
brain regions before 60 min post dose. At 1 min post dose,
the tissue-to-plasma ratios in the olfactory bulb following
intranasal administration were found to be three times
those obtained after intravenous administration (15.0 (
4.1 vs 5.5 ( 1.1, p < 0.05). After 1 min, the olfactory bulb-
to-plasma concentration ratios in samples collected follow-
ing intranasal administration were found to be similar to
or smaller than those obtained after intravenous admin-
istration. The tissue-to-plasma concentration ratios in other
brain regions following intranasal administration were
found to be smaller than those obtained following intra-
venous administration.

Discussion

Intranasal drug administration has received consider-
able recent attention, because it is an attractive noninva-
sive alternative route that can be used for the systemic
delivery of compounds with poor oral bioavailability.
Individuals who consume cocaine illicitly have long ago
adopted and explored this route of administration. Because
of the fear of HIV or other types of infection, there has been
a recent shift among drug addicts away from intravenous
injection to intranasal use. For inexperienced drug users
in particular, the intranasal route has been preferred over
intravenous injection. Although some evidence exists that
substances may enter the brain directly from the nasal
cavity, little attention has been paid to addressing the
possibility that nasally applied abused substances could
be transported directly from the nasal cavity to the central
nervous system (CNS). Using a pharmacokinetic study
design, we have obtained results suggesting that, when
applied intranasally, a small fraction of the cocaine dose
can be transported directly from the nasal cavity to the
olfactory bulb. Whether the direct entry of nasally applied
substances from the nasal cavity to the brain could result
in increased abuse potential of nasally applied neurologi-
cally active drugs requires further study.

The olfactory system begins peripherally with the olfac-
tory epithelium that is located on the roof of the nasal

cavity. The olfactory receptors are bipolar neurons, one end
of which is located in the nasal olfactory epithelium and
the other end extending through the holes in the cribriform

Table 1sBrain Tissue-to-Plasma Cocaine AUC Ratios as a Function of Time Following Intravenous and Intranasal Administration

AUCbrain tissue/AUCplasma

iv administratio in administration

time, min OB OT RB OB OT RB

0−1 5.52 ± 1.09 7.10 ± 1.42 5.11 ± 0.99 16.1 ± 9.30c,d 5.52 ± 4.27 1.27 ± 0.73a

0−2 6.06 ± 1.02 7.37 ± 1.31 5.73 ± 0.93 13.8 ± 6.29a,c,d 4.23 ± 2.91a 1.38 ± 0.54a

0−4 7.17 ± 0.67 8.28 ± 0.86b,c 6.92 ± 0.62 9.62 ± 1.77a,c,d 2.67 ± 0.82a 1.52 ± 0.24a

0−8 8.30 ± 0.50 9.71 ± 0.69b,c 8.03 ± 0.47 9.01 ± 1.40c,d 3.05 ± 0.54a 2.10 ± 0.30a

0−15 9.17 ± 0.54 10.91 ± 0.70b,c 9.04 ± 0.56 9.27 ± 0.89c,d 4.15 ± 0.51a 3.04 ± 0.29a

0−60 9.94 ± 0.55 12.11 ± 0.69b,c 10.42 ± 0.54 8.15 ± 0.56a,c,d 5.93 ± 0.48a 4.86 ± 0.34a

0−120 9.39 ± 0.49 11.41 ± 0.62b,c 9.93 ± 0.49 7.61 ± 0.49a,c,d 6.50 ± 0.47a,c 5.52 ± 0.51a

a Significantly different from that after intravenous dosing, p < 0.05. b Significantly different from OB, p < 0.05. c Significantly different from RB, p < 0.05.
d Significantly different from OT, p < 0.05.

Figure 2sBrain tissue-to-plasma cocaine concentration ratios as a function
of time following intravenous (iv) and intranasal (in) administration in rats (mean
± SD, n ) 4−5 per time point). See legend for Figure 1 for definitions of the
abbreviations. a: significantly different from OT/PL cocaine ratio, p < 0.05; b:
significantly different from RB/PL cocaine ratio, p < 0.05; c: significantly different
from the corresponding ratios obtained following intravenous administration,
p < 0.05.
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plate of the ethmoid bone and ending in the olfactory
bulb.15,16 It has been suggested that there is free com-
munication between the nasal submusocal interstitial space
and the olfactory perineuronal space, which appears to be
continuous with a subarachnoid extension that surrounds
the oflactory nerve as it penetrates the cribriform plate.17,18

Previous studies in mammals have demonstrated transport
of protein tracers such as albumin labeled with Evans
blue,19 horseradish peroxidase,20-22 and conjugated wheat
germ agglutinin-horseradish peroxidase20-22 from the
nasal cavity to the olfactory bulb and its connected struc-
tures. Studies examining the transport of metals in the
olfactory system have reported the movement of colloidal
gold,23 manganese,24 and cadmium25,26 within the olfactory
system following intranasal administration. A series of
recent studies performed by Sakane and co-workers have
demonstrated significant increases of drug concentrations
in the cerebrospinal fluid following intranasal administra-
tion of a variety of model substances, which have been
shown to have low permeability to the CNS following
systemic administration.8,27-30 In contrast, enhanced brain
delivery of a number of drugs was not always observed
when results of nasal administration were compared with
those obtained after intravenous dosing.2,9,31

One major limitation of the cited work is that brain and
CSF drug concentrations usually were determined at a
single time following dosing. Depending on the time of
sampling, the brain drug concentration obtained following
intravenous administration could have passed the maximal
level and already have been in the declining phase, while
the brain drug concentration obtained following intranasal
administration could have been right around the maximal
level. One could then incorrectly conclude that enhanced
drug exposure in the brain had been observed following
intranasal administration, implying the existence of direct
nose-brain drug transport. In this research, a more
complete pharmacokinetic examination of drug levels in
plasma and different regions of the brain in the rat has
been used as a tool to determine the existence of the direct
nose-brain drug transport of nasally applied cocaine.

Cocaine is known to be a potent vasoconstricting agent
commonly used to constrict nasal blood vessels during
rhinologic procedures. This unique property of cocaine could
prevent or delay its own systemic absorption following local
application. Comparison of the dose-normalized plasma
data collected from intravenous and intranasal administra-
tion indicates that nasally applied cocaine was rapidly and
completely absorbed into the systemic circulation. This
suggests that because of its high lipophilicity, movement
of cocaine from the nasal mucosa to the blood was not
limited by the reduction in the nasal blood flow. The
detection of cocaine in the brain following intranasal dosing
could have been due to the systemic absorption of the drug
via the capillary network under the nasal mucosa and the
subsequent distribution from the systemic blood into the
target regions in the brain. The brain cocaine content was
therefore normalized by the plasma cocaine concentration
to allow comparisons of data collected following different
routes of administration. The brain-to-plasma cocaine AUC
or concentration ratios obtained after intravenous admin-
istration should represent the distribution of cocaine from
systemic circulation into different brain regions (passing
through the blood brain barrier). Because nasally applied
cocaine does not appear in the systemic circulation instan-
taneously, the brain-to-plasma cocaine ratios after intra-
nasal dosing should be similar to or smaller than those
obtained after intravenous administration if nasally ap-
plied cocaine enters the brain only via the systemic blood.
In this study, the cumulative OB-to-plasma cocaine AUC
ratios obtained up to 4 min following nasal application was

1.5 to 3 times higher than that obtained after intravenous
dosing. At 1 min post dose, the OB-to-plasma cocaine
concentration ratio following intranasal administration was
3 times those obtained after intravenous dosing. These
results support the existence of an alternative brain entry
pathway for cocaine. Furthermore, following intravenous
administration, no significant differences in cocaine content
were observed among different brain regions whereas
cocaine content was found to be region specific (olfactory
bulb > olfactory tract > the remaining part of the brain)
following intranasal administration. If the substance can
be transported directly via the olfactory system, the first
anatomical brain region of contact is the olfactory bulb. The
olfactory tract connects the olfactory bulb to the remaining
part of the brain. The brain cocaine content gradient
observed following intranasal dosing but not after intra-
venous dosing further supports the existence of a direct
pathway.

Because nasally applied cocaine was extensively and
rapidly absorbed into the systemic circulation, the amount
available for the direct nose-brain pathway is small.
Therefore, the OB-to-plasma cocaine AUC ratios after
intranasal administration were higher than those after
intravenous administration only at early times after dosing.
The distribution of this small amount of cocaine into other
brain regions is counteracted by their large masses, thus
leading to the insignificant increase in cocaine content in
other brain regions. Consequently, the tissue-to-plasma
AUC ratios in other brain regions obtained after intranasal
administration were not higher than those after intrave-
nous dosing. Similar to the tissue-to-plasma AUC ratios
in different brain regions after intravenous dosing, the RB-
to-plasma AUC ratios after intranasal administration
increased as a function of time. The OT-to-plasma AUC
ratios after intranasal dosing were high initially, decreased
as a function of time, and subsequently increased as a
function of time. The OB-to-plasma AUC ratios after
intranasal dosing were high initially and decreased as a
function of time. These results suggest that directly
transported cocaine also was distributed into the OT
regions but, because the amount entered via this pathway
was not substantial, the OT-to-plasma AUC ratios after
intranasal dosing were not higher than those after intra-
venous dosing. Similar results were obtained when the data
were analyzed in nonaccumulated fashion (brain tissue-
to-plasma cocaine concentration ratios).

Mechanisms responsible for the direct nose-brain trans-
port of nasally applied substances are not clear. One
suggested anatomical pathway for the direct transport of
foreign compounds from the nasal cavity to the brain
theorizes that foreign compounds enter into the olfactory
sensory neurons by endocytosis or by binding to surface
receptors and subsequently undergoing adsorptive endocy-
tosis. The compounds could thereafter be transported
within the olfactory sensory neurons by the axoplasmic
flow, but whether they could be transported beyond the
olfactory system is a question that remains to be answered.
Neuronal transport is generally believed to be a slow
process and seems to be consistent with the results from
studies on heavy metals23-26 and protein tracers.19-22

However, this pathway is not likely to explain the observed
increase in OB-to-plasma cocaine AUC or concentration
ratios within 1-2 min following nasal application.

Another plausible explanation is that foreign substances
can diffuse into the nasal submucosa and subsequently
travel into the olfactory perineuronal channels because no
morphological barrier between the loose submucosal con-
nective tissue and the perineuronal space has been identi-
fied.17,18 Large molecular weight markers injected into the
lateral ventricles can be observed to flow down from the
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central nervous system and reach the nasal submucosal
extracellular space via the open pathway in the perineu-
ronal space.18 However, an intriguing question to us is the
following: How could foreign compounds be transported
from the nasal cavity to the brain through this open
channel against the direction of flow of the cerebral spinal
fluid? More studies are needed to define the exact mech-
anism(s) responsible for the direct transport of cocaine to
the olfactory bulb.

We conclude that nasally administered cocaine can be
transported directly from the nasal cavity to the olfactory
bulb. Due to rapid and extensive systemic absorption of
nasally applied cocaine, only a small fraction was trans-
ported to the CNS via the direct pathway. Further studies
are necessary to investigate the pharmacological/toxicologi-
cal consequences of direct nose-brain transport of nasally
applied cocaine and other abuse substances.
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Abstract 0 The UV absorbance and bitter taste of oxyphenonium
bromide (OB), an antiacetylcholine drug, in cyclodextrin (CD) solutions
are measured, and the local environment of the binding site and the
reduction of the bitter taste intensity are quantitatively estimated from
the UV data. The UV spectrum of OB is changed with the addition of
R-, â-, and γ-CD, because the phenyl group of OB is included into
the CD cavity. The maximum wavelength, λmax, senses environmental
changes of OB best among several spectral characteristics. From
comparison of λmax between a CD solution and the reference ethanol−
water and dioxane−water systems, the dielectric constant of the binding
site is evaluated. This value leads us to estimate the microenvironment
and structure of the binding site. The suppression of the bitter taste
of 4 mM OB by CDs is in the increasing order R-CD < γ-CD < â-CD.
The extent of this suppression can be quantitatively predicted from
the UV absorbance by assuming that the free OB molecule alone
exhibits the bitter taste, regardless of the kind and concentration of
CD. Some implications and limitations of the present approach are
discussed.

Introduction
Cyclodextrins (CDs) have homogeneous toroidal struc-

tures of different sizes. One side of the torus contains
primary hydroxyl groups, whereas the secondary groups
are located on the other side. The toroidal structure has a
hydrophilic surface resulting from the 2-, 4-, and 6-position
hydroxyls, making them water-soluble. The cavity is
composed of the glucoside oxygens and methylene hydro-
gens, giving it a hydrophobic character.1,2 CDs can give
beneficial modifications of guest molecules not otherwise
achievable: solubility enhancement, stabilization of labile
guests, control of volatility and sublimation, and physical
isolation of incompatible compounds. Because they are
practically nontoxic, they are added into pharmaceuticals
and foods for stabilization of labile compounds and long-
term protection of color, odor, and flavor.2,3 Furthermore,
cyclodextrins can mask bitter tastes of drugs,2,3 e.g.,
propantheline bromide4 and oxyphenonium bromide.5

The effect of solvents on the ultraviolet (UV) spectra of
aromatic molecules, particularly benzene, has been studied
extensively. UV spectra are often sensitive to the nature
of the local environment in solution.6 Medium sensitive
spectral characteristics can in turn be useful for studying
the microenvironments of molecules and, indeed, a great
variety of spectroscopic methods in solutions of small
molecules and macromolecules as also in micelle and
membrane research.7 Many such studies have the objective
of estimating the polarity of the microenvironment by
comparison with a number of reference solvents. Many
times relatively small changes with CD inclusion can be
observed on UV spectra of guest.2,3 At least an approximate
estimation of the polarity of the internal CD cavity enables

us to understand the inclusion of the various guests and
to predict the type of the potential guests. Various and
different estimates have been published. One estimate is
based on the fact that the spectral shift shown by the N,N-
diphenylamine (DPA) fluorescence probe depends on the
polarity of ethanol-water mixtures. The fluorescence
spectra of DPA show that the polarity of â-CD seems to be
identical with that of a 40% ethanol/water mixture. Of
course, this value cannot be considered to be an absolute
one, but probably only as a lower level. The DPA molecule
in solution is completely surrounded by solvent molecules,
while the extent of penetration of the DPA guest into the
CD cavity is probably only a partial inclusion.3 From
measurements of fluorescence quantum yields, Kondo et
al. estimated the dielectric constant of 6-p-toluidinylnaph-
thalene-2-sulfonate in the CD cavity.8

Sensory tests generally depend on individuals. Some
instrumental methods, therefore, are desired for such tests.
In this work we develop a UV method for the quantitative
estimation of the bitter taste intensity of oxyphenonium
bromide (OB, Figure 1), an antiacetylcholine drug, in
aqueous solutions of R-, â-, and γ-CDs. The UV absorbance
can be used for the determination of the binding constants
of OB with the CDs. Those constants enable us to estimate
the concentration of the free OB molecule in the CD
solutions. Bitter compounds are generally hydrophobic,9
but their CD complexes are rather hydrophilic, because of
the hydrophilicity of CDs.4 Thus we can expect that the
bitter taste of OB in a CD solution is estimated from the
free OB concentration alone.4,5 The other research interest
is that OB has two possible hydrophobic groups for CD
inclusion, phenyl and cyclohexyl groups. The incorporation
of the phenyl group into the CD cavity should result in UV
spectral changes, because of the change of its microenvi-
ronment. Thus, we can expect to determine which group
of OB is entrapped into the CD cavity.

Experimental Section
MaterialssA sample of OB was purchased from Sigma Chemi-

cal Co. Because this sample was analyzed to be pure by reversed-
phase liquid chromatography, it was used without purification.
Sodium bromide of analytical grade and R-, â-, and γ-CDs from
Nacalai Tesque Co. (Kyoto) were used as received. The ion-
exchanged water was used after double distillation.

UV MeasurementssAll UV spectra were recorded with a
Hitachi U-3000 spectrophotometer at 36.5 ( 0.1 °C. The absor-
bance was determined at an interval of 0.5 nm between 220 and
300 nm and at an interval of 0.1 nm between 240 and 280 nm.
The first and second derivative spectra of OB were recorded at an
interval of 0.1 nm between 240 and 280 nm. All sample and
reference cuvettes contained 154 mM NaBr, unless specified. The
sample cuvette contained 4 mM OB and CD, whereas the reference
cuvette contained CD of the same concentration as the sample.
The difference spectra were obtained by subtracting the spectra
of a 4 mM OB solution from those of sample solutions. The
maximum wavelength, λmax, was determined from the first deriva-
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tive spectrum. The CD concentrations in the sample were changed
up to 50 mM, 10 mM, and 50 mM for R-CD, â-CD, and γ-CD,
respectively. For each CD system the difference spectra were
obtained at about seven concentrations, and those absorbance data
were used for the determination of the binding constant of OB
and CD.

The effects of ethanol and dioxane on the spectrum of 4 mM
OB were investigated at several compositions without NaBr.

Test of Bitter TastesFive volunteers were involved in the
sensory test. These panelists tasted aqueous 154 mM NaBr
solutions containing OB alone and a mixture of 4 mM OB and
CD. Each volunteer categorized the bitter taste intensity of a
solution as one of the following scores: 0 ) no bitter taste; 1 )
very slightly bitter taste; 2 ) slightly bitter taste; 3 ) appreciably
bitter taste; 4 ) very bitter taste; 5 ) extremely bitter taste. The
bitterness score for the solution was averaged over the five
individuals, so that the averaged score of the solution was a
continuous variable smaller than 5.

Data TreatmentssAbsorbance data were transferred to tables
in Microsoft Excel 97 to be subject to further analysis. The
nonlinear least-squares method available in Microsoft Excel 97
was used.

Results and Discussion
UV Spectra of Oxyphenonium BromidesThe aro-

matic chromophore absorbs the UV light. The water
spectrum of benzene, for example, exhibits a bathochromic
shift, a reduction in the peak intensity, and a broadening
of the bands.6 Similar spectral changes were observed for
OB in water, dioxane, ethanol, and their mixtures. The
maximum wavelength (λmax), minimum wavelength (λmin),
and absorbance ratio (Amax/Amin) at λmax and λmin in original
spectra and corresponding spectral parameters in the first
and second derivative spectra depend on the solvents. The
peak around 263 nm is the most sensitive to the solvent
among these spectral parameters. As Figure 2 shows, this
band shifts toward the longer wavelength side with the
addition of ethanol and dioxane.

As Table 1 shows, the CDs also cause red shifts. This
result indicates that OB is bound to these CDs. Comparison
between these λmax values and the results of Figure 2
enable us to estimate the local microenvironments of OB
in the CDs. The dielectric constants of the water-ethanol10

and water-dioxane11 systems at 37 °C are available in the
literature. The estimated dielectric constants are shown
at columns labeled DETOH and DDIO in Table 1. The
dielectric constant in a 10 mM â-CD solution is smaller
than that of ethanol (22.7).10 These dielectric constant
values do not accurately correspond to the true microen-
vironments of the binding sites, because all of the OB
molecules are not incorporated into the CDs under the
present conditions. To correct this partial binding, we need
the binding constants of OB with the CDs.

Binding Constants of Oxyphenonium Bromide for
CyclodextrinssOn the basis of electromotive force data,
we have shown that OB (P) does not self-associate below
10 mM and that it forms the 1:1 complexes (PD) alone with
R-CD, â-CD, and γ-CD (D).5 The equilibrium constant of
this complexation is defined as

The total concentrations of OB and CD are written as

From eqs 1-3, we can obtain the concentration of free OB:

Figure 3 shows typical difference spectra of OB in
solutions of R-CD, â-CD, and γ-CD containing 154 mM
NaBr. At a given wavelength the absorbance difference,
∆A, can be expressed as

where εP and εPD denote the molar absorptivities of OB and
the equimolar complex of OB and CD, respectively, and l
stands for the optical path length of the cuvette. The εP
value was determined from the spectrum of a 4 mM OB
solution.

From eq 6 we can calculate a theoretical absorbance
difference value for a given set of CP and CD. The values of
εPD and K1 were regarded as adjustable parameters to be
best fitted to the observed absorbance difference by non-
linear least-squares method. The best fit binding constants
are shown in Table 1. These values are close to those

Figure 1sChemical structure of OB.

Figure 2sUV maximum wavelength of OB vs volume percent of water in
binary mixtures of (a) ethanol and water and (b) dioxane and water. The
smooth lines are hand-drawn through the observed data at 36.5 °C.

Table 1sAbsorption Maximum Wavelengths, Dielectric Constants, and
Binding Constants of OB in CD Solutions at 309.7 K

K1 (M-1)

CD λmax (nm) DETOH DETOHcora DDIO DDIOcor
a UV emfb

none 263.30 74.5 74.5 74.5 74.5 − −
50 mΜ R-CD 263.48 66.5 64.7 66.5 64.7 94 58
10 mΜ â-CD 264.31 <22.7 <22.7 4.5 2.9 7350 8500
50 mM γ-CD 263.98 45.0 40.5 36.5 30.7 140 96

a Dielectric constant at full binding. b Electromotive force measurements.5

K1 ) [PD]/[P][D] (1)

CP ) [P] + [PD] (2)

CD ) [D] + [PD] (3)

[P] ) {K1CP - K1CD - 1 + [(K1CP - K1CD - 1)2 +

4K1CP]1/2}/2K1 (4)

∆A ) l(εPD - εP)[PD] (5)

) l(εPD - εP){K1CP + K1CD + 1 -

[(K1CP - K1CD - 1)2 + 4K1CP]1/2}/2K1 (6)
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determined by electromotive force measurements.5 For
R-CD the observed absorbance differences at 265.5 and
269.5 nm were used simultaneously, because these values
exhibited the greatest changes. By the same reasons the
wavelengths at 257.0 and 263.0 and at 257.0 and 263.5 nm
were employed for â-CD and γ-CD, respectively. The extent
of fitting was measured by the SS value defined as

The number, n, of data and the SS value were shown in
Table 2, together with the molar absorptivities for the
equimolar complex of OB and CD.

Now we can estimate the dielectric constants at the
binding sites of OB in CD by using the binding constants
obtained by the UV method. The binding percent of OB is
81.5% for 50 mM R-CD, 97.8% for 10 mM â-CD, and 86.8%
for 50 mM γ-CD. We assumed that the estimated dielectric
constant is the sum of the free OB and bound OB. Thus,
we can estimate the dielectric constants, Dcor, at full
binding for the ethanol and dioxane systems. As Table 1
shows, these dielectric constants for CD are rather close
to one another for the two solvent systems. This fact

demonstrates the validity of the present estimation. The
dielectric constant for R-CD suggests that the phenyl group
of OB is outside of the R-CD cavity or is shallowly
penetrated into the cavity. The phenyl group of OB will be
deeply incorporated into the â-CD cavity, because an
estimated dielectric constant of DDIOcor ) 2.9 is very close
to 2.1 of dioxane.11 Because this group is snugly incorpo-
rated in the γ-CD cavity, the cavity has room enough to
contain some remaining water molecules. Therefore, OB
senses the γ-CD cavity to be a mixture of dioxane and water
with Dcor ) 30.7.

Thus, we can estimate the microenvironments of OB in
the CDs from the UV spectra.

Effects of Cyclodextrins on the Bitter Taste Inten-
sity of OBsThe intensity of bitter taste of an OB solution
is shown as a function of OB concentration in Figure 4. As
Figure 5 shows, the bitter taste intensity of a 4 mM OB
solution is remarkably reduced by the addition of CDs. This
reduction by the kind of CD is in the increasing order of
R-CD < γ-CD < â-CD, consistent with the magnitude of
the binding constant.

Bitter compounds have a variety of chemical structures
including alkaloids and terpenes. These compounds, how-
ever, are generally hydrophobic and easily absorbed to the
receptor of bitter sites.9 OB tastes bitter, but CD is not a
bitter compound, because of its hydrophilicity. We have
shown that the complexes of CD with surfactants12 and
propantheline bromide4 are surface-inactive. Similarly, the
complex of OB and CD is rather hydrophilic and would not
taste bitter.4,5 Thus we can assume that the free OB
molecule alone exhibits the bitter taste, regardless of its
CD complex and CD. On the basis of this assumption, the
bitter taste intensity of an aqueous solution of OB and CD

Figure 3sTypical UV difference spectra of 4 mM OB in 154 mM NaBr solutions
of (a) R-CD, (b) â-CD, and (c) γ-CD. The CD concentrations (mM) were at
5 (O), 10 (b), 20 (4), and 30 (2) for R-CD, 1.5 (O), 4.5 (b), and 9.0 (4)
for â-CD, and 5 (O), 10 (b), and 15 (4) for γ-CD.

Table 2sMolar Absorptivities (cm-1 mM-1 at Two Wavelengths) of OB
and the Equimolar Complex, the Number of Data, and the SS Value
for the OB−CD Systems at 309.7 K

CD εP εPD λ1 (nm) εP εPD λ2 (nm) n SS × 104

R-CD 0.1596 0.1752 265.5 0.0821 0.1001 269.5 12 7.79
â-CD 0.2277 0.1945 257.0 0.1886 0.1418 263.0 13 2.49
γ-CD 0.2277 0.2030 257.0 0.1917 0.1669 263.5 13 2.15

SS ) ∑
n

(∆Aobsd - ∆Acalcd)
2 (7)

Figure 4sScores of bitter tastes of aqueous OB solutions plotted against
the OB concentrations.

Figure 5sEffects of CDs on the bitter taste intensity of a 4 mM OB solution:
R-CD (O), â-CD (4), and γ-CD (b). The solid lines are calculated from eqs
4 and 8 by using the equilibrium binding constants shown in Table 1.
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will be determined by the concentration ([P]) of uncom-
plexed OB in the solution, irrespective of the kind and
concentration of CD:

Actually we did not attempt to fit any empirical equation
to the observed bitter scores shown in Figure 4, but drew
a smooth line through these data, albeit not shown therein.
This line was used for reading a bitter score at a free
concentration of OB and is expected to hold true for all
solutions of OB and CD.

To verify this assumption, we calculated a theoretical
bitter taste intensity by using eqs 4 and 8 for a solution
containing 4 mM OB and CD. Here the binding constant
estimated by the UV method was employed in eq 4. The
solid curves in Figure 5 show such theoretical values. These
values are close to the observed ones. Thus, eq 8 holds true
for all solutions containing OB and CDs. This important
result enables us to predict the intensity of bitter taste of
an OB and CD solution from the observed UV absorbance
of their mixed solution.

Implications and Limitations of the Present Works
The present UV approach for estimating the microenvi-
ronment of the binding site will apply for CD inclusion of
other chromophores. OB exclusively forms the 1:1 com-
plexes with R-, â-, and γ-CD.5 Other guests often form
ternary and quaternary complexes.12 For such complicated
inclusion systems, the present approach will not provide
clear information on their microenvironments, though
other spectroscopic methods, such as NMR and circular
dichroism, can give more detailed information. Such spec-
troscopic data will generally provide a basis of the present
UV method for estimating the binding site.

The UV method for predicting the bitter taste of OB
reduced by CDs will apply to other bitter aromatic com-
pounds. This enables us to determine the kind and con-
centration of CD to suppress the bitter taste of drug from
a few and reproducible experiments. The UV method,
however, does not apply for the self-associating or multiple
complexing systems, because the UV absorbance senses all
of the monomer and polymers of guest and its CD com-
plexes. For the same purpose we have proposed the surface
tension4 and electromotive force5 methods. Many drugs self-
associate in aqueous media by hydrophobic interactions,13

though OB does not self-associate.5 Guest generally forms
multiple complexes with CD.12,14 The surface tension and
electromotive force methods can apply to such self-associat-
ing or multiple complexing systems,4,5 because these
methods sense the free drug molecule alone. The UV
method, however, has the advantage of convenience over

these methods. This method would apply to bitter blockers
with characteristics similar to CD. A kind of lipoprotein
can specifically inhibit bitter taste by masking the receptor
site for bitter substances.15 The present method will be
inapplicable to such masking systems.
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Abstract 0 The in vitro release of a drug from topical formulations
depends on the concentration of the drug in the formulation, the
solubility of the drug in the base, the diffusion coefficient of the drug
in the vehicle, and the partition coefficient of the drug between the
vehicle, and the release medium. Incorporation of both complexing
agents and cosolvents into such formulations has been used to
enhance the in vitro release of a drug from topical formulations. In
this investigation, a novel approach to enhance the in vitro release of
benzocaine from different ointment formulations has been introduced.
In this study, benzocaine was microencapsulated using gelatin−acacia
complex coacervation technique. Various weight fractions of the
coacervate, 5, 10, and 20% (w/w), were incorporated into both
oleaginous and absorption bases. The in vitro release characteristics
of benzocaine from the resulting ointments were studied using a
modified USP Dissolution Apparatus 2. A plot of the cumulative amount
of drug released (7−8%) per unit surface area versus (time)1/2 was
linear. Microscopic studies of the formulations revealed that the
coacervates maintained their integrity in the formulation during the
preparation and storage of the dosage form. Differential scanning
calorimetric (DSC) studies indicated that the drug existed in the
crystalline state in all formulations including those at a low drug load
(0.5% w/w). DSC was also used to determine the solubility of the
drug in the formulation. The rate and extent of drug release was higher
in the absorption base as compared to the oleaginous base.

Introduction
When striving to achieve therapeutic effectiveness in a

topical formulation, two important factors are generally
considered during the design of such formulations including
(i) the rate of drug release from the vehicle used in the
formulation and (ii) the ease or difficulty with which the
drug will penetrate the skin barrier after its release from
the base. Different mathematical models have been utilized
in the literature to describe the in vitro release character-
istics of a drug from topical dosage forms.1-3 The rate of
drug release from such formulations depends on various
physicochemical factors including the solubility of the drug
in the vehicle, the concentration of the drug in the formula-
tion, and the diffusion coefficient of the drug in the topical
vehicle.1 However, when two-phase emulsion type topical
formulations are utilized, one must consider the type of
emulsion used in the formulation of the ointment and also
the effect of micellar solubilization on the thermodynamic
activity of the drug in various phases.3-6 When the topical
formulation matrix is an emulsion or suspension type, the
effective diffusion coefficient of the drug must be used
instead of diffusion coefficient.3 In general, the rate of drug
release from topical formulations has been enhanced by

increasing the drug load, by changing the diffusivity of the
drug in the vehicle, and by changing the drug’s solubility
in the vehicle. The solubility of a drug in the vehicle has
been modified by incorporation of other components into
the base, the addition of a cosolvent, changing the pH of
the medium, and addition of a complexing agent.7-9 The
diffusivity of the drug has been altered by changing the
microscopic viscosity of the vehicle.1 In essence, the effect
of different bases and their composition on the release of
benzocaine from topical formulations has been extensively
studied.10-14 The present study attempts to enhance the
release rate of a model drug benzocaine from ointments
prepared from two different bases using a novel gelatin-
acacia coacervation technique.

The gelatin-acacia complex coacervation method has
been widely used for the microencapsulation of many
hydrophobic drugs.15-20 During the microencapsulation
process, the coacervates formed are usually cross-linked
and hardened by the addition of a dehydrating agent.21

Aldehydes are generally used for this purpose. Cross-
linking of the gelatin-acacia coacervate occurs through
either a dimethylene ether bridge or methylene bridge.21

In contrast, this investigation has used gelatin-acacia
complex coacervates (without cross-linking) containing
benzocaine in topical formulations to modify the release
characteristics of this drug. In this study, benzocaine
microcapsules prepared using the gelatin-acacia complex
coacervation method were incorporated directly into the
ointment bases by levigation prior to the hardening process
of the microcapsule wall. Therefore, the objectives of this
investigation were (i) to modify the release characteristics
of benzocaine from various topical formulations by incor-
poration of the gelatin-acacia coacervate of the drug into
base, (ii) to evaluate the effect of various base-types on the
release characteristics of the drug, and (iii) to elucidate the
mechanism of release from the resulting formulations.

Materials and Methods
MaterialssBenzocaine and n-butyl PABA (Sigma Chemicals,

Milwaukee, WS); gelatin, acacia, chloroform, n-octanol, hydrochlo-
ric acid (Fisher Scientific, Fairlawn, NJ); white petrolatum (Dayton
Hudson, Minneapolis, MN); Aquaphor (Beiersdorf, Norwalk, CT)
were used as received.

Preparation of the Benzocaine Microcapsules and the
OintmentssBenzocaine (2 g) was dispersed in 100 mL of 1%
(w/v) acacia solution in water, and the resulting suspension was
then mixed with 1% (w/v) gelatin solution at 40 °C while stirring
the solution. The pH of the 1% acacia solution was 4.5 and that of
the 1% (w/w) gelatin solution was 4.0. The pH of the gelatin-
acacia mixture (50:50 v/v) was 4.3. The pH of this mixture was
adjusted to 3.9 with 0.1 N HCl and stirred for an additional 30
min. The coacervates were then centrifuged at 2000 rpm for 5 min
in a IEC HN-II model centrifuge (International Equipment
Company, Needham Hts, MI), and the supernatant was discarded.
Different weight fractions of the coacervate were then incorporated
into an oleaginous base (Petrolatum) and an absorption base* Corresponding author.
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(Aquaphor). Empty gelatin-acacia coacervates were prepared
without benzocaine using the similar procedure described earlier
for the benzocaine microcapsules. Physical mixtures of both bases
with blank coacervate (microcapsules without drug) were prepared
by mixing the coacervates with base by levigation. The resulting
mixture will be described as the “physical mixture” in the text,
hereafter. Ointments were prepared using the levigation method
on an ointment slab. The water content of the coacervate without
benzocaine and with benzocaine, prior to incorporation into
ointment bases was determined using Karl Fisher titrimetry.

Analysis of BenzocainesBenzocaine was analyzed by two
methods. An HPLC method was used to study the in vitro release
kinetics of the drug and its stability in the formulation. A
Spherisorb C18, pH stable column (Phase Separations, Norwalk,
CT), 15 cm in length was used. The column effluents were
monitored at 254 nm (Shimadzu SPD-6A UV detector, Shimadzu.
Koyoto, Japan), and the flow rate was maintained at 1 mL/min
(Shimadzu LC-6A pump). The mobile phase consisted of methanol:
phosphate buffer (58:42 v/v, pH 8.0). A UV/vis spectrophotometer
(Perkin-Elmer, Lamda 400, Perkin-Elmer, Norwalk, CT) was
operated at a wavelength of 290 nm. This method was used to
determine the drug load in the formulation.

Drug Content in the OintmentssA known amount of the
ointment was dissolved in chloroform, and the concentration of
benzocaine in solution was determined using a calibration curve
of the drug in chloroform. Standard curves were linear over the
concentration range (0.5-40 µg/mL).

In Vitro Release StudiessThe in vitro release of benzocaine
from the ointments was carried out in a modified USP Dissolution
Apparatus 2 (Hanson Research Corp., Chatsworth, CA). Five
hundred milliliters of Sorensen’s phosphate buffer pH 7.4 was used
as the release medium, and temperature of the medium was
maintained at 32 °C. The ointments (3.6-4.0 g) were placed in a
specially designed aluminum cell (made in-house) with a diameter
of 4.5 cm. The aluminum cells containing the ointments were
carefully placed in the bottom of the dissolution medium. The
paddles were rotated at 50 rpm. The release of drug from the
surface (surface area ) 15.90 cm2) to the bulk of the release
medium was studied. At predetermined time intervals, 1 mL of
the release medium was collected and replaced with 1 mL of fresh
buffer. The concentration of benzocaine in the solution was
determined using the HPLC method described earlier. The data
presented are the average of three formulations prepared inde-
pendently.

Phase Contrast Microscopic StudiessThe ointment samples
were carefully smeared on glass slide and examined under a phase
contrast microscope (Olympus, model CK2). This microscope was
attached to a camera (OM-10) and used a Kodak Plus-X-Pan film
with an ASA 125 automatic exposure.

Differential Scanning CalorimetrysDSC curves were ob-
tained using a Shimadzu (DSC-50) differential scanning calorim-
eter attached to a Shimadzu (model C-R49) Chromatopac inte-
grator. Samples (2-5 mg) were placed in the aluminum pans and
heated at a rate of 10 °C/min with nitrogen purge at a rate of 20
mL/min.

Determination of Solubility of the Drug in the Ointments
The solubility of the drug in the ointment at its melting point was
determined by DSC using a method described by Theeuwes et al.22

The ointment sample (2-5 mg) was crimped into a nonhermati-
cally sealed aluminum pan and heated in a DSC at a controlled
rate (10 °C/min) with nitrogen purge. The enthalpy of fusion of
the drug was determined and plotted against the known drug load.

Results and Discussion
The phase contrast microscopic studies of the petrolatum

base containing benzocaine, empty microcapsules, and
microencapsulated benzocaine is shown in Figure 1. Ben-
zocaine crystals were evident in the ointment even at the
lowest drug load (0.5% w/w) as shown in Figure 1a. Figure
1b depicts the micrograph of an ointment containing a
physical mixture of 20% (w/w) of empty gelatin-acacia
coacervate (without benzocaine) and 80% (w/w) of petro-
latum after one month of storage in a refrigerator. Figure
1c represents the micrograph of ointment prepared from
microencapsulated benzocaine in petrolatum. This study

revealed that the coacervate maintains its integrity during
preparation of the ointments and storage over a period of
at least one month. The physical state of drug in the topical
formulation is an important parameter, which in turn
affects the drug’s release rate from the topical vehicle. The
rate of release of a drug from a formulation is always higher
if the drug is present in the dissolved state rather than
the dispersed state.3,11 In this investigation, the physical
state of the drug was determined by two independent
methods. DSC was used to measure the enthalpy of fusion,
if any, of the free crystalline drug in the formulation. No
melting peak in the formulation indicated the drug was

Figure 1sPhotomicrographs of (a) benzocaine ointment in Petroatum (0.5%
w/w); (b) physical mixture of empty microcapsules 20% (w/w) and Petrolatum
80% (w/w); (c) microencapsulated benzocaine in Petrolatum.
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present in a molecularly dispersed state. The physical state
of the drug in the formulation was further confirmed by
visual inspection of the free crystalline drug in the formu-
lation under a phase contrast microscope. DSC studies
revealed that at even an extremely low drug load (0.5%
w/w), an endothermic peak at 88 °C was observed in the
DSC thermogram. This endothermic peak was attributed
to the melting of benzocaine. Therefore, some of the drug
was present in the crystalline state in the formulation at
a drug load of 0.5% (w/w).

The fraction of benzocaine released from the ointments
prepared from Petrolatum base is shown in Figure 2. In
this study, benzocaine was incorporated into the petrola-
tum base as follows: (i) directly into Petrolatum, (ii) into
a physical mixture of the empty microcapsules and Petro-
latum (20:80 w/w), and (iii) microencapsulated benzocaine
into Petrolatum. The benzocaine load was kept the same
in all formulations. The cumulative amount of drug re-
leased from ointments containing microencapsulated ben-
zocaine was found to be higher than the physical mixture
or Petrolatum alone. A linear relationship was observed
when the cumulative amount of drug released was plotted

against the square root of time. The results of this study
suggest that the release of benzocaine from these formula-
tions occurred by a matrix diffusion control mechanism as
described by Higuchi.1 The slope of the lines (Figure 2b),
which is a measure of the rate of drug released from the
formulation, was then determined. In the case of the
ointment containing coacervated benzocaine in Petrolatum,
the release rate was found to be 2.5 times faster than the
petrolatum ointment containing benzocaine alone. How-
ever, in case of the physical mixture the rate was only 1.4
times higher under similar test conditions.

Also of interest was the determination of the release
kinetics of benzocaine from an absorption base. Aquaphor
was selected for this study. Three different formulations
were prepared in a similar manner as described earlier for
Petrolatum. Interestingly, the ointment containing mi-
croencapsulated benzocaine also showed a higher rate and
extent of benzocaine release. A plot of the cumulative
amount of drug released vs the square root of time also
showed a linear relationship indicating matrix diffusion
control release. The rate of release of benzocaine from
Aquaphor containing the coacervated drug was found to
be 2.1 times faster than the Aquaphor containing the
benzocaine alone. In the case of the physical mixture, the
rate of drug release was approximately 1.4 times higher
than the base containing benzocaine alone. Comparison of
in vitro release profiles of benzocaine from these two bases
revealed that in all three types of formulations studied,
the release of benzocaine was always higher in Aquaphor
than Petrolatum. The in vitro release profiles of benzocaine
from Aquaphor and Petrolatum bases containing a similar
drug load of benzocaine were then studied. Comparison of
the slope of the cumulative amount of benzocaine released
versus square root of time for these release profiles revealed
that the rate of benzocaine release from the Aquaphor base
is approximately 2.6 times higher than that of the Petro-
latum base. The increase in drug release from Aquaphor
as compared to Petrolatum is possibly explained by the fact
that the solubility of the drug in petrolatum is higher than
in Aquaphor, thereby held firmly by the vehicle, and the
rate of release of drug was slow.12 The presence of water
in the formulation due to the incorporation of the coacer-
vate could also contribute to the rate of release of the drug
from these ointments. The water content of the empty
coacervates and coacervate containing benzocaine prior to
incorporation into the ointments were determined by Karl
Fisher Titrimetry and found to be 82.5 and 78.5% w/w,
respectively. Therefore, water content of the ointments was
approximately 15 to 17% w/w (assuming 20% w/w of the
coacervate in the ointment). Presence of water will provide
rapid diffusion pathways of drug to get into the dissolution
medium. Although benzocaine has very low solubility in
water,23 diffusion through the water pathway or aqueous
coacervate pathway would be much faster than through
the high viscosity, gellike Petrolatum or Aquaphor. This
may explain the increased rate of drug release from
ointments containing coacervates or from the physical
mixtures.

The solubility of the drug in both bases and the physical
mixture was determined by DSC. As mentioned earlier, the
solubility of the drug in the matrix is determined by this
method at the drug’s melting point (approximately 88 °C).
As such, the solubility of the drug in the Petrolatum base
was determined from the intercept of the line obtained after
plotting the drug-load in the formulation versus the heat
of fusion. After heating, some samples were allowed to cool
to room temperature and again reheated. Melting was
observed at the same temperature during reheating indi-
cating the drug was in the same crystalline form. Using
this method, the solubility of benzocaine in the Petrolatum

Figure 2sIn vitro release of benzocaine from oleaginous (Petrolatum)
ointments containing 2.9% (w/w) of benzocaine: (a) plot of cumulative amounts
of benzocaine released versus time, and (b) plot of cumulative amounts of
benzocaine released versus square root of time.
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was found to be 0.06 (w/w) (at 88 °C). Unfortunately, the
determination of the solubility of benzocaine in Aquaphor,
as well as in the physical mixtures, was not possible due
to other thermal activity interference near the melting
point of the drug from the matrix material.

Conclusions
(1) Gelatin-acacia coacervation method was used in the

microencapsulation of benzocaine.
(2) Incorporation of the coacervate (without cross-linking)

into Petrolatum or Aquaphor base substantially enhanced
the rate of drug release from both bases.

(3) This enhanced release is possibly due to the increased
diffusivity of the drug in the base, change in solubility, and
the thermodynamic activity of the drug in base by inclusion
of coacervates in the formulations.

(4) The release of benzocaine (7-8%, w/w) from all of the
formulations occurred via a matrix-controlled diffusion
mechanism.

(5) The absorption base showed a higher rate and extent
of benzocaine release as compared to the oleaginous base.
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Abstract 0 A set of nonionic cellulose ethers with varying hydro-
phobicity and molecular weight has been investigated by principal
component analysis (PCA). Several experimental variables such as
dynamic surface tension, diffusion coefficient, microviscosity as
monitored by a fluorescence probe technique, and intrinsic viscosity
are included in the analysis. The experimental variables and
observations (polymer fractions) are analyzed in models with good
predictive capacities. The apparent equilibrium surface tension
correlates to the cloud point and to the critical aggregation concentra-
tion in the presence of surfactant. The microviscosity is shown to be
a predictive parameter for the degree of hydrophobic substitution. The
irreversible process of dynamic surface tension is dependent on the
diffusion coefficient but to an even larger degree on the polymer
concentration, which is well illustrated by the PCA models.

Introduction

Cellulose ethers of amphiphilic nature such as hydroxy-
propyl(methyl)cellulose (HPMC) and ethyl(hydroxyethyl)-
cellulose (EHEC) are widely used in various pharmaceu-
tical dosage forms. These polymers are used as swelling
agents, binders, emulsifiers, rheological stabilizers, and for
film coating, etc.1 Cellulose ethers can be obtained in a
variety of fractions (samples) with different physicochem-
ical properties, since the molecular weight and degree of
substitution can vary considerably. Furthermore, large
batch to batch variations are common which may alter the
final pharmaceutical product in which they occur. Interac-
tion between these high molecular weight amphiphiles and
low molecular weight active substances, which often are
hydrophobic or even amphiphilic in nature,2 will affect, for
example, the release rate of drug from pharmaceutical
formulations based on cellulose ethers. The strength of such
associative polymer-drug interaction is in turn dependent
on the physicochemical properties of the cellulose ether
used. Thus, it is of importance to map the influence of the
chemical structure of the polymer on its physicochemical
properties in aqueous solution.

A set of cellulose ethers differing in hydrophobicity has
previously been thoroughly examined in this laboratory by
time dependent surface tension determination, viscosity
measurements, fluorescence probe techniques, solubiliza-
tion measurements, light scattering techniques, and size
exclusion chromatography. Most of these experimental
results have been published elsewhere.3-5 Some qualitative
relationships between the observed variables were seen.
However, the interplay between a large number of vari-
ables is difficult, if at all possible, to reveal without the

aid of mathematical tools capable of handling many, even
correlated, variables simultaneously.

Multivariate analysis6 (MVA) has, over the last couple
of decades, become more and more important as the
amount of data available on chemical systems increases
steadily. This branch of science, today named chemometrics
when applied on chemistry, involves a number of multi-
variate methods6 and is used in various branches of
chemistry and chemical processing7,8 to find optimum
conditions. The present polymer systems have been inves-
tigated by principal component analysis6 (PCA), a method
based on linear algebra involving a matrix decomposition.
Special emphasis has been put on finding models as simple
as possible with which to describe the systems, to find
predictive parameters for the physicochemical properties
of the polymer fractions (samples). Since the experimental
data available on these polymer fractions are quite exten-
sive, the paper also presents a validation of the usefulness
of principal component analysis on complex aqueous poly-
mer systems.

Experimental Section
Most of the data used in the analysis are published elsewhere.3-5

The different polymer samples (observations) are six different
ethyl(hydroxyethyl)cellulose (EHEC) fractions, CST-103, DVT-
87014, E230G, E411G, PR, OS, varying in molecular weight and
degree of substitution, and one fraction each of hydroxypropyl-
(methyl)cellulose (HPMC), hydroxypropylcellulose (HPC), hy-
droxyethylcellulose (HEC), and methylcellulose (MC). All EHEC
fractions were obtained from Akzo Nobel AB, Stenungssund,
Sweden. HEC and MC were obtained from Aldrich Chemie,
Steinham, Germany, HPMC from Colorcon., West Point, PA, and
HPC from Hercules Inc., Wilmington, DE. The abbreviations of
the variables studied are explained in the Glossary.

The determinations of molecular weight, diffusion coefficient,
microviscosity, and the rest of the parameters are presented
elsewhere.3-5 The microviscosity of the mixed sodium dodecyl
sulfate-polymer micelles was determined with the fluorescent
probe 1,3-di(1-pyrenyl)propane, P3P. The intramolecular excimer
formation of P3P is dependent on the local microfluidity around
the probe, and the monomer to excimer intensity ratio, IM/IE, is a
qualitative measure of the microviscosity.9

Method

Principal component analysis (PCA) was performed
using the SIMCA software package.10 The data matrix was
normalized and centered by an autoscaling procedure,
before the principal components (PC:s) were calculated.
This is a least-squares method producing principal com-
ponents which are orthogonal to each other. The first
principal component represents the largest variation in the
data, and the second component describes the second
largest variation orthogonal to the first and so forth. The
observations (polymer fractions) are in some sense sum-
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marized in the score vectors, which are linear combinations
of the variables, and the corresponding summary of the
variables is named loadings. In other words, the original
experimental variables are decomposed into fewer new
variables (PC:s) onto which the observations are projected.
A multiplication of the score (T) and loading (P′) matrixes
plus a residual (R) will regain the original normalized and
centered data matrix (X) according to

The original, unscaled data matrix is given in Appendix
1. The accuracy of the least squares models is expressed
as R2, the explained variance of the model. R2 is the
comparison between the squared sum of the experimental
observations (yobsd) and the squared sum of the values
calculated by the model (ycalcd) according to

where the sums range from 1 to n observations. R2

increases with the number of PC:s used in the model since
more variation in the experimental data can be explained
as the number of ”new” variables used increases, and hence
the residual decreases. The idea with the PCA, however,
is to use as few PC:s as possible in order to get a simpler
model. Q2 describes the relation between the squared sum
of observed values and the sum of squares of the values as
determined from cross validation (ycv):8

Cross validation is a process where the data themselves
are used. A few data points are left out at a time of the
consecutive model-calculations. Each data point is left out
of the calculation once. The closer to 1 that Q2 is, the better
the model. The predictive capacity can never be higher than
the explained variance and will reach a maximum when
increasing the number of PC:s used. Thus, the optimum
model has a high R2 as well as Q2 and a small difference
between the two. It follows that the model only is valid
within the experimental domain. All models presented here
contain two principal components. The R2 value for each
component is noted in percent on the axes in the figures.
The cumulative R2 and Q2 for each model are as follows:
Figures 1a and 1b (model 1), 0.882 and 0.536; Figures 2a
and 2b (model 2), 0.733 and 0.325; Figures 3a and 3b
(model 3), 0.769 and 0.648, respectively. The ellipse in each
figure describes the 95% confidence region.10

Results and Discussion
The characterization of water soluble polysaccharides is

far from trivial, involving a number of physically different

methods such as in this case dynamic light scattering,
fluorescence probe techniques, and dynamic surface ten-
sion. Some, but far from all, qualitative relationships can
be deduced just by looking at Table 1 and Appendix 1.
Principal component analysis, however, gives a much more
objective picture of the complex interplay between the
variables. The extensive knowledge of the polymer fractions
from this laboratory gives the possibility to construct
models containing the appropriate parameters, a critical
step in the analysis which is always subjective to some
degree. The data set has been divided into two subsets; one
containing observations of some of the polymer systems at
equilibrium (Figures 1a and 1b (model 1)), and one
containing observations describing the irreversible process
of dynamic surface tension before equilibrium together with
part of the equilibrium responses (Figures 2a and 2b (model
2), Figures 3a and 3b (model 3)). The a-figures give the
loading plot (experimental variables in relation to the
principal components) of each model, and the b-figures give
the score plot (polymer samples in relation to the principal
components) of each model.

Equilibrium ParameterssOnly the EHEC fractions
were chosen for the equilibrium parameter model since
complete substituent-information exist for these fractions,
and the substituents are of the same types ethyl (hydro-
phobic) and hydroxyethyl (hydrophilic) groups. This makes
the EHEC subgroup straightforward to compare. Figure
1a shows the loadings of the experimental variables for two
significant principal components (PC:s, denoted p1 and p2
in the figure) for all EHEC fractions. If a variable is located
close to and far along a PC axis, this variable “strongly
loads” into that PC. Such an experimental variable then
correlates with the new variable, or PC. Original experi-
mental variables lying close to each other correlate in the
hyper plane (the two-dimensional window provided by p1
and p2). The model shows four groupings of experimental
variables located far along the positive and negative sides
on the two principal component axes p1 and p2. The first
PC monitors the largest variation in the data. It can be
interpreted from the figure that the surface tension γ
(measured after 11.7 h on 500 ppm polymer solutions) is
strongly correlated to the surfactant concentration corre-
sponding to the onset of polymer-surfactant interaction
C1, as well as the cloud point CP, since these variable
vectors lie close to and far out on the first principal
component axis. Also, these variables are negatively cor-
related to the microviscosity indices and the surface
pressure as these variables are grouped close to and far
along the negative side of the first principal component.
The negative correlation between the microviscosity and
CP/C1/γ is in accord with the earlier reports.4,5 These
correlations can be qualitatively deduced from Table 1.
Furthermore, CP, C1, the surface tension, and the micro-

Table 1sSummary of Some of the Experimental Data Used in the Principal Component Analysis. The Variables Are Explained in the Experimental
Section

Polymer Mw (×105 g/mol) MSao DSalkyl CP (°C) C1 (mM SDS) IM/IE-max [η] (mL/g) D (×10-12 m2/s) γ (mN/m)

EHEC Fractions
CST-103 1.89 0.7 1.5 28 1.5 13.2 455 6.59 37
DVT-87014 1.33 0.9 1.4 28 1.5 8.1 290 7.55 40
E230 G 5.35 0.9 0.9 65 3.9 3.2 410 7.65 48
E411 G 7.85 1.7 1.2 58 3.7 3.2 1000 6.3 52
OS 13.2 1.5 1.6 24 1.5 10.0 1400 − 37
PR 12.4 1.75 1.4 48 2.5 4.0 1500 − 42

Other Cellulose Ethers
HPMC 3.01 0.4 2 55 3.9 5.2 740 6.48 47
HPC 1.06 0.4 − 42 2.0 6.6 134 12.22 42
MC 1.62 − 2 65 4.1 3.1 400 8.37 47
HEC 1.89 3 − 100 7.0 2.4 237 7.55 63

X ) T‚P′ + R (1)

R2 ) (∑yobsd
2 - ∑(yobsd - ycalcd)

2)/ ∑yobsd
2 (2)

Q2 ) (∑yobsd
2 - ∑(yobsd - ycv)

2)/ ∑yobsd
2 (3)
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viscosity are mainly governed by the hydrophobicity of the
EHEC fractions, as can be seen by the degree of hydro-
phobic substitution, DSalkyl, which is located in the group
of variables at the negative side of the first principal
component axis, and thus correlates with the microviscosity
and the surface pressure. A high surface tension, close to
that of water, is coupled to a high cloud point as both
variables monitor the hydration properties of the polymer.
A high surface tension also gives a low surface pressure,
or surface activity, since the latter is the difference between
the surface tension of water (73 mN/m) and the surface
tension of the polymer.

The microviscosity of mixed polymer-surfactant micelles
is hence strongly correlated to the hydrophobic substitution
of the polymer, as well as the surface activity, which earlier
has been discussed9 in terms of the ability of the polymer
to form densely packed mixed polymer-surfactant micelles.
This principal component model verifies that the micro-
viscosity of the ternary system EHEC/sodium dodecyl
sulfate/water can be used to predict the solubilization
properties of the corresponding binary cellulose ether/water
system, with the additional information that DSalkyl is the
structure-related parameter with the highest influence on
the ability to form densely mixed polymer micelles with
SDS.

The second PC p2 monitors the second largest variation
in data, 30.7%, as compared to the first PC, 57.5%. As
expected, the diffusion coefficient D is negatively correlated
to the molecular weight and the intrinsic viscosity, which
follows directly from the Stokes-Einstein equation D )
kT/(6πηr), where k is the Boltzmann constant, T is the
temperature, η is the viscosity of the solvent, and r is the
radius of a small hard sphere immersed in the viscous
solvent. It should be pointed out that D is obtained by
dynamic light scattering, [η] from capillary viscometry, and

Mw from size exclusion chromatographysthat is, from
independent methods. The molecular weight correlates as
expected with the intrinsic viscosity in accord with the
Mark-Houwink equation [η] ) KMa. These variables,
however, do not explain the variation of data along the first
PC and hence neither to the surface tension nor to the
microviscosity. An interesting feature is that the intrinsic
viscosity is correlated to MSao, the degree of hydrophilic
substitution. This is not too surprising since a polymer with
a higher hydrophilicity tends to swell in an aqueous
solution. MSao does not occur directly opposite to DSalkyl in
the plot. Whereas the degree of hydrophobic substitution
has a strong influence on the steady state surface tension
and microviscosity, the degree of hydrophilic substitution
is important for the intrinsic viscosity. This of course, is
not entirely true since DSalkyl and MSao in combination give
the polymer its specific amphiphilic nature. For example,
CST-103 is partly self-aggregated in aqueous solution due
to the uneven distribution of large hydrophobic substitu-
ents,5,11 a feature originating in the hydrophobic-hydro-
philic balance and clearly affecting the hydrodynamics of
the polymer. Nonetheless, the degree of hydrophobic sub-
stitution DSalkyl seems to affect the microviscosity of
polymer/surfactant micelles to a larger extent than the
degree of hydrophilic substitution MSao.

Figure 1b shows the score plot corresponding to the
loading plot of Figure 1a. The PC:s are denoted t1 and t2
to signify that the vectors plotted in this space are
observables (polymer samples)snot original variables as
in the loading plot of Figure 1a, where the PC:s are denoted
p1 and p2. The observation vectors in Figure 1b are
separated with an even distribution. Such a score plot thus
gives a good overview of the observations or polymer
samples in relation to the new variables (PC:s), which carry
about 88% of the information of the original experimental
variables. The two EHEC samples having the highest
molecular weight, OS and PR, are located above the others
in accord with Figure 1a. The fractions having the higher
microviscosities and lower surface tensions, OS and CST-
103, are located to the left, also in accord with the loading
plot, cf. the original data matrix in Table 1 and Appendix
1. This score plot separates CST from DVT in accord with
previous investigations3-5 even though these two fractions
have very similar degree and balance in substitution. The
difference is thought to originated in a more separated
distribution of substituents and hence longer substituents
on the CST fraction, making it effectively more hydropho-
bic.

The above presented model makes it possible to predict
(to 54% using only these six EHEC samples) the solution
properties of an unknown EHEC sample by just knowing
its DSalkyl and MSao. If, in addition, some easily measured
variable as CP is determined, the other experimental
variables can be predicted more precisely and optimum
conditions for these determinations might be chosen. Any
of the experimental variables along p1 should be useful for
the prediction of the strength of amphiphilic polymer-drug
interaction, which is important when designing advanced
controlled release formulations.

Dynamic ParameterssThe irreversible process of
surface tension decrease to equilibrium is considered here
for all of the cellulose ethers investigated. Figure 2a shows
the loadings of the surface tension from time zero to
equilibrium at an initial homogeneous polymer concentra-
tion of 3 ppm, the lag time, tlag, and the time it takes to
reach (γH2O - γ)/2, t. tlag is the time from time zero to the
point where the surface tension curve shows a negative
second derivative. The major variation in data is illustrated
along the horizontal first PC axis p1, where the diffusion
coefficient is negatively correlated to the surface tension

Figure 1s(a) Loading plot of all EHEC fractions of the equilibrium model,
showing the first (p1) and second (p2) PC. The cumulative R2 and Q2 are
0.882 and 0.536, respectively. (b) The corresponding score plot of all EHEC
fractions of the equilibrium model, showing the first (t1) and second (t2) PC.
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at ascending times, meaning that a large diffusion coef-
ficient gives a low surface tension after a certain time. A
clear trend within the surface tension variables at ascend-
ing times is seen. The early times are located at the top of
the plot and a movement downward of the second PC and
to the right is seen as the time increases. At very early
times the surface tension vectors are totally random due
to randomness (a low signal-to-noise ratio) in the measure-
ments, and as time evolves, the discrepancy between the
scalars (numerical values) constituting the vectors becomes
more stable as the surface tension is lowered by polymer
adsorption, which tends to relocate the vectors in the hyper
plane (the two-dimensional window provided by p1 and p2).
The variable vectors t14 (after about 100 min) to γ
(measured at 11.7 h) are located as one cluster indicating
they are similar. At these longer times the surface tension
has reached the lower plateau of the sigmoidal relationship
between the surface tension and time4 for most of the
polymers, and the surface tension does not change very
much with time in this time interval. The loading plot thus
expresses an excellent overview of the irreversible surface
tension build up process.

DSalkyl and MSao span the second principal component
p2 in this model as DSalkyl is located in the upper and MSao
in the lower half of the plot. MSao is still located quite close
to the molecular weight and the intrinsic viscosity in accord
with the equilibrium model. The molecular weight and the
hydrodynamic volume (proportional to [η]) are also cor-
related to the lag time and to some extent to the time it
takes to reach (γH2O - γ)/2, which seems logical; a long
lag time should be coupled to a high molecular weight and
to slow diffusion. These times also seem to be dependent
on the amount of hydrophilic substitutents in accord with
Figure 1a and the discussion above.

The corresponding score plot is given in Figure 2b. The
more hydrophilic fractions PR, HEC, and E411 G are
located far down in the plot, and the fast-diffusing sub-
stances DVT, HPC, and MC to the left, cf., the original data
matrix in Appendix 1, and Table 1. The position of each
observation in this score plot thus represents a fingerprint
of the dynamic behavior of each polymer fraction, since all
experimental variables are decomposed into these two
principal components t1 and t2.

A conclusion from the dynamic model of Figures 2a and
2b is that the time dependence of the surface tension
process is dependent on the molecular weight of the
polymer samples to a large extent, which in turn is easily
determined from the intrinsic viscosity.

The speed of the irreversible process of dynamic surface
tension will, of course, also be dependent on the polymer
concentration initially present in the bulk. To determine
the effect of the polymer concentration, a second model
containing the dynamic parameters is given in Figures 3a
and 3b. This model is based on the same data set as above,
with time dependent surface tension data at two additional
polymer concentrations, 2, 3, and 10 ppm. Hence, the
influence of polymer concentration on the irreversible time
dependent surface tension process is presented here. In the
loading plot of Figure 3a, the main variation in data along
the first PC p1 is strongly governed by the polymer
concentration. An increase in the polymer concentration
results in a decrease in the surface tension after a certain
time since the two quantities are negatively correlated. For
example: for CST at t2 (100 s after the start of the
experiment) the surface tension is 72.55 mN/m at an initial

Figure 2s(a) Loading plot of all polymer fractions of the first dynamic model,
showing the first (p1) and second (p2) PC. The polymer concentration in the
surface tension measurements is 3 ppm. The cumulative R2 and Q2 are 0.733
and 0.325, respectively. (b) The corresponding score plot of all polymer fractions
of the first dynamic model, showing the first (t1) and second (t2) PC.

Figure 3s(a) Loading plot of all polymer fractions of the second dynamic
model, showing the first (p1) and second (p2) PC. The polymer concentrations
in the surface tension measurements are 2, 3, and 10 ppm. The cumulative
R2 and Q2 are 0.769 and 0.648, respectively. (b) The corresponding score
plot of all polymer fractions of the second dynamic model, showing the first
(t1) and second (t2) PC. The prefix of each observation corresponds to the
polymer concentrations of the surface tension measurements: c ) 2 ppm,
d ) 3 ppm, e ) 10 ppm.
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polymer concentration of 2 ppm, 71.86 mN/m at 3 ppm,
and 64.10 mN/m at 10 ppm.

The polymer concentration affects the dynamics to a
much larger extent than what the diffusion coefficient
does.12,13 This is logical in the sense that the net mass
transport increases to the surface with increasing polymer
concentration, assuming a constant diffusion coefficient.
According to Fick’s first law of diffusion, the mass flux J
of a substance per unit area and time is proportional to
the diffusion coefficient and to the concentration gradient
of the substance, J ) -D∂c/∂x. This implies the amount of
the concentration gradient to increase as the polymer
concentration increases. It must be remembered though
that the process of polymer adsorption to the water/air
interface is more complex than free diffusion, involving
different states of chemical potential of the polymer in
solution compared to the same polymer at the surface, and
a negative concentration gradient at longer times.12,13 The
effect however, is a faster lowering of the surface tension
if the mass transport to the surface increases.

This second dynamic model of Figures 3a and 3b shows
the same general trends concerning the position of the rest
of the variable vectors as the dynamic model of Figures 2a
and 2b presented above. The second PC p2 in Figure 3a is
dominated by the hydrophobicity of the polymer. The
apparent equilibrium surface tension γ is located in the
upper half of the plot as is the degree of hydrophilic
substitution MSao, in agreement with the discussion above.
Furthermore, this model monitors a difference between t
and tlag. While the former is governed by the polymer
concentration, the latter is more influenced by the hydro-
phobic balance of the polymer. In the ideal case this is
supported by the experimental data, interpreted as fol-
lows: An increase in the polymer concentration lowers both
the lag time and the time it takes to reach (γH2O - γ)/2,
but tlag is also in model 3 independently significantly
affected by the amphiphilic character of the polymer, with
higher lag times for more hydrophilic, slower diffusing
polymer fractions. The lag time thus contains valuable
structure-information which, in relation to t1/2, helps to
interpret the hydrodynamics and surface-related thermo-
dynamics of the polymer. The time it takes to lower the
surface tension to t1/2, on the other hand, is strongly
governed by the mass flux J. In conclusion, tlag is more
sensitive to the diffusion coefficient which in turn is decided
by the hydrodynamic volume, while t1/2sgoverned by the
mass flux Jsis more sensitive to the polymer concentra-
tion.

Turning next to the score plot in Figure 3b, this plot at
first looks more “crowded” and complex to deduce. The
main variation in data along the first PC t1 due to different
polymer concentrations can be seen to be quite structured,
however. The prefix of each observation vector corresponds
to a certain polymer concentration; c ) 2 ppm, d ) 3 ppm,
and e ) 10 ppm. The observations at 10 ppm is located to
the left of the figure in accord with the loading plot. CST
spans the first PC more than any other polymer fraction,
as eCST is located to the far left, and cCST to the far right
of the plot. The dynamic surface tension process of CST is
in other words more affected by an increase in the polymer
concentration than any of the other polymer fractions, e.g.,
E411 G or DVT. This is most likely due to a more complex
adsorption process and reorientation of CST at the surface,
which might be attributed to the tendency for self-aggrega-
tion.11 For most of the polymers, the observation with prefix
d () 3 ppm) is located both below the one with prefix c
() 2 ppm) and e () 10 ppm). This “minimum” in the
majority of the observations suggests 3 ppm to be an
optimum concentration for the polymer-characterization
using dynamic surface tension, since the correlation to the

diffusion coefficient and the hydrophobic substitution
reaches a maximumsthat is, the influence of diffusion on
the surface tension process is best described at 3 ppm.

Summary

In summary, the principal component analysis gives an
excellent overview of the complex interaction pattern of
nonionic cellulose ethers in aqueous solution and verifies
the earlier stated qualitative relationships in a more
quantitative manner. However, the good models are ob-
tained from the extensive information and knowledge
available on these polymer fractions, which enables choice
of the appropriate variable settings. The polymer fractions
analyzed constitute a heterogeneous group of substances
with polydisperse molecular weights ranging from about
one hundred thousand to over a million, large differences
in the degree of substitution, and documented complex
hydrodynamic behavior such as self-aggregation (CST-
10311) and intermolecular aggregation-formation (E230
G3). Despite this and a few missing data, the models
obtained have good predictive capacities and manifest the
importance of accurate data handling for the characteriza-
tion of pharmaceutically important polymer fractions. The
influence of hydrophobic balance and molecular weight on
the experimental variables is clearly illustrated, making
the models useful for synthesis of desirable nonionic
cellulose ether fractions. For example, the study displays
some important differences between the influence of hy-
drophobic and hydrophilic substitution on the thermo- and
hydrodynamics of the polymer samples.

Glossary
DSalkyl degree of hydrophobic substitution by alkyl

groups (the mean number of alkyl groups
per anhydroglucose unit of the polymer) as
given by the producer. DSalkyl can be 3 at
most, as there are three hydroxyl groups
on each anhydroglucose unit of cellulose to
etherificate

MSao degree of hydrophilic substitution (molar sub-
stitution) by alkylene oxide groups (the
mean number of alkylene oxide groups per
anhydroglucose unit of the polymer) as
given by the producer. MSao can theoreti-
cally be larger than 3 due to formation of
oligo(alkylene oxide) substituents, but is
practically only a small number

Mw molecular weight as determined by size ex-
clusion chromatography with LALLS/RI
detection3

D diffusion coefficient as determined from dy-
namic light scattering3

[η] intrinsic viscosity as determined from capil-
lary viscometry3

γ apparent equilibrium surface tension as de-
termined by the pendant drop method4

measured after 11.7 h
surf. press. the surface tension of water (γH2O) minus γ
t1-t35 dynamic surface tension before equilibrium

at ascending times. The real times in
seconds are regained taking (index number
× 5)2, e.g., for t2: (2 × 5)2 ) 100 s

tlag lag time of surface tension, defined as the
time it takes to visually detect a negative
second derivative of γ
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Appendix 1s The Original Data Matrix Used in the Analysis. The Abbreviations of the Experimental Variables and Observations Are Explained in the Experimental Section

batch
concn
ppm

CP
(°C) DSalkyl MSao

IM/IE
-max

IM/IE
20

C1
(mM)

surf.
press.

γ
(mN/m) D

[η]
(mL/g)

tlag

(min)
t1/2

(min) mw t1 t2 t3 t4

cCST 2 28 1.5 0.7 13.2 3.7 1.5 9.1 63.7 6.59 455 60 210 1.89 72.97 72.55 72.95 72.716
cDVT 2 28 1.4 0.9 8.1 1.8 1.5 25.2 47.6 7.55 290 35 249 1.33 73.82 72.44 73.048
cE230G 2 65 0.9 0.9 3.2 2 3.9 7.6 65.2 7.65 410 20 138 5.35 72.36 72.73 71.31 70.95
cE411G 2 58 1.2 1.7 3.2 2.2 3.7 11.9 60.9 6.3 1000 77.5 240 7.85 74.65 72.76
cOS 2 24 1.6 1.5 10 4 1.5 24.8 48 1400 13.2 72.37 71.69 72.27 70.97
cPR 2 48 1.4 7.75 4 2.2 2.5 17.8 55 1500 12.4 66.9 61.08 58.28 53.52
cHPMC 2 55 2 0.4 5.2 2.2 3.9 18.8 54 6.48 740 84 273.6 3.01 72.05 71.44 71.94 71.878
cHPC 2 42 0.4 6.6 3.9 2 18.5 54.3 12.22 134 40 168 1.06 73.05 72.025 71.97 72.747
cMC 2 65 2 3.1 1.5 4.1 12.8 60 8.37 400 60 234 1.62 73.82 73.483 74.48 72.866
cHEC 2 100 3 2.4 1.5 7 7.55 237 1.89
dCST 3 28 1.5 0.7 13.2 3.7 1.5 21 51.8 6.59 455 24 63 1.89 72.03 71.86 71.92 70.65
dDVT 3 28 1.4 0.9 8.1 1.8 1.5 30.6 42.2 7.55 290 10 57 1.33 69.81 69.24 69.60 68.10
dE230G 3 65 0.9 0.9 3.2 2 3.9 20.1 52.7 7.65 410 16 89 5.35 72.53 73.33 71.65
dE411G 3 58 1.2 1.7 3.2 2.2 3.7 17.9 54.9 6.3 1000 50 144 7.85 69.31 68.74 68.88 69.21
dOS 3 24 1.6 1.5 10 4 1.5 27.8 45 1400 40 150 13.2 71.698 71.216 71.147 71.913
dPR 3 48 1.4 1.75 4 2.2 2.5 23.8 49 1500 60 180 12.4 67.74 68.07 67.38 67.31
dHPMC 3 55 2 0.4 5.2 2.2 3.9 23 49.8 6.48 740 32 123 3.01 75.39 74.75 75.03 74.324
dHPC 3 42 0.4 6.6 3.9 2 27.3 45.5 12.22 134 7 60 1.06 71.92 71.94 71.68 71.54
dMC 3 65 2 3.1 1.5 4.1 23.8 49 8.37 400 12 56 1.62 71.49 71.745 71.24 70.215
dHEC 3 100 3 2.4 1.5 7 9 63 7.55 237 13 1.89 71.1 70.13
eCST 10 28 1.5 0.7 13.2 3.7 1.5 37.8 40 6.59 455 30 1.89 69.113 64.104 56.978 52.117
eDVT 10 28 1.4 0.9 8.1 1.8 1.5 30.6 42.2 7.55 290 32 1.33 70.93 66.061 57.94 52.24
eE230G 10 65 0.9 0.9 3.2 2 3.9 22.4 50.4 7.65 410 21 5.35 67.37 63.12 59.65 56.36
eE411G 10 58 1.2 1.7 3.2 2.2 3.7 19 53.8 6.3 1000 24 7.85 71.36 68.043 63.53 57.575
eOS 10 24 1.6 1.5 10 4 1.5 30.3 42.5 1400 13.2 72.54 70.48 66.69 61.52
ePR 10 48 1.4 1.75 4 2.2 2.5 27.8 45 1500 12.4 50.12 48.76 48.74 48.25
eHPMC 10 55 2 0.4 5.2 2.2 3.9 26 46.8 6.48 740 15 3.01 68.98
eHPC 10 42 0.4 6.6 3.9 2 28.6 44.2 12.22 134 14 1.06 69.01 61.554 52.11 48.358
eMC 10 65 2 3.1 1.5 4.1 21.8 51 8.37 400 35 1.62 71.3 61.59
eHEC 10 100 3 2.4 1.5 7 9 63 7.55 237 8.4 1.89 70.07 69.22
gCST 500 28 1.5 0.7 13.2 3.7 1.5 35.8 37 6.59 455 1.89 45.404 45.422 43.663
gDVT 500 28 1.4 0.9 8.1 1.8 1.5 32.8 40 7.55 290 1.33 43.58 43.01
gE230G 500 65 0.9 0.9 3.2 2 3.9 24.7 48.1 7.65 410 5.35 52.58 51.552 51.01 50.358
gE411G 500 58 1.2 1.7 3.2 2.2 3.7 21.8 51 6.3 1000 7.85 54.35 53.556 53.59 53.617
gOS 500 24 1.6 1.5 10 4 1.5 35.8 37 1400 13.2 40.76 40.71 40.64 40.25
gPR 500 48 1.4 1.75 4 2.2 2.5 30.8 42 1500 12.4
gHPMC 500 55 2 0.4 5.2 2.2 3.9 25.4 47.4 6.48 740 3.01 53.9 52.09
gHPC 500 42 0.4 6.6 3.9 2 31.8 41 12.22 134 1.06 43.43 42.999 42.94 43.13
gMC 500 65 2 3.1 1.5 4.1 27.5 45.3 8.37 400 1.62 55.819 55.164 55.717
gHEC 500 100 3 2.4 1.5 7 9 63 7.55 237 1.89

batch t5 t6 t7 t8 t9 t10 t12 t14 t16 t18 t20 t21 t23 t26 t30 t33 t35 t36

cCST 74.49 72.842 73.18 72.804 73.43 72.911 73.26 71.52 71.52 70.587 70.59 70.341 70.44 67.74 66.37 65.73 65.1 64.45
cDVT 72.13 71.62 71.24 71.324 71.14 71.535 66.84 65.302 64.01 62.405 59.86 58.801 56.6 53.39 50.94 48.83
cE230G 72.62 72.25 69.8 69.81 68.36 66.58 66.17 66.04 64.17 62.88 60.81 59.55 57.09 57.15 56.89 56.52
cE411G 72.84 72.88 73.97 71.73 69.75 66.8 63.75 62.02 61 60.9
cOS 69.17 69.6 68.33 67.07 64.14 62.97 58.04 54.58 51.61 48.9
cPR 51.19 50.19 49.022 49.37 48.979 48.69 48.18 47.62 47.54 47.48
cHPMC 71.537 71.19 71.709 70.491 70.599 70.3 71.342 70.771 68.509 68.241 66.98 67.194 62.96 58.54 54.846 54.301 54.34
cHPC 72.963 71.75 71.593 72.227 70.723 71.47 69.15 68.097 67.121 64.94 63.334 61.42 58.23 56.14 55.372 54.481 54.02
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cMC 74.05 72.575 73.23 72.913 72.48 71.481 72.3 70.55 68.383 56.86 64.34 62.28 60.76 60.34 59.3 60.17
cHEC
dCST 71.42 71.30 70.78 70.63 70.27 66.95 65.14 60.73 56.64 54.90 52.31 51.56 51.71 51.81
dDVT 68.42 66.10 64.84 64.79 63.44 62.14 59.59 51.53 48.20 46.96 45.04 44.60 44.76 44.14 43.56
dE230G 71.21 71.23 69.16 68.39 66.34 65.18 62.94 60.48 58.92 58.48 56.41 56.69 55.60 53.66 52.52 53.91 52.67 52.67
dE411G 71.00 67.96 68.08 67.23 67.09 63.73 63.57 60.89 59.62 57.91 55.66 55.28 54.28
dOS 70.516 70.286 69.118 66.275 64.294 62.631 60.496 56.568 53.82 49.137 46.566 46.377 46.189
dPR 66.6 65.32 63.85 62.1 60.67 59.24 54.39 52.2 50.04 49.05
dHPMC 73.49 74.11 73.705 73.825 72.254 72.21 68.696 65.102 61.725 58.838 56.9 55.045 52.48 51.26 50.38
dHPC 68.79 67.48 67.33 65.49 63.73 61.77 58.59 53.99 50.81 49.06 47.68 47.25 46.41 45.50 45.57 45.60 45.91
dMC 69.84 67.735 66.66 64.55 63.97 62.259 59.79 57.711 55.57 55.176 53.4 52.752 51.48 50.04 49.21 48.92 48.81 49.05
dHEC 69.32 68.28 65.35 65.05 64.93 65.63 64.29 64.58 64.45 63.07 63.66 62.53
eCST 49.144 47.203 45.089 44.016 43.266 42.451 41.934 41.637 41.314 40.901 40.837 40.591 40.454 40.532 40.059 40.058 39.595 39.983
eDVT 48.76 46.83 45.57 44.55 44 43.694 43.23 42.9 42.895 42.57 42.51 42.23 42.39 42.51 41.843 41.78 41.927
eE230G 54.59 53.41 53.19 52.82 52.51 52.2 51.91 51.95 51.73 51.63 51.34 50.41 50.97 50.03 50.38 50.39
eE411G 57.52 56.641 56.247 55.77 55.45 54.883 54.92 54.637 54.56 53.936 54.73 53.57 53.53 54.258 53.78 53.792
eOS 51.71 46.73 45.22 44.58 44.36 44.16 43.73 43.51 42.96 43.08
ePR 48.46 47.11 47.42 46.77 46.94 46.76 46.07 45.64 45.81 45.64
eHPMC 51.03 48.07 47.04 47.51 47.14 46.92 47.2
eHPC 48.91 46.18 46.273 45.36 45.65 45.02 45.15 44.52 44.587 44.68 44.66 44.27 44.16 44.35 44.47
eMC 54.04 50.76 51.13 51.14 50.93 50.87
eHEC 68.73 67.29 66.07 64.48 66.58 65.36
gCST 42.618 41.844 41.352 40.878 40.457 40.225 39.668 39.824 39.486 39.346 38./793 38.106 38.289 38.065
gDVT 42.4 42.17 41.82 41.36 41.417 41.37 40.956 40.92 40.662 40.92 40.85 40.07 40.71 40.07 40.29
gE230G 50.51 50.317 50.04 49.68 48.62 48.78 49.523 48.55 48.366 48.58 48.12 58.01 47.98 48.287 48.16
gE411G 53.59 53.25 53.18 52.6 52.311 52.1 52.77 51.826 51.62 52.14 51.9 51.93 51.95 51.7
gOS 40.36 39.96 39.73 39.79 39.83 39.51 39.63 38.96 39.17 38.61
gPR
gHPMC 51.13 50.97 50.22 49.95 49.53 49.05 48.7 48.6 47.75 48.39 48.76
gHPC 42.52 42.203 41.81 41.758 41.67 41.236 41.73 41.37 41.894 41.39 41.762 42.01 41.83 41.34 41.64 41.19 41.84
gMC 55.075 55.042 55.025 55.051 51.075 50.34 47.968 49.494 48.619 47.248 46.557 45.711 45.264 45.42
gHEC
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t1/2 the time it takes to reach (γH2O - γ)/2
concn/ppm the polymer concentration in ppm. Because

the low concentrations and measurements
carried out at room temperature, 1 ppm )
1 × 10-4 (w/v)%

CP (°C) the cloud point temperature3

C1 (mM) the surfactant (SDS) concentration at onset
of polymer-surfactant interaction5

IM/IE-max the maximum monitored value of the micro-
viscosity of polymer-surfactant mixed mi-
celles as monitored by the fluorescent probe
P3P5 in SDS/0.2% polymer/water solutions

IM/IE20 an asymptotic value of IM/IE for 20 mM SDS/
0.2% polymer/water solutions
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Abstract 0 Some physicochemical properties of N-acyloxyalkyl
prodrugs of phenytoin were reported previously.1,2 It was shown that
despite their lower aqueous solubilities relative to phenytoin, these
lower-melting prodrugs with apparently disrupted crystalline structures
gave either comparable or enhanced in vitro solubility and dissolution
rate in simulated intestinal media made up of bile salts and lecithin
(SIBLM).2 The current objective was to compare the in vivo behavior
of two of these prodrugs to phenytoin in dogs and attempt to correlate
the in vitro behavior to their in vivo behavior. The oral bioavailability
of phenytoin after administration of phenytoin (1) and the selected
prodrugs, 3-pentanoyloxymethyl 5,5-diphenylhydantoin (2) and 3-oc-
tanoyloxymethyl 5,5-diphenylhydantoin (3), in fed and fasted beagle
dogs were compared to intravenously administered phenytoin. Pheny-
toin and its prodrugs showed improvement in fed-state phenytoin
bioavailability relative to the fasted state indicating that food enhanced
the delivery of phenytoin from phenytoin and its prodrugs. The
increased bioavailability in the fed state may be due to stimulation of
bile release by food and, for the prodrugs, possible catalysis of their
dissolution by lipases.3 In both, fasted and fed states, prodrugs 2
and 3 gave higher AUC values of phenytoin than the parent compound.
The enhanced bioavailability of phenytoin after oral administration were
more obvious in fed dogs. Although enhanced, AUC values of
phenytoin from the prodrugs relative to phenytoin were not statistically
different (at 95% confidence level) in fasted state, but were different
in fed state. Although the aqueous solubilities and dissolution of both
prodrugs were lower than phenytoin, dissolution of 2 and 3 was
equivalent and greater, respectively, relative to phenytoin in SIBLM.
As expected, the in vivo behavior correlated better with the in vitro
SIBLM dissolution behavior. These results indicate that aqueous
solubility per se does not adequately predict in vivo behavior.

Introduction
Phenytoin has a high melting point and poor aqueous

and lipid solubility resulting in erratic and sometimes
incomplete oral availability. The probable cause of this high
melting point is strong intermolecular hydrogen bonding
between the hydrogen atom on the N3 of one molecule and
a carbonyl oxygen of a neighboring molecule in the crystal
packing.

N-Acyloxyalkyl prodrugs of phenytoin were synthesized
to lower the melting point and alter the physicochemical
properties.1 Properties such as melting points, solubilities,
dissolution rates, and partition coefficient were reported
previously.2 Of all the prodrugs studied, two prodrugs 2
and 3 (Figure 1) showed the most interesting physicochem-

ical properties compared to phenytoin (1).2 It was shown
that the solubility and dissolution rate of the prodrugs in
a simulated bile-lecithin mixture (SIBLM) was signifi-
cantly enhanced relative to phenytoin even though their
aqueous properties were significantly inferior to phenytoin
(Table 1). These properties could not be correlated with the
respective values in water, suggesting that water solubility
could be a poor predictor of dissolution and bioavailability
in vivo. It was therefore hypothesized that this increased
solubility and dissolution rate in SIBLM should translate
to a significant improvement in bioavailability of the
prodrugs over the parent compound, phenytoin. Presented
here are the results of an in vivo oral bioavailability study
in dogs in both the fasted and fed state.

Experimental Section
Prodrugs 2 and 3 used in this study were prepared by

procedures described earlier.1 All other chemicals were of analyti-
cal grade.

Enzymatic Hydrolysis of ProdrugssThe conversion rates
of the ester prodrugs to the parent compound, phenytoin, were
studied in dog plasma. The plasma was obtained by centrifuging
fresh whole blood from a male beagle dog. Sodium ethylenediamine
tetraacetate (Na EDTA) was added as an anticoagulant. Centrifu-
gation was carried out in a Dynec I centrifuge (Beckon and
Dickinson) for 10 min at 2000 rpm. A stock solution of each
prodrug having a concentration of ∼2 mg/mL phenytoin equivalent
was prepared in acetonitrile. The plasma was equilibrated in a
water bath at 37 °C for at least 10 min before the addition of an
aliquot of the stock solution. Twenty microliters aliquot of stock
solution was added to 2 mL of plasma. All the kinetic studies were
followed to completion by monitoring the appearance of phenytoin.
At appropriate time intervals 100 µL samples were withdrawn
and added to 250 µL of acetonitrile which was then vortexed for
10-15 s. The mixture was then centrifuged at 2000 rpm for 5-10
min, and the supernatant was collected and analyzed by HPLC.
No attempt was made to correct for pH drift in plasma samples.
Conversion studies of these prodrugs in other animal species and
tissues were reported earlier.1,3
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Figure 1sThe structure of phenytoin (1) and selected prodrugs (2, 3).
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Intravenous AdministrationsFour adult male beagle dogs
(11-12.8 kg) were used in an iv administration study. The dogs
were fasted overnight prior to administration of the drug, but they
were allowed water ad libitum during the study. Each dog received
a 5.5 and 10 mg/kg phenytoin dose as sodium phenytoin (Dilantin,
Parke-Davis), and a two-week washout period was allowed be-
tween doses. The drug was injected into the femoral vein over a
period of 2-3 min. After dosing, serial venous blood samples of
1.5-2 mL were taken at appropriate time intervals from the
alternate femoral vein. The blood samples were then placed into
2 mL Vacutiners (Becton-Dickinson, Ruthford, NJ) containing 3
mg of ethylenediaminetetraacetic acid as the anticoagulant. The
samples were shaken and centrifuged for 5 min at 2000 rpm. Two
hundred microliters of the separated plasma sample was added
to 500 µL of acetonitrile and vortexed for 10-15 s and centrifuged
at 2000 rpm for 5-10 min, and the supernatant was collected and
analyzed by HPLC.

Oral AdministrationsA dog model was chosen to study the
oral bioavailability of phenytoin, 2 and 3. The same four adult
male beagle dogs used for the iv study were used for a 4 × 6
random crossover study. A two-week washout period was allowed
between dosing.

The dogs were fasted overnight prior to drug administration,
but were allowed water ad libitum during the study. The prodrugs
and phenytoin used in this study were administered without any
excipients in hard gelatin capsules which were placed in the back
of the mouth cavity. To help ensure particle size homogeneity, the
compounds were passed through a 100-mesh sieve and collected
on a 200-mesh sieve resulting in a particle size distribution range
of 149 to 74 µm.

In the case of the dogs in the fed state, the capsules were given
30 min after feeding the dogs. The food used consisted of 250 g of
dry dog food, 5 g of canned-dog food, and 12 mL of water. Once
again, the dogs were allowed water ad libitum during the study.
After dosing, the same procedures as described under the iv
administration section were followed.

HPLC Analysis of PhenytoinsReverse phase chromatogra-
phy was used for the quantitative analysis of phenytoin and its
prodrugs. A 15 cm long CPS hypersil column (i.d. 4.6 mm, particle
size 5 µm) was used. The mobile phase consisted of acetonitrile:
phosphate buffer (0.025 M, pH 6.0)/(25:75 v/v), and the samples
were detected at 214 nm by Spectroflow 757, Kratos Analytical.
The standard reference curve was obtained by spiking blank
plasma with phenytoin and then treating the samples as for the
plasma samples. Phenytoin concentration in plasma samples
obtained from the bioavailability studies were calculated from the
peak area by reference to the standard curve.

Statistical AnalysissStatistical comparison of AUC values
obtained after oral administration of phenytoin and its prodrugs
in both fed and fasted states was performed by analysis of variance
method. A posthoc Bonferroni/Dunn test was conducted using
STATVIEW 2.0 (Abacus Concepts, Inc., CA) to determine which
of the AUC values were significantly different from each other (p
< 0.0033).

Results and Discussion

Enzymatic Hydrolysis of 2 and 3 to PhenytoinsThe
enzymatic hydrolysis of the phenytoin prodrugs (2 and 3)
to phenytoin in dog plasma exhibited pseudo-first-order
kinetics. Both the prodrugs completely hydrolyzed to
phenytoin presumably by the action of plasma esterases.
The hydrolysis of the prodrugs to the parent compound is
a two-step reaction. The first step, which is rate-limiting,

involves the cleavage of the ester group resulting in the
formation of an N-hydroxymethyl phenytoin. The second
step involving the dehydroxymethylation of N-hydroxym-
ethyl phenytoin to phenytoin has been shown to be rapid
(half-life < 2 s)4 at pH 7.4 and 37 °C. The apparent first-
order rate constants for compounds 2 and 3 were found to
be 7.5 × 10-2 min-1 (t1/2 ) 9.2 min) and 0.9 × 10-2 min-1

(t1/2 ) 74.4 min), respectively. The half-lives of these
prodrugs were adequate to ensure that phenytoin would
be quantitatively produced from these prodrugs in vivo, and
that the enzymatic conversion was probably not a limiting
factor.

Following oral administration, the conversion of the
prodrugs to phenytoin could occur in presystemic tissues
such as the intestinal lumen, the brush border, the entero-
cytes, blood, liver, etc.5 It has also been shown that
prodrugs 2 and 3 undergo lipolytic cleavage by pancreatic
lipases.3 Moreover, intact prodrugs were not detected
following oral administration of the prodrugs, indicating
that the enzymatic conversion is not a limiting factor in
the absorption process after oral administration of these
prodrugs.

Intravenous Administration of Sodium Phenytoins
Figure 2 is a representative plot of plasma phenytoin
concentration versus time curve obtained after intravenous
administration of sodium phenytoin (doses 5.5 and 10 mg/
kg) to a dog. Phenytoin followed an apparent two-compart-
ment model with a rapid but short distribution phase
allowing the overall kinetics to be effectively modeled as a
one-compartment model with saturable metabolism since
the clearance and the elimination is dose-dependent.6-8

These findings were in agreement with previously reported
studies showing that phenytoin exhibited dose-dependent
kinetics in dogs.6,9 The possible cause for the dose-
dependency may be due to the capacity-limited, saturable
enzymatic conversion of phenytoin to aromatic hydroxy-
lated metabolites.10 Such a capacity-limited elimination

Table 1sProperties of Phenytoin (1) and Its Prodrugs (2 and 3) in Water and SIBLMa

compd
no.

water solubility
(M × 105)

SIBLM solubility
(M × 104)

solubility ratio
(SIBLM/water)

dissolution rateb in phosphate buffer
(× 10-11 mol/cm2/s)

dissolution rateb in SIBLM
(× 10-11 mol/cm2/s)

ratio of
dissolution rates

1 8.0 5.5 6.9 10.1 28.7 2.8
2 2.1 4.3 20.5 1.9 28.4 14.9
3 0.03 5.4 1800 0.04c 55.9 1379

a Data reproduced from previously reported work from our laboratory.2 b All the dissolution rate experiments were conducted at a rotation speed of 200 rpm.
c The dissolution rates were estimated using the Levich equation.

Figure 2sPlots of logarithm of plasma phenytoin concentrations versus time
obtained after intravenous administration of 5 mg/kg (0) and 10 mg/kg ()) of
sodium phenytoin to dog no. 4.
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process can be described by the Michaelis Menten equation.

Vm, theoretical maximum velocity of the capacity-limited
process and Km, Michaelis-Menten constant were calcu-
lated using a nonlinear, least-squares iteration of eq 1 as
reported previously by Varia et al.11 The apparent volume
of distribution (Vd) was determined as the ratio of dose
administered and C0, obtained by extrapolating the elimi-
nation phase of the plot of the logarithm of plasma
concentration versus time neglecting the short distribution
phase (see Figure 2). The area under the plasma concen-
tration versus time curves [AUC]0f∞ were calculated using
the trapezoidal rule and the apparent half-lives obtained
from the linear, terminal slopes and are given in Table 2
along with apparent Km and Vm values for each dog. The
values obtained for both Km and Vm were comparable to
that obtained by Varia et al.11

Oral Administration of PhenytoinsThe oral admin-
istration of 1-3 to the dogs in fasted and fed states was
carried out in a 4 × 6 crossover study design. Figures 3
and 4 show plots of the mean plasma concentration versus
time following the oral administration of 10 mg/kg pheny-
toin equivalent dose of 1-3 to the four dogs in both the
fasted and the fed states, respectively. The AUCs were
calculated using the trapezoidal rule. The apparent elimi-
nation half-lives of phenytoin and phenytoin from its
prodrugs after oral administration were calculated using
the linear, terminal slopes of the logarithm of plasma

phenytoin concentration versus time assuming a simple
first-order elimination model. These pharmacokinetic pa-
rameters are summarized in Table 3. The in vivo regenera-
tion of phenytoin from its prodrugs appeared to be rapid
as intact prodrugs were not detected in the plasma. On the
basis of the in vitro half-life of 3 in dog plasma (74 min),
one would expect to observe this prodrug with phenytoin
in plasma samples. The absence of prodrug in the plasma
samples perhaps suggested that the regeneration of pheny-
toin from 3 was also occurring by the lipase-catalyzed
hydrolysis in the lumen or conversion in the brush border,
enterocyctes, or liver.1,3 For example, the half-life for the
conversion of 2 and 3 to 1 in rat intestine homogenates
was been reported to be less than 2 min.1

A two-way ANOVA indicated that both the prodrugs and
food had an overall significant effect on phenytoin AUC
values. To determine which of the treatments significantly
differed from each other, a posthoc Bonferroni/Dunn test
was conducted (95% confidence interval, number of com-
parisons )15, p < 0.0033). A portion of the results which
are useful for this discussion are presented in the Table 4.
In the fasted state, the phenytoin AUC values for phenytoin
and its prodrugs were not statistically significant from each
other at the 95% confidence level. Qualitative differences
were seen, however. The phenyotin AUC values for the
dogs in the fed state were significantly different with 2 and
3, providing higher levels compared to phenytoin per se.

The ratio of [AUC]0f∞ after oral dosing to [AUC]0f∞ after
iv dosing gives an “apparent” absolute bioavailability
because the absorption rate and subsequent plasma levels
of phenytoin due to the nonlinearities in phenytoin clear-
ance. This can affect bioavailability estimates.11 Therefore,
a correction to the “apparent” absolute bioavailability was

Table 2sPharmacokinetic Properties of Phenytoin after Intravenous
Administration of Two Different Doses of Sodium Phenytoin to Four
Beagle Dogs

dog
dosea

(mg/kg)
half-life

(h)
AUC

(mg‚h/mL)
Km

(µg/mL)
Vm

(µg/mL/h)
Vd

(L/kg)

1 5.5 3.0 24.3 8.17 2.13 1.03
10 3.3 61.5 8.32 1.44 0.88

2 5.5 2.2 17.7 5.33 2.39 1.03
10 3.0 52.3 5.72 1.14 1.09

3 5.5 2.0 16.8 5.09 2.35 1.33
10 2.7 57.4 5.49 1.16 0.84

4 5.5 1.9 15.6 7.33 3.08 1.38
10 2.7 54.8 7.83 1.44 1.05

a Phenytoin dose equivalent.

Figure 3sMean plasma phenytoin concentrations in fasted dogs (n ) 4)
after oral administration of 1 (0), 2 ()), and 3 (O) at a dose of 10 mg/kg
phenytoin dose equivalent. The bars represent standard errors of the mean.

dC
dt

) -
VmC

Km + C
(1)

Figure 4sMean plasma phenytoin concentrations in fed dogs (n ) 4) after
oral administration of 1 (0), 2 ()), and 3 (O) at a dose of 10 mg/kg phenytoin
dose equivalent. The bars represent standard errors of the mean.

Table 3sApparent Phenytoin Pharmacokinetic Parameters after Oral
Administration of Phenytoin (1) and Its Prodrugs 2 and 3 to Fasted
and Fed Dogsa (n ) 4)

state compd
AUC0f∞

(µg‚h/mL)
apparent elimination

half-life (h) tmax (h)

fasted 1 8.8 (1.9) 2.5 (0.7) 2.9 (0.7)
2 20.4 (6.1) 3.1 (0.4) 2.8 (0.8)
3 17.3 (7.2) 2.9 (0.4) 2.9 (0.8)

fed 1 17.1 (4.2) 2.9 (0.4) 2.1 (0.8)
2 44.8 (11.4) 3.3 (0.4) 3.1 (1.0)
3 40.9 (10.7) 2.9 (0.3) 2.4 (0.4)

a The values shown are the mean values with their standard deviations in
parentheses.
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needed to obtain a more accurate estimate of the absolute
bioavailability. One method of calculating bioavailabilities
of drugs possessing dose-dependent elimination due to
enzyme saturation was to assume a one-compartment
model with a constant (dose-independent) volume of dis-
tribution and a capacity-limited pathway of elimination.11-13

Assuming a rapid conversion of prodrugs to phenytoin, the
rate of change of phenytoin concentration in the body after
administration of phenytoin or its prodrugs may be written
as

where ka is the apparent first-order absorption constant,
F is the fraction of the total administered dose that is
absorbed, Div is the equivalent iv dose. The true or corrected
absolute bioavailability is given as

The specific Vm and Km values for each dog were obtained
from the iv data.

The numerator of the above equation was evaluated by
applying the trapezoidal rule on VmC/(Km + C) versus time
curve between time limits t ) 0 to t ) last time point. The
contribution of the integral from the last time point to
infinity is assumed to be negligible as the concentration
at the last time point is small.

Apparent relative bioavailabilities of phenytoin after oral
administration of 2 and 3 were calculated as

where the AUC are the mean values.
Phenytoin apparent absolute bioavailability, corrected

absolute bioavailability and apparent relative bioavailabil-
ity after oral administration of phenytoin and 2 and 3 are
given in Table 5. In the fasted state, the apparent relative
bioavailability of prodrugs 2 and 3 was 2.3 and 2 times,
respectively, compared to phenytoin. In the fed state, the
apparent relative bioavailability of prodrugs 2 and 3
compared to phenytoin were 2.6 and 2.4. The corrected
absolute bioavailabilities in the fed state were found to be
84.2 ((16.5)% and 77.5 (( 22.1)%, respectively. These
values appear to be close to quantitative suggesting that

when administered in the fed state, 2 and 3 perhaps
overcome the dissolution limitations observed with pheny-
toin.

The accuracy of F depends on the accuracy of the
estimates of Km and Vm. In this study the Km and Vm values
were determined by nonlinear curve fitting of limited iv
data (only two doses). A wider range of drug dosage would
enable one to determine the Michaelis-Menten constants
with more accuracy. The purpose for presenting these
“corrected” values was simply to point out that the appar-
ent absolute bioavailabilties based on AUC comparisons
alone can lead to undersestimates of the true bioavailability
values due to the nonlinear elimination behavior of pheny-
toin. Note, as pointed earlier, the Vm, Km, and Vd values
obtained here are within the range of values reported for
phenytoin in dogs in an earlier study.11

Correlation between in Vitro Dissolution Studies
and in Vivo BioavailabilitysThe larger AUC values in
the fed state were found to be significantly different from
those in fasted state from 2 and 3. In the fasted state, the
AUC values for phenytoin and its prodrugs were not
statistically significant from each other at the 95% confi-
dence level. However, the AUC values in the fed state were
significantly different.

On the basis of solubility and dissolution characteristics
in water alone, 2 and especially 3 were expected to give a
lower bioavailability relative to the parent compound.2 A
portion of the results published previously are reproduced
in Table 1 for the present discussion. It was obvious from
the bioavailability studies that the in vitro dissolution
studies in water do not predict the in vivo results. If the
dissolution and solubility characteristics in SIBLM were
considered, the prodrugs were expected to give higher or
equivalent bioavailabilities with respect to the parent
compound, phenytoin. In the fed state, the contents of
gastrointestinal tract (GIT) will be influenced by the
byproducts of food digestion as well as an increased level
of bile acids, lecithin, and the lipase/colipase complex. The
ratio of dissolution rate of all the compounds in SIBLM to
that in water indicates the probable sensitivity of these
compounds to changes in the GIT contents. On the basis
of the ratio of the dissolution rates in SIBLM to those in
water, the bioavailability of phenytoin from 2 and 3 were
expected to be much more sensitive to changes in the GIT
content than phenytoin itself. This was consistent with the
in vivo observation that the bioavailabilities of phenytoin
from 2 and 3 were qualitatively superior to phenytoin in
the fasted state, and that the differences were quantita-
tively superior in the fed state animals. When administered
in fed state, the prodrugs appeared to have overcome
dissolution rate limitations as the corrected absolute bio-
availabilities were close to 100%.

Table 4sMultiple Comparison of AUCs after Oral Administration of
Phenytoin (1) and Its Prodrugs 2 and 3 to Fasted and Fed Dogsa

Using Posthoc Bonferroni/Dunn Test

comparison
between treatments

significanceb

(95% confidence, p < 0.0033)c

1 (fasted), 1 (fed) NS
2 (fasted), 2 (fed) S
3 (fasted), 3 (fed) S
1 (fasted), 2 (fasted) NS
1 (fasted), 3 (fasted) NS
1 (fed), 2 (fed) S
1 (fed), 3 (fed) S

a The values shown are the mean values with their standard deviations in
parentheses (n ) 4). b S means significantly different and NS means
significantly different. c A total of 15 comparisons were conducted at a 95%
confidence level making. p < 0.05/15 ) 0.0033.

dC
dt

)
kaFDiv exp(-kat)

Vd
-

VmC

(Km + C)
(2)

F )
(∫0

∞ VmC
Km + C

dt)
(Div

Vd
)

(3)

Fapp,rel )
[AUC]prodrug

0f∞

[AUC]phenytoin
0f∞ (4)

Table 5sCalculated Percent Bioavailabilities of Phenytoin after Oral
Administration of Phenytoin (1) and Its Prodrugs 2 and 3 to Beagle
Dogsa (n ) 4)

state compd
apparent absolute
% bioavailabilityb

apparent relative
% bioavailabilityc

corrected absolute
% bioavailabilityd

fasted 1 15.5 (3.3) 100 21.0 (6.9)
2 36.5 (11.9) 232 44.2 (16.2)
3 30.7 (13.5) 197 40.7 (19.8)

fed 1 30.4 (4.2) 100 37.8 (9.3)
2 79.0 (11.4) 262 84.2 (16.5)
3 73.0 (22.4) 239 77.5 (22.1)

a The values shown are mean values with standard deviations in the
parentheses. b Apparent absolute bioavailability was calculated as [AUC]0f∞,oral/
[AUC]0f∞,iv. c Equation 4. d Equation 3.
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The reasons for the altered bioavailability of orally
administered drugs in the fed state have been described
earlier.14,15 The most plausible explanation for the effect
of food on the bioavailability of phenytoin from phenytoin
and phenytoin from its two prodrugs was that the dissolu-
tion rates of the drugs may be increased due to the food-
induced stimulation of bile flow.14,16

This enhanced dissolution rate in the presence of food
may be the reason for the improved bioavailability observed
after oral administration of several lipophilic drugs such
as danazol,17 itracanazole,18 phytonadione,19 5-methoxy-
psoralen.20 The importance of physiologically relevant
dissolution media in predicting the effect of food on the oral
bioavailability of poorly soluble drugs has been emphasized
in a recent review.21 From the present study, it was clear
that the inferior aqueous solubilities of 2 and 3 do not have
as great an influence on their in vivo behavior, while their
relative behavior in the presence of SIBLM reasonably
predicted their in vivo behavior.

Conclusions
Despite possessing poor aqueous solubilities, prodrugs

2 and 3 showed superior qualitative bioavailability of
phenytoin relative to phenytoin in the fasted state and a
significant enhancement in the fed state. Physicochemical
properties such as aqueous dissolution rate or aqueous
solubility did not correlate with the in vivo performance
in this homologous prodrug series. The in vitro dissolution
rates correlated better with the in vivo results when
SIBLM was used as the dissolution medium.
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Abstract 0 Three different powder preparations of the drug disodium
9-ethyl-4,6-dioxo-10-propyl-4H,6H pyrano[3,2-g]quinoline-2,8-dicarbox-
ylic trihydrate, Nedocromil sodium (trade name Tilade), have been
fully dehydrated in a vacuum and their water vapor adsorption
characteristics quantitatively assessed at different water vapor pres-
sures over a temperature range 20 to 40 °C. At saturated vapor
pressures, 100% RH, rates of adsorption are around 0.1 s-1/2. Graphs
of square root of time against reduced mass during uptake of water
vapor at vapor pressures in the range 20 to 47 mm of Hg, all equivalent
to 100% RH, indicate control by a diffusion mechanism with activation
energies in the range 8 to 24 kJ mol-1, dependent on the powder
preparation method. In two of the powders nonlinear Arrhenius-type
plots are interpreted as showing that control of the process is
dependent on the surface’s ability to hold water molecules at the
experimental temperature. The variation in activation energies and
the calculated values for diffusivities, around 1 × 10-13 m2 s-1, are
used to explore structural involvement in the overall water adsorption
process. The measured values of water vapor diffusivity into the
structure have been used to predict the water solubility of nedocromil
sodium trihydrate, and the results show good agreement to reported
solubilities. This approach to solubility prediction is an alternative to
the Noyes and Whitney method where ions leaving the surface are
monitored.

Introduction

Some 15 years ago a drug, C19H15NO7‚2Na‚3H2O, diso-
dium 9-ethyl-4,6-dioxo-10-propyl-4H,6H pyrano[3,2-g]quin-
oline-2,8-dicarboxylic trihydrate, was found to have poten-
tial for the treatment of asthma.1 This proved to be the
most promising member of a series of salts of nedocromil
acid and was simply named as nedocromil sodium (NS),
now marketed as Tilade, a registered trade name. NS has
been extensively characterized by chemical means2. Its
behavior has been compared to its acid form3 and several
hydrate forms containing divalent cations.4 A focus of the
investigations has been the relationship between water
adsorption and relative humidity of finely powdered crys-
talline forms of the compounds together with characteriza-
tion of hydrates using physical techniques. In the case of
NS trihydrate a full crystallographic analysis has been
achieved5 which shows the position of water molecules in
the trihydrate form. This has led to the description of
loosely bound and strongly bound water in the salt.5
Surprisingly, only limited information exists on rates of
water uptake.4 Most of the experiments involved hydrates
and not the anhydrous form. Reaction kinetics, from which
activation energies and diffusivites can be found, do not
appear to have been studied. This paper reports practical

work on the uptake of water vapor by anhydrous NS using
thermogravimetric analysis techniques. Restrictions im-
posed by the fixed water vapor pressure meant that work
was done at various relative humidities (RH) in a conven-
tional Cahn balance system. This subsequently led to the
development of a sensitive thermobalance housed in a
controlled temperature chamber with computer-aided mea-
suring techniques. All work with this system is done at
100% RH from which diffusivities of water in the crystal
of anhydrous NS and activation energies of the controlling
mechanism have been established.

Experimental Procedures
NS was supplied in various forms by Fisons Pharmaceuticals

plc., Loughborough, U.K. (prior to various amalgamations), details
of which and specimen codes are given in Table 1. The water was
double-distilled in glass apparatus in house.

Before the experiments, each sample was dried using a standard
procedure: The powders were totally dehydrated by heating to
200 °C in a vacuum to remove both the loosely and tightly bound
water in the crystal structure. All samples were cooled in a vacuum
of approximately 10-4 mm of Hg to room temperature before
experiments were performed. The above process was carried out
in situ on the balance so that samples were not exposed to air
after drying.

Some samples were recycled through several dehydration-
hydration-dehydration sequences in order to limit variability from
physical features, such as particle size and surface area, and so
produce more consistent comparative data. Constant mass changes
were a control mechanism to show that the sample was cycling
between anhydrous and trihydrate forms. Any variation in this
pattern caused the sample to be rejected. As a further control,
experiments were performed on repeat samples from the same
batch. No differences could be detected in the results whether the
NS was recycled several times or fresh samples were used for each
temperature point.

Exploratory work was performed using an all-glass system
connected to a Cahn microbalance6,7 with water vapor being
delivered via a liquid water reservoir kept at 21 °C, i.e., a water
vapor pressure of 18.65 mm of Hg. This constraint meant that
RH’s were in the range 100 to 39.6% RH. Experiments were timed
from opening the water reservoir tap and lasted approximately 4
h. This experimental arrangement produced a fixed water vapor
pressure within the system. The sample was heated by a resistance
element around the sample holder capable of controlling the
temperature to (1 °C. Results were of limited value due to the
range of RH. This led to the development of a new system based
on a modified Cahn balance manufactured by Combustion Instru-
ment (CI) which allowed the water reservoir to be thermostatically
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Table 1sForms of the Nedocromil Sodium Trihydrate Used in This
Worka

sample code form supplier’s code no.b preparation note

A amorphous A Bx1909R atm at 100% RH
B amorphous B B-93%RH atm at 93% RH
C crystalline ZBB3W atm at 100% RH

a All samples were of particle size 2.5 ± 0.5 µm except sample C which
had a wider spread of ±0.8 µm. b The supplier’s code number indicates the
manufacturer’s batch number.
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controlled along with all itinerant connections. Control of the
sample temperature was improved to (0.1 °C from just above room
temperature up to 50 °C. A block diagram is shown in Figure 1.
The mass and temperature of the specimens were measured and
recorded every 5 s and could be reproduced graphically or the data
processed numerically as required.8 Both balances are sensitive
to changes in mass of 1 µg.

Powder X-ray diffraction films were taken from the powders as
supplied which confirmed differences in the degree of crystallinity.
A sensitive focusing Hägg-Guinier camera was used, capable of
high resolution; this showed that samples classed as amorphous
were not totally amorphous because some broad, very weak Bragg
lines were present.

Results
(a) Reaction at Fixed Water Vapor Pressure, Cahn

BalancesThe first trial experiments were conducted at a
constant water vapor pressure of 18.65 mm of Hg, corre-
sponding to a temperature of 21 °C, on the crystalline
sample C, over the temperature range 22 to 40 °C. The
crystallinity was qualitatively confirmed by the sharp
appearance of the X-ray diffraction lines. The results were
obtained graphically as time in minutes against changes
in mass in micrograms. The data were represented as
square root of time, t, in minutes, against ∆W/W∞, the
increase in mass at time t divided by the total mass gain.
The decision to use the square root function came from the
view that the rate most likely would be determined by a
diffusion process. Several possible control mechanisms are
described and investigated in a theoretical paper in prepa-
ration.9 Changing control processes are indicated as the
graphs change from a sigmoidal curve, to linear, to two
linear parts and back to sigmoidal curves as the sample
temperature was increased. None of the graphs are in-
cluded because a clearer view of changing control mecha-
nisms is given in Figure 2, where the sample temperature
is plotted against total mass gained after 4 h exposed to
the constant water vapor pressure. These results are for

the same sample dehydrated by heating to 200 °C under
vacuum between each water adsorption experiment. Ex-
periments of this type are useful in delineating tempera-
ture intervals where different physicochemical processes

Figure 1sSchematic diagram of Combustion Instrument balance assembly.

Figure 2sPlot of temperature against total mass gained after 4 h for sample
C on the Cahn balance.
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are important and hence where more detailed experiments
can be made. It is particularly useful when combined with
a theoretical analysis of a model system. More detailed
investigations were made at 100% RH for each temperature
on the system with improved control and sensitivity.

(b) Experiments at Controlled Water Vapor Pres-
sures, Isothermal EnvironmentsThe three samples of
NS, A, B, and C, were used in the new thermogravimetric
apparatus. Some of the adsorption curves are shown in
Figures 3-5, which are plots of square root of time against
normalized mass. All the plots are sigmoidal to a greater
or lesser degree, and to proceed the rate was determined
as the slope of the best fit to a straight line which fitted
the experimental points between 0.2 and 0.8 normalized
mass. It can be seen that considerable similarities exist

between the various forms of the drug. Table 2 contains
data for sample C using both balance techniques from
which some points can be drawn:

(i) When 100% RH is maintained as the sample temper-
ature is increased (CI system), the time to achieve 60% of
the total adsorption decreases with increasing temperature,
i.e., the reaction rate increases with temperature through-
out the temperature interval studied. These results allow
activation energies to be determined.

(ii) When the water vapor was allowed to enter the
sample chamber, the balance underwent a brief settling
period. Following this period, in the CI system, the square
root time function then produced linear adsorption curves
up to at least 80% of the total adsorbed mass for all
temperatures studied. This supports the view that a
diffusion mechanism controls the process in these condi-
tions. The results from the Cahn balance produce a variety
of different shaped water uptake curves for a square root
time function with only an intermediate temperature range
being linear.

(iii) The CI balance results show that when the water
vapor pressure was at saturation value the reaction rates
were from 4 to 16 times faster than the Cahn balance
results obtained with the restricted water vapor pressure.
This was true for all the temperatures studied.

Repeat experiments involving all three forms of the drug
produced similar curves to those for sample C. Forms A
and B showed decreasing rates with increasing tempera-
ture over a small range, 26-31 °C. For all the results a
reaction rate constant was calculated from the slope of the
linear part of the square root time versus the normalized
mass plots. This produced much data concerning reaction
rate at specific temperatures. A plot of the reciprocal of
the absolute temperature against the natural logarithm of
the rates was made to extract activation energies. Figures
6-8 are examples of these plots and strongly suggest that
even at 100% RH there is a temperature at which a
controlling mechanism change occurs for samples A and
B. The error bars shown on data points were calculated
from the square root time, reduced mass curves by the
binomial error expansion technique. Even with the wide
uncertainty this produces, it can be seen that two lines

Figure 3sExamples of adsorption curves for sample A on Combustion
Instrument balance.

Figure 4sExamples of adsorption curves for sample B on Combustion
Instrument balance.

Figure 5sExample of adsorption curves for sample C on Combustion
Instrument balance.
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must be drawn through the Arrhenius data, in the cases
of samples A and B, while form C gives an almost normal
Arrhenius plot throughout the temperature range. This
seems to imply a feature of the reaction which involves the
physical form of the sample.

From Figure 8, an Arrhenius plot for the crystalline
sample C, the line XY corresponds to an activation energy
of 8.2 kJ mol-1. The two samples, A and B, show increased
activation energies from lines XY in Figures 6 and 7, of
23.6 and 18.7 kJ mol-1, up to temperatures of 26 and 31
°C, respectively. After these temperatures, a negative
activation energy is indicated by the lines YZ in Figures 6
and 7. Hence, an interesting feature of the results is the
way the form of the drug appears to influence both the
activation energy and the temperature at which there is
an apparent negative activation energy, see Table 3.

Discussion
The data reported here are supported by earlier indica-

tions in the literature as to the rates of water vapor uptake

of the anhydrous acid form of nedocromil.3 Our results for
NS show that a second or more elapses before any adsorp-
tion is recorded on a sensitive system, and then adsorption
rates are modest, around 0.1 s-1/2. The literature shows
that nedocromil magnesium hydrates also do not appear
to absorb water rapidly because Zhu et al.4 noted that
several months in environments saturated with water
vapor are needed to increase the crystal water content of
the salt to saturation values. In both the acid and magne-
sium forms of nedocromil, dissolution of the solid into liquid
water was reported as a slow process, and this was
rationalized using forms of the Noyes-Whitney equation10

of dissolution kinetics.
Khankari et al.2 have reported gravimetric experiments

performed on anhydrous NS in different relative humidi-
ties. The importance of the RH parameter was demon-
strated but no indication of the actual time taken to adsorb
water at critical relative humidities was given; hence, no
conclusions about rates of adsorption can be made from
that work.

Why and where the critical temperature for reaction rate
changes at 100% RH, seen in this research, occurs need

Table 2sCahn and CI Balance Results for Time to 60% Uptake of Water Vapor for Drug C

Cahn balancea CI system

temp, °C (% RH) time, min shape of curve temp, °C (% RH) vapor press. water, mm of Hg time, min shape of curve

22 (94.1) 225 linear after 4 min 22.2 (100) 20.2 60 linear after 4 min
24 (83.3) 169 curve 23 (100) 21.1 45 linear
27 (69.7) 240 curve 26.7 (100) 26.3 45 linear after 6.25
28 (65.6) 361 linear after 9 min. 28.2 (100) 28.7 36 linear after 9 min
31 (55.3) 169 linear 31.6 (100) 34.9 35 linear
36 (41.9) 272 curve 35.8 (100) 44.1 20 linear
37 (39.6) 196 curve 37 (100) 47.1 20 linear

a Constant water vapor pressure of 18.7 mm of Hg.

Figure 6sArrhenius plots of the reciprocal of temperature against natural
logarithm of linear rate constant for sample A.

Figure 7sArrhenius plots of the reciprocal of temperature against natural
logarithm of linear rate constant for sample B.
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more detailed investigation using a wider range of tech-
niques. This question is presently being probed using
desorption studies from fully hydrated samples as a means
to a better understanding of the mechanisms of hydration.

When the humidity is controlled so that vapor phase
diffusion is not rate-limiting, diffusion of water in the solid
can be the controlling feature, and the mostly linear graphs
of square root time against normalized mass suggest that
this situation applies here. The rate constants derived from
the linear slopes for experiments done at 100% RH allow
activation energies to be obtained. The values found here
for activation energies, for the adsorption process when
availability of water molecules is not limiting, show that
the lowest energy barrier is associated with the crystalline
form of NS, see Table 3. The answer to questions regarding
the activation energy changes might at first seem to be
associated with total surface area i.e., the amorphous forms
of the drug having a greater surface area, and surface
energy and so having the potential to hold more water on
the surface. Clearly this is less important than crystal
perfection because the crystalline samples have the lowest
activation energy values. The Arrehnius-type plots that can
be made for the effect temperature has on the absorption
rate, Figures 6 and 7, reveal, from the negative activation

energy line, YZ, that two processes at least are involved
in water uptake.

The physical form of the salt, whether crystalline or less-
so, does affect the activation energy of the hydration
process; when well-formed crystals are used, a smaller
barrier to the process is encountered, compared to the
poorly crystalline or amorphous forms. This suggests that
the surface area is of less importance than some other
feature in the mechanism, and if diffusion of water
molecules into the solid is indeed dominant in controlling
the rate of hydration, then the role of the crystal structure
must be considered. Freer et al.9 have published the results
of a single-crystal analysis of NS trihydrate, from which,
in the structure features of sodium zeolites, can be seen in
that sodium ions are accommodated within tunnels formed
by cage like molecules. Diffusion as an activated process
in such a structure is approached through a logarithmic
analysis of the data.11,12 Given several assumptions, quoted
in the references, a standard analysis leads to eq 1:

where D is the intracrystal diffusivity, rc is the mean
particle radius, assuming spherical particles and t is the
elapsed time. Equation 1 predicts an essentially linear plot
for square root time against ∆W/W∞, and since most of the
data presented here is linear between 20% and 80%
reaction, the importance of diffusion is confirmed. Further
analysis gives:

where the slope is that from the linear part of the t1/2

against ∆W/W∞ graphs and rc is the average particle radius,
taken here to be 2.5 µm, as supplied by the manufacturers.

From eq 2, diffusivities at a range of temperature can
be found from all the original experimental results, such
as those shown in Figures 3-5. These data are given in
Table 4 and show values at the lower end of the range
reported for such systems as hydrocarbons diffusing into
zeolites,12 where values range between 10-8 to 10-13 m2 s-1.
This is evidence for a structurally related feature to be
critically involved in the water absorption mechanism.

Data from Table 2 in Zhu et al.’s 4 paper on dissolution
of nedocromil magnesium enables us to compare both sets
of experimental results in the following way:

An equation derived from the Noyes and Whitney’s
equation10 of dissolution from a solid surface into a liquid,
is given as:

where J is the intrinsic dissolution rate, S is the solubility,
D is the diffusivity into the solution, and h is the diffusion
layer thickness.

Figure 8sArrhenius plots of the reciprocal of temperature against natural
logarithm of linear rate constant for sample C.

Table 3sActivation Energies Calculated from Thermogravimetric
Balance Resultsa

form of drug balance
temp of process

change, °C
activation energy

(XY) kJ/mol
activation energy

(YZ) kJ/mol

C (crystalline) Cahn 26 − −88.4
A (amorphous) CI 26 23.6 −17.1
B (amorphous) CI 31 18.7 −18.3
C (crystalline) CI − 8.2 −

a X, Y, and Z refer to the lines in Figures 6−8.

Table 4sDiffusivities Calculated from Thermogravimetric Balance
Results

sample temperature, °C diffusivity m2 s-1 × 1013

A 19.4 9.1
A 37.1 11.0
B 21.2 7.5
B 37.6 7.8
C 22.3 8.1
C 37.0 8.6

∆W
W∞

)
6(Dt)1/2

πrc
(1)

D )
(πrcslope)2

36
(2)

J ) k′DS
h

(3)
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Using the data for the nedocromil magnesium heptahy-
drate solubility4 and the diffusivity values for water vapor
into NS crystals found in this work, k′ has a value of 20. It
is a constant with no units and the value 20 comes from
using SI units. Then using this value for k′ and a diffusion
layer thickness of 1 × 10-6 m, with diffusivity data from
Table 4 in this paper, we are able to predict a solubility
for nedocromil magnesium decahydrate of 9.6 mol m-3. This
compares to 9.77 × 10-3 mol L-1, that is 9.77 mol m-3,
measured by Zhu et al.,4 which is in very close agreement
and gives some confidence for the low values for diffusivity
we have measured in the NS structure. Furthermore, for
dissolution of the solid, it points to a situation where
diffusion of water molecules into the crystal structure is
as important as the Noyes and Whitney’s approach involv-
ing diffusion of ions and molecules off the solid surface into
the solution. This suggestion is given more credence by
using the k′ value, already quoted above, with the diffu-
sivity coefficient for 22 °C in Table 4 and applying them to
eq 3, using J ) 0.0074 mol s-1/m-2, derived from data in
Khankari et al., to predict the solubility of NS. A value of
3.7 × 103 mol m-3 is obtained. This value is in the same
order of magnitude as that found experimentally by Khan-
kari et al.; as 1.3 × 103 mol m-3. Furthermore, this model
predicts an increased solubility for the anhydrous form of
the drug, compared to the hydrates, because diffusivity into
the crystal decreases as the degree of hydration increases.
This is the order of solubility shown in Khankari et al.’s
paper.
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Abstract 0 Racemic ephedrine has been resolved by diastereomeric
salt formation with mandelic acid using supercritical CO2 as precipitat-
ing agent. Crystallizations were performed using the Solution Enhanced
Dispersion by Supercritical Fluids (SEDS) technique. Temperature was
varied between 35 and 75 °C, and pressures ranged from 100 to
350 bar. Resolution, determined by chiral capillary electrophoresis, is
described as a function of temperature and density of the supercritical
fluid. A comparison of SEDS-produced material with a conventional
resolution method shows that SEDS-crystallized material exhibits
identical properties to conventionally crystallized material.

Introduction

Pharmacologically active substances containing chiral
centers can exist as pairs of enantiomers, which exhibit
the same physical properties but show a different molecular
conformation. Since, in general, only one of the enantiomers
is biologically active or possesses pharmacological rele-
vance,1-3 the resolution of enantiomers is of great impor-
tance for the pharmaceutical industry.4-6 Pure enantiomers
can be obtained either from chiral starting materials or
by asymmetric synthesis.7 While chiral natural products
always exhibit very high enantiomeric purity, only a few
natural products show a desired pharmacological activity.
By contrast, synthetic drugs are often produced as race-
mates. It is therefore necessary to have a simple but
powerful technique to resolve racemates.

Racemates have been resolved by a variety of methods.
If the racemate exists as racemic conglomerate, it will
resolve spontaneously when crystallized.8 In 1850, Pasteur
discovered the resolution of sodium ammonium tartrate9

and was able to separate the enantiomers by sorting them
under a microscope. Another method of resolving conglom-
erates is by seeding a supersaturated solution with crystals
of one enantiomer.10 Additional methods for the resolution
of racemates have involved either crystallization by en-
trainment,11 or optically active solvents.12 A detailed
description of resolution techniques in terms of thermo-
dynamics is given by Jacques et al.13

If the compound of interest is either a carboxylic acid or
an organic base, resolution can be achieved by diastereo-
meric salt formation.13-16 In many cases a racemate of a
chiral carboxylic acid has been resolved using a naturally
occurring chiral amine.17 However, resolution is usually not
complete after a single crystallization, and the partially

resolved material has to be recrystallized. A classical
example is the resolution of racemic ephedrine with (R)-
mandelic acid, a procedure reported almost 70 years ago.18

The authors separated diastereomeric (R)-mandelates by
crystallization from ethanol, but the initial crop had to be
recrystallized several times to achieve a pure product.

Conventional crystallization from organic solvents can
often lead to solvent inclusion in the crystal. However, it
is known that organic substrates crystallized from super-
critical CO2 produce crystals with solvent levels below 25
ppm.19 Additionally, supercritical CO2 has been used to
produce a variety of materials of defined crystal size.20,21

Supercritical CO2 might therefore provide an alternative
method for the resolution of racemates. This possibility was
briefly investigated by Fogassy et al.,22 who precipitated
diastereomeric mixtures of several similar chiral carboxylic
acids onto glass beads and extracted them with supercriti-
cal CO2. Although partial resolution was achieved and both
enantiomers were recovered, the degree of resolution was
poor. Although resolution was explained in terms of acid-
base molecular recognition, no attempt was made to exploit
the benefits of the supercritical phase.

We present a simple and reliable method to resolve
racemic ephedrine with (R)-mandelic acid by crystallization
from supercritical CO2. We show that a high degree of
resolution can be achieved within a single crystallization.
Furthermore, the product is highly crystalline unlike the
conventionally resolved material.

Experimental Section

Chemicalss(1R,2S)-ephedrine, (1S,2R)-ephedrine, and (R)-
mandelic acid had a purity of >99% and were supplied by Aldrich
(Gillingham, UK). Methanol was >99.9% and was supplied by
BDH Chemicals (Poole, UK). CO2 was 99.99% and supplied by
BOC (Manchester, UK). All chemicals were used without further
purification.

EquipmentsExperiments were carried out in a SEDS (Solu-
tion Enhanced Dispersion by Supercritical Fluids) apparatus for
crystallization in supercritical fluids. A scheme of the equipment
is given in Figure 1. HPLC pumps P1-3 (Jasco, model 880) were
used to feed CO2, solute solution, and additional solvent to the
crystallization vessel. Pressure pulses, originating from the pumps,
were eliminated by a pulse dampener PD, made from a 1/4 in.
stainless steel tube. CO2 was supplied from a high-pressure
cylinder GC, cooled to approximately -10 °C (T), and then pumped
into the vessel. Simultaneously, solute solution SS was pumped
into the crystallization vessel, through a specially designed nozzle
N, consisting of two coaxial concentric tubes.23 The crystallization
vessel V (Keystone, 32 mL) was placed inside an oven O (ICI
Instruments, TC1900), which controlled the temperature. Pressure
was maintained with a backpressure regulator BPR (Jasco, model
880-81). A small additional stream of solvent (0.2 mL‚min-1) was
introduced at the bottom of the crystallization vessel AS to dissolve
material soluble in supercritical CO2, preventing precipitation in
the backpressure regulator. The used solvent was collected SC
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after the back pressure regulator BPR. A more detailed description
of the equipment and its operating procedure has been given
elsewhere.19,24,25

ProceduresThe general experimental procedure was as fol-
lows: 0.261 g (0.79 mmol) of (1R,2S)-ephedrine, 0.261 g (0.79
mmol) of (1S,2R)-ephedrine, and 0.239 g of (R)-mandelic acid (0.79
mmol) were dissolved in 40 mL of methanol (1.93 w/v%) and the
solution was pumped at 0.2 mL‚min-1 together with 9 mL‚min-1

CO2 into the vessel. During the experiment, the solvent dissolved
in the supercritical CO2, leaving the solute behind. The precipi-
tated solid was collected on a filter plate at the bottom of the vessel.
After all solute solution had been fed into the vessel, the apparatus
was flushed with CO2 for 15 min. to remove solvent traces present
in the vessel. Temperatures for the crystallization ranged from
35 to 75 °C, and pressures varied between 100 and 350 bar.
Temperature during the crystallization was constant to (0.5 °C,
and pressure was constant within 1 bar. Densities of CO2 were
obtained from the IUPAC tables.26 The small variations in
temperature and pressure during any experiment result in a small
error in density of the supercritical CO2, which is reflected in the
error bars.

AnalysissSamples were analyzed using capillary electrophore-
sis (CE), using a Beckman P/ACE 2210 system with a fused silica
column 27 cm length and an inner diameter of 50 µm. The buffer
consisted of a 25 mM solution of dimethyl-â-cyclodextrin in 100
mM triethanolamine at pH 2.5. A voltage of 10 kV was applied
producing a current around 50 µA. Separation temperature was
25 °C at a detection wavelength of 200 nm. Sample concentration
was typically around 0.1 mg‚mL-1 in water. Experimental error
for the resolution was 0.3 mol %.

Selected samples were investigated by differential scanning
calorimetry (DSC) using a Mettler M3 system. A temperature
program with a ramp of 2 °C‚min-1 from 80 to 200 °C was used
for all samples. Error in melting point (Tm) was (0.5 °C. The
enthalpy of fusion (∆Hf) was determined by integration of the
melting peak with an error of (1.5 kJ‚mol-1.

Results and Discussion

Pure DiastereomerssThe diastereomeric salts (1S,2R)-
ephedrinium-(R)-mandelate ((+)-E-(-)-MA) and (1R,2S)-
ephedrinium-(R)-mandelate ((-)-E-(-)-MA) were prepared
with the SEDS equipment to obtain reference material for
the separation. Experimental parameters for the crystal-
lization of the pure diastereomers are summarized in Table
1. From Table 1 it can be seen that (-)-E-(-)-MA was
crystallized at the high pressure of 300 bar using methanol
as solvent. In contrast, (+)-E-(-)-MA was not obtained
under these conditions, due to greater solubility in CO2
than (-)-E-(-)-MA. For crystallization of (+)-E-(-)-MA, the
pressure had to be lowered to 100 bar, and THF used as

solvent, because no precipitation occurred in CO2 with
methanol. (+)-E-(-)-MA is less soluble in THF; the same
solution concentration is therefore more saturated and
precipitates easier when CO2 is added as an antisolvent.

The differences in crystallization between the diastere-
omers can be explained by their different solubility in CO2.
Solubility of a solid in a liquid can be expressed with the
enthalpy of fusion and the isobaric heat capacity. Neglect-
ing the influence of the heat capacity and assuming that
in the SEDS process both diastereomers are infinitely
diluted, differences in solubility between them can solely
be related to their heat of fusion. From the melting points
and enthalpies of fusion of both salts shown in Table 2, it
can be seen that their Tm differ by more than 50 °C and
∆Hf by 20 kJ‚mol-1.27 The low ∆Hf for (+)-E-(-)-MA
explains why it is difficult to crystallize from supercritical
CO2. Table 2 also shows Tm and ∆Hf for the diastereomers
produced by SEDS. In comparison to the literature data,
the SEDS-produced materials have almost identical melt-
ing points. The difference in enthalpy of fusion observed
might either be due to small amorphous regions within the
SEDS product, or to the minute crystal size of the SEDS
material. Supersaturation and subsequent precipitation in
the SEDS process occur within milliseconds; therefore,
particles can be produced which give rise to the possibility
of amorphous regions within the crystal.

SEM photographs were taken as reference of both
diastereomeric salts. From the SEM photograph in Figure
2a it can be seen that (-)-E-(-)-MA produced by SEDS is
comprised of very thin plates, which were shown to have
an average size of 100 × 200 µm. The plates are also
translucent, as can be seen from Figure 2b. The SEM
photograph in Figure 3a shows the crystal shape of SEDS
produced (+)-E-(-)-MA. It is distinctively different to the
other diastereomer and consists of needlelike structures
with an average length of 300 µm. From Figure 3b, it can
be seen that individual needle pieces are “grafted” on top
of each other.

Resolution by SEDSsAs discussed above, the differ-
ence in enthalpy of fusion between the diastereomers
results in a large difference in solubility in supercritical
CO2. (-)-E-(-)-MA possesses the higher enthalpy of fusion
and should therefore crystallize preferentially making
resolution of the racemate in supercritical CO2 possible.
For the separations, racemic ephedrine and (R)-mandelic
acid were dissolved in methanol, and the solution was
pumped into the crystallization vessel simultaneously with
the supercritical CO2. Experimental parameters are sum-

Figure 1sScheme of the SEDS kit with: pumps Pi, pulse dampener PD,
CO2 cylinder GC, cooler T, solute solution SS, nozzle N, crystallization vessel
V, oven O, backpressure regulator BPR, additional solvent AS, solvent
collection SC.

Table 1sExperimental Parameters for SEDS Crystallizations

(−)-E-(−)-MA (+)-E-(−)-MA racemate

CO2 flow, mL‚min-1 9 9 9
solution flow, mL‚min-1 0.2 0.2 0.2
bottom solvent flow,

mL‚min-1
0.2 0.2 0.2

p, bar 300 100 100−350
T, °C 35 35 35−75
concentration, w/v% 2.5 2.5 1.93
solvent methanol tetrahydrofuran methanol

Table 2sPhysicochemical Parameters of Pure Ephedrinium
Mandelates

(−)-E-(−)-MA (+)-E-(−)-MA

SEDS “classic”22 SEDS “classic”22

Tm, °C 169.1 165 108.7 110.8
∆Hf, kJ‚mol-1 40.3 51.9 20.7 27.6
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marized in Table 3. Pressure was varied between 100 and
350 bar at a constant temperature of 35 °C, ensuring that
a wide range of densities of CO2 was covered. Additionally,
the temperature was changed between 35 and 75 °C
keeping the density of the supercritical CO2 at a constant
value. From Table 3 it can be seen that the achieved
resolutions range from 89 to 92%, as expected from the
large difference in ∆Hf. In Figure 4, the achieved resolution
is plotted against the density of CO2. Bidirectional error
bars are given, reflecting the experimental uncertainties.
Within experimental error, a linear relationship between
resolution and density of CO2 can clearly be seen. Resolu-
tion rises with increasing density of the supercritical fluid
at constant temperature. As explained, (+)-E-(-)-MA is

much more soluble in CO2 than (-)-E-(-)-MA. Thus, at
higher pressures the corresponding density of the super-

Figure 2sSEM photograph of pure (1R,2S)-ephedrinium-(R)-mandelate
crystallized with SEDS from methanol at 35 °C and 300 bar with a CO2 flow
rate of 9 mL‚min-1 and a solution flow rate of 0.2 mL‚min-1.

Figure 3sSEM photograph of pure (1S,2R)-ephedrinium-(R)-mandelate
crystallized with SEDS from tetrahydrofuran at 35 °C and 100 bar with a CO2

flow rate of 9 mL‚min-1 and a solution flow rate of 0.2 mL‚min-1.

Table 3sParameters for Enantiomeric Resolution of (−)-E-(−)-MA with
SEDS

p, bar T, °C FCO2, g‚cm-3 resolution(-)-E-(-)-MA, %

350 35 0.953 92.7
300 35 0.930 92.3
150 35 0.816 91.3
100 35 0.714 90.5
150 50 0.702 89.5
250 75 0.713 87.8
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critical CO2 is increased supplying more “solvent” in which
(+)-E-(-)-MA can be dissolved, resulting in higher enan-
tiomeric excess. As shown, density plays the key role for
the resolution, and a higher degree of resolution could
therefore be obtained by increasing the density even
further. Unfortunately, the density of the supercritical CO2
rises approximately logarithmically with pressure and,
significantly higher densities can only be achieved by
applying practically excessive pressures.

As density is an important factor in the resolution of the
ephedrinium mandelates, a second series of crystallizations
was performed to investigate the temperature dependence
of the resolution. In these experiments, the density of the
supercritical CO2 was kept virtually constant ((1.7%) at
different temperatures, applying a consecutively higher
pressure at elevated temperatures. Results are sum-
marized in Table 3. A linear relationship is obtained in
Figure 5 for resolution plotted against temperature with
resolution decreased from more than 90% to less than 88%
as temperature rises from 35 °C to 75 °C. Bidirectional
error bars are included in Figure 5 for the uncertainty in
temperature and resolution. The loss in resolution can be
explained by changes of ∆Hf with temperature for both
diastereomers. Although the difference in ∆Hf between the
diastereomers is large, this difference becomes smaller with
increasing temperature, causing less efficient resolution.
Furthermore, the methanol solution of the solute is less
saturated at elevated temperatures, making it more dif-
ficult to crystallize the diastereomers. This results in a
lower yield in crystalline product at elevated temperatures.

Chiral separations are an extreme case of impurity
removal. Considering one of the enantiomers as an impu-
rity, up to 50% has to be removed to obtain an enantio-
merically pure product. Yields for each SEDS crystalliza-
tion lie between 40 and 45%, meaning that 80-90% of the
theoretical yield is obtained. Furthermore, highest yields
are achieved at low densities of CO2, because overall
solubility of the diastereomeric salts is at a minimum.

SEDS versus “Classic” ResolutionsIn order, to com-
pare the SEDS products with conventionally obtained
enantiomers, a classical resolution of ephedrine with
mandelic acid was performed according to the method of
Manske and Johnson.18 For this model resolution, racemic
ephedrine and (R)-mandelic acid were dissolved in boiling
ethanol, and on cooling a diastereomeric salt mixture
precipitated. Part of the initial crop was recrystallized twice
from boiling ethanol. The first crop had a resolution of 88%,
with a yield of 70%. Consecutive recrystallizations with
identical yields increased the resolution to 95.3% and
finally after another recrystallization to more than 99%
with an overall yield of 34%.

SEDS samples produced at 35 °C were recrystallized
under identical experimental parameters as for their initial
crystallization to determine the efficiency of further puri-
fication. The yields for each crystallization was 80% result-
ing in an overall yield of 64%. Table 4 compares the
achieved resolution of the SEDS and classical material and
data show that the initial resolution of all SEDS material
is higher than for the conventional material. An ANOVA
test28 of the obtained resolutions on a 95% confidence level
shows that all samples are significantly different. A sum-
mary of the statistical analysis is given in Table 5.
Furthermore, after only one recrystallization, the resolution
of the SEDS product has risen to more than 99% with no
peak of (+)-E-(-)-MA detected by CE. Although the initial
resolution of the individual SEDS samples differed by
several percent, the recrystallized samples have an identi-
cal purity within the error of analysis. Thus it is proposed
that also less-resolved material can be resolved to >99%
after a recrystallization in supercritical CO2.

Figure 6 shows a SEM photograph of ephedrinium
mandelate that has been crystallized twice from super-
critical CO2. The material exhibits the same very thin plate
morphology as pure (-)-E-(-)-MA, as seen in Figure 1. It
is known that small amounts of the second enantiomer
influence the habit of the crystal29 and resolution can

Figure 4sResolution of SEDS-crystallized ephedrinium-mandelate at a
constant density of CO2 of 0.713 g‚cm-3.

Figure 5sResolution of SEDS-crystallized ephedrinium-mandelate at a
constant temperature of 35 °C.

Table 4sComparison between SEDS and Conventional Resolution

conventional

resolution (-)-E-(-)-MA, %
Tm,
°C

∆Hf,
kJ‚mol-1

crop 1st f 2nd f 3rd 88.0 ± 0.3 f 95.3 ± 0.3 f >99 168.9 46.2

SEDS

p1 f p2/bar resolution (-)-E-(-)-MA, % Tm, °C ∆Hf, kJ‚mol-1

100 f 100 90.5 ± 0.3f > 99 167.5 41.9
100 f 300 90.5 ± 0.3f > 99 167.4 42.2
150 f 150 91.3 ± 0.3f > 99 167.2 38.2
300 f 300 92.3 ± 0.3f > 99 168.2 42.2

Table 5sANOVA Table with K ) 4, N ) 12, F(3,8)0.05 ) 4.0726

dF SS MS F

treatment 3 30.4 10.1 1.46
error 8 55 6.9
total 11 85.4
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therefore be qualitatively monitored by looking at particle
shape. If the crystal habit does not resemble that of the
desired diastereomer, it can be assumed that the resolution
is not complete. In addition to the crystal shape, Tm and
∆Hf are also almost identical to values for pure (-)-E-
(-)-MA. Small differences in Tm and ∆Hf between the
individual samples are likely to result from variations in
the HPLC-pumps efficiency over the long run periods of
the experiment and not from differences in resolution under
different conditions. Table 4 also shows that the SEDS-
recrystallized samples exhibit Tm comparable to conven-
tionally recrystallized material. The difference in ∆Hf
between SEDS and conventional samples is again due to
the smaller crystal size, as explained earlier. In contrast
to conventionally obtained (-)-E-(-)-MA the material
produced by SEDS has the melting point of the pure
product after only one recrystallization.

Conclusions

Crystallization by the SEDS process using supercritical
CO2 has been shown to be a versatile method for the
resolution of ephedrine racemates via diastereomeric salt
and produce material of high enantiomeric purity. Starting
from the racemate, crystals with more than 90% resolution
can easily be obtained in one crystallization. Resolution has
been shown to be a function of density of the supercritical
CO2 and temperature. At constant temperature resolution
increased with increasing density of the supercritical CO2,
whereas raising the temperature under isopycnic condi-
tions had a detrimental effect on the degree of resolution.
Temperature and density effects were explained by the
difference of enthalpy of fusion between enantiomers. After
one recrystallization, the SEDS product is indistinguish-
able from material obtained from enantiomerically pure
ephedrine samples. Crystals produced with the SEDS
technique exhibit enhanced purity and smoother crystal
habits compared to conventionally obtained material. Ease

of use and ability to produce highly resolved material make
the SEDS process a viable alternative to conventional
resolution of chiral compounds.
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Abstract 0 Differential scanning calorimetry (DSC) was employed
to characterize the distribution of water in gels produced from a series
of hydroxypropylmethylcelluloses (HPMC, Methocel K-series) of
different molecular weights (i.e., different viscosity grades). The
presence of loosely bound water was characterized as pre-endothermic
events occurring at temperatures below the main melting endotherm
of free water. Both the magnitude and occurrence of these pre-
endothermic events were affected by polymer molecular weight and
gel storage time. In addition, the amount of water bound to the polymer
depended on polymer molecular weight and gel storage time. The
temperature at which frozen water melted within the gels was
dependent on polymer concentration, with a depression of extrapolated
endothermic melting peak onset occurring with an increase in polymer
concentration. The addition of propranolol hydrochloride or diclofenac
sodium, as model drugs, affected both the occurrence of pre-
endothermic events and the distribution of water within the gels.

1. Introduction

Hydrophilic cellulose ether polymers commonly used in
controlled release matrices form a gel-like structure when
hydrated. Different types of water have been reported to
exist within such gel systems.1 The rate at which water
diffuses into hydrophilic matrices and forms a barrier gel
layer,2 followed by water diffusion through this gel layer,
both modify the rate at which a drug is released from such
systems.3 Detailed study on the gel layer and more specif-
ically on the types of water which exist is fundamental to
the optimization of the use of cellulose ethers in sustained
release formulations.

Thermal techniques, including differential scanning cal-
orimetry (DSC) and thermogravimetric analysis (TGA),
have been employed to study the states of water within
some hydrophilic polymer gel systems.1 The majority of
workers have identified three classes of water within
hydrophilic polymer gels which may be defined in terms
of their thermal analysis as: (a) free water, i.e., unbound
water whose transition temperature enthalpy and peak
shape in DSC curves are equal to those of pure (bulk)
water;4 (b) nonfreezing water, i.e., bound water which is
attached directly to the polymer and does not undergo a
detectable phase transition;5 (c) freezing bound water,
which is characterized as having a phase transition tem-
perature lower than that of bulk water due to a weak
interaction with the polymer chain.6

There have been many studies comparing drug release
from hydroxypropylmethylcelluloses (HPMCs) of different
molecular weights with some debate existing within the
literature regarding the influence of HPMC viscosity grade
on drug release.7-12

The presence of a drug in a matrix tablet may influence
the way water is bound to or taken up by the cellulose
ether. The influence of drugs such as propranolol hydro-
chloride (a water soluble drug) on the interaction of water
with polymer has been studied by DSC13 and in thermal
gelation or cloud-point studies.14 The presence of free water
within the barrier gel layer plays an important part in drug
movement across this barrier. Increased availability of free
water (i.e., not bound to the polymer) may lead to increased
drug diffusion across the gel layer. The effect of diclofenac
sodium (a sparingly water soluble drug) on polymer hydra-
tion within hydrophilic polymer matrices was studied using
cryogenic scanning electron microscopy (SEM) and revealed
that internal gel structure was modified by drug addi-
tion.15,16 In addition, it has been reported that diclofenac
sodium decreases the hydration of HPMC polymers, caus-
ing the polymers to precipitate at elevated temperatures.2

The distribution of water within HPMC K15M gels has
been characterized.1,17 Nokhodchi et al.18 characterized the
water distribution in powders of different viscosity grades
of the HPMC K-series using DSC and concluded that
viscosity grade had no significant effect on the amount of
water bound to HPMC polymers.

In this paper, the water distribution within gels of a
range of HPMC polymers of different molecular weights
but with similar substitution types and levels is character-
ized using DSC. Furthermore, the influence of drug addi-
tion on water distribution within the gel systems is also
examined.

2. Experimental Section
2.1 MaterialssHydroxypropylmethylcellulose (HPMC) is a

cellulose ether with methoxyl and hydroxypropoxyl substituents
on the cellulose backbone. Methocel K-series (22% methoxyl and
8.1% hydroxypropoxyl substitutions) with different viscosity grades,
i.e., HPMC K100LV, HPMC K4M, HPMC K15M, and HPMC
K100M were obtained from Dow Chemical Co., Midland, MI.

Propranolol hydrochloride and diclofenac sodium were obtained
from Becpharm, Harlow, Essex, England and Profarmaco, Milan,
Italy, respectively.

2.2 Gel PreparationsHPMC gels (5-25% w/w) (sample size
20 g) were prepared by heating the full quantity of distilled water
to ∼80 °C and adding in two aliquots to the previously weighed
HPMC powder in a mortar and pestle. The mixture was triturated
vigorously to ensure thorough wetting before adjusting to weight.
Gels containing propranolol hydrochloride (50 mM) or diclofenac
sodium (50 mM) were prepared by dissolving the drugs in distilled
water by mixing with the aid of gentle heat on a hot plate stirrer
(Griffin & George, England) prior to gel preparation. Both drugs
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were fully soluble in warm water at the chosen concentration. Gels
were transferred to Pyrex storage vessels which were sealed and
stored at 4-6 °C for 24 h before use. Water losses during
preparation and storage were taken into account when determin-
ing the final polymer concentrations of all gels.

Gel samples >25% w/w were made by preparing gels initially
as detailed above in the 10-20% w/w range and storing at 4-6
°C for 24 h. A series of samples (10-16 mg) of the gels were
weighed into DSC sample pans (40 µL, Perkin-Elmer) and held
at 55 °C in a moisture extraction oven (Townsend & Mercer Ltd.,
Croydon, England). The samples were removed after defined
periods of time to obtain a measurable % weight loss from which
the exact polymer:water ratios were calculated.

2.3 Thermal AnalysissA Perkin-Elmer DSC7 (Beaconsfield,
UK) with an attached liquid nitrogen based cooling accessory
controlled by a Perkin-Elmer TAC-7 was employed. Calibrations
with indium (mp onset 156.60 °C) and zinc (mp onset 419.47 °C)
were carried out each time the heating rate was changed. Gel
samples (5-15 mg) were analyzed in sealed aluminum sample
pans (40 µL, Perkin-Elmer, Beaconsfield, UK) by cooling from +20
°C to -35 °C at a cooling rate of -10 °C min-1 and then heating
from -35 °C to +20 °C at a heating rate of +10 °C min-1.

For gel samples >25% w/w, 5-15 mg of each gel was placed in
a DSC pan, sealed, and stored for 24 h at ambient temperature to
allow equilibration and uniform water distribution in the gels,
before DSC analysis.

3. Results and Discussion
3.1 Characterization of HPMC Gels Using DSC

AnalysissFigures 1 and 2 show typical DSC scans for
HPMC K15M gels after 24 and 96 h storage time. The
exothermic enthalpy (from cooling scans) is the energy
released when water within the gels freezes. The endo-
thermic enthalpy (from heating scans) is the energy that
is required for melting of frozen water within the gels.
Increasing the concentration of HPMC K15M resulted in

a decrease in both exothermic (cooling) and endothermic
(heating) enthalpies (J/g) after gel storage for both 24 or
96 h (Table 1). Assuming that both exothermic and endo-
thermic peaks are attributable mainly to the crystallization
and melting of free water, respectively, it is apparent that
there is a decrease in the amount of free water present with
an increase in HPMC K15M concentration. As the concen-
tration of the polymer increases, the amount of water
required to hydrate the polymer increases and thus less
free water is available.

Increasing HPMC K15M concentration from 5 to 25%
(w/w) caused a decrease in the extrapolated endothermic
melting peak onset. The extrapolated endothermic melting
peak onset is defined as the temperature where the
extrapolation of the baseline meets the extrapolation of the
ascending melting peak.19 For example, Table 1 and
Figures 1 and 2 show a decrease of extrapolated endother-
mic melting peak onset from 3.4 ( 0.2 to 1.8 ( 0.5 °C for
5 and 25% w/w gels, respectively, after 24 h hydration, and
a decrease from 3.6 ( 0.9 to 1.5 ( 0.1 °C for 5 and 25%
w/w gels, respectively, after 96 h hydration. This decrease
in the extrapolated endothermic melting peak onset may
be related to an increase in the quantity of loosely bound
water which melts at a lower temperature than free water
due to a stronger interaction with the polymer.20 This
phenomena has previously been reported for HPMC K4M
gels.18 Increasing HPMC K15M concentration has no
quantifiable effect on the position of the extrapolated
exothermic peak onset (Table 1). This may be because
crystallization occurs via nucleation which is an uncon-
trolled phenomena.21,22 This lack of control during crystal-
lization was also apparent in HPMC K100LV, HPMC K4M,
and HPMC K100M gels (data not shown), where increase
in polymer concentration had no effect on the position of
the extrapolated exothermic peak onset.

Depression of melting point (extrapolated endothermic
peak onset) with increasing concentration of polymer was
observed in all HPMC polymers studied here (data not
shown). HPMC K100LV (-0.2 ( 0.3 to -2.0 ( 0.1 °C; 5 &
25% w/w gels, respectively, 24 h), HPMC K4M (-2.6 ( 0.1
to -3.4 ( 1.2 °C; 5 & 25% w/w gels respectively, 24 h) and
HPMC K100M (-0.2 ( 0.3 to -2.0 ( 0.4 °C; 5 & 25% w/w
gels respectively, 24 h), all display this depression in
melting point. However, there is no apparent trend between
polymer molecular weight and extent of melting point
depression with increase in polymer concentration. Similar
findings were obtained for HPMC K100LV, HPMC K4M
and HPMC K100M gels after 96 h storage.

The presence of endothermic events on low temperature
side of the main endotherm for the melting of free water

Figure 1sDSC scans of HPMC K15M (5−25% w/w) gels obtained by heating
at +10 °C min-1 after cooling at −10 °C min-1 following storage for 24 h. (a)
5%, (b) 10%, (c) 15%, (d) 20%, (e) 25% (w/w) HPMC K15M.

Figure 2sDSC scans of HPMC K15M (5−25% w/w) gels obtained by heating
at +10 °C min-1 after cooling at −10 °C min-1 following storage for 96 h. (a)
5%, (b) 10%, (c) 15%, (d) 20%, (e) 25% (w/w) HPMC K15M.

Table 1sEffect of HPMC K15M Concentration (% w/w) on the
Extrapolated Exothermic and Endothermic Peak Onsets, the
Exothermic and Endothermic Crystallization/Melting Enthalpies (Jg-1)
(n ) 3; ± SD)

HPMC
K15M

(% w/w)

extrapolated
exothermic

peak onset (°C)

exothermic
enthalpy

(J/g)

extrapolated
endothermic

peak onset (°C)

endothermic
enthalpy

(J/g)

After 24 h Storage
5 −13.4 ± 1.4 259.9 ± 13.9 3.4 ± 0.2 334.7 ± 8.0

10 −16.5 ± 3.0 213.4 ± 21.1 2.9 ± 0.2 289.8 ± 11.3
15 −11.7 ± 2.4 248.2 ± 12.1 2.8 ± 0.3 289.7 ± 14.0
20 −16.0 ± 3.4 208.2 ± 31.7 2.4 ± 0.3 263.6 ± 15.8
25 −13.5 ± 3.4 205.0 ± 18.1 1.8 ± 0.5 228.3 ± 15.4

After 96 h Storage
5 −14.2 ± 1.9 218.1 ± 78.3 3.6 ± 0.9 343.3 ± 12.5

10 −15.3 ± 4.7 217.0 ± 33.7 2.8 ± 0.3 304.0 ± 13.9
15 −18.1 ± 0.7 216.7 ± 8.4 2.6 ± 0.2 281.6 ± 15.5
20 −11.3 ± 1.1 209.2 ± 26.8 2.0 ± 0.4 246.3 ± 13.7
25 −14.9 ± 3.8 202.2 ± 9.1 1.5 ± 0.1 231.1 ± 6.6
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in DSC scans for HPMC K15M gels was discussed previ-
ously.17 Their occurrence were dependent on polymer
concentration, storage time, and scanning rates during
DSC analysis. These events were related to the presence
of different states of water in the polymer gels. Alternative
explanations for similar pre-endothermic events in other
systems have been considered in the literature where they
were attributed to overlapping ice melting (first-order) and
glass transition (second-order) phase transitions.23 Ratto
et al.24 attributed pre-endothermic events present in water/
chitosan systems to cold crystallization. This occurs in
systems where only nonfreezing and freezing bound water
are present. Upon heating, some of the nonfreezing water
becomes mobile, comes into contact with solid freezing
bound water, and forms ice. A crystallization exotherm is
subsequently visible.

Similar events were also visible prior to the main DSC
melting endotherms in gels containing HPMC K100LV,
HPMC K4M, or HPMC K100M. Their appearance was
dependent on both polymer molecular weight and gel
storage time. In HPMC K100LV and HPMC K15M, pre-
endothermic events were only visible in 20% w/w and 25%
w/w gels after storage for 24 and 96 h (Figures 1-3). In
the case of HPMC K15M, pre-endothermic events were
more pronounced after 96 h storage.

Gels of HPMC K4M or HPMC K100M showed pre-
endothermic events at 15, 20, or 25% w/w polymer content
after storage for both 24 and 96 h (Figure 4 and Figure 5).
In both these cases, the appearance of such events was
unaffected by storage time. It appears that the occurrence
of endothermic events varied between HPMCs of different
molecular weights.

3.2 Quantitative Analysis of the Effect of Molecular
Weight on Water Distribution within Cellulose
EtherssThe number of moles of bound (nonfreezing) water
per polymer repeating unit (PRU) was calculated for HPMC

K100LV, HPMC K4M, HPMC K15M, and HPMC K100M
gels according to the method outlined by Ford and Mitchell1

and have been reported previously.17 Enthalpy of fusion of
ice (J g-1) was plotted against HPMC concentration (%
w/w), and the plots were extrapolated to zero enthalpy
through the lines of best fit. The concentration at zero
enthalpy was taken as being the minimum ratio of water:
HPMC that is required for complete hydration of the
polymer. A linear relationship was assumed to exist
between enthalpy and polymer concentration. The bound
water content was calculated using values for the PRU
listed in Table 2 that were calculated for each HPMC
viscosity grade based on their % methoxyl and % hydroxy-
propoxyl substitution on the cellulose ether backbone.

HPMC K4M showed a decrease in bound water content
from 24 to 96 h storage, whereas all other polymers showed
an increase in their bound water content during this
equilibration period (Table 2). The largest change in bound
water content occurred in HPMC K100LV (the lowest
viscosity grade polymer within the K-series), which shows
a 58% increase in the bound water content from 24 to 96
h. Allowing 96 h equilibration, which should be ample time
for uniform equilibration in all gel samples, an increase in
the bound water content is apparent with an increase in
polymer viscosity within the HPMC K-series (Table 2).

3.3 Effect of Drug Addition on Water Distribution
in Cellulose Ether GelssIn the absence of a drug, pre-
endothermic events were present in 15, 20, and 25% w/w
HPMC K4M and HPMC K100M gels and in 20 and 25%
w/w HPMC K100LV and HPMC K15M gels after 24 h
storage (section 3.2). Incorporation of 50 mM of propranolol
hydrochloride did not affect the appearance of such events
in HPMC K100LV, HPMC K4M, and HPMC K15M gels.
However, in HPMC K100M gels, pre-endothermic events
were visible only in 20 and 25% w/w gels after 24 h.

Figure 6 shows the influence of diclofenac sodium on the
appearance of pre-endothermic events in 5-25% w/w
HPMC K4M gels which is representative of other polymers
studied. After 24 h equilibration, pre-endothermic events

Figure 3sDSC scans of HPMC K100LV (5−25% w/w) gels obtained by
heating at +10 °C min-1 after cooling at −10 °C min-1 following storage for
96 h. (a) 5%, (b) 10%, (c) 15%, (d) 20%, (e) 25% (w/w) HPMC K100LV.

Figure 4sDSC scans of HPMC K4M (5−25% w/w) gels obtained by heating
at +10 °C min-1 after cooling at −10 °C min-1 following storage for 24 h. (a)
5%, (b) 10%, (c) 15%, (d) 20%, (e) 25% (w/w) HPMC K4M.

Figure 5sDSC scans of HPMC K100M (5−25% w/w) gels obtained by heating
at +10 °C min-1 after cooling at −10 °C min-1 following storage for 24 h. (a)
5%, (b) 10%, (c) 15%, (d) 20%, (e) 25% (w/w) HPMC K100M.

Table 2sEffect of HPMC Molecular Weight and Equilibration Time
on the Bound (nonfreezing) Water (BW) Content per Polymer
Repeating Unit (PRU) As Calculated by the Method Proposed by
Ford and Mitchell1

polymer
viscosity

(cP)a
PRU
value

moles BW
per PRU

(24 h)
R2

(24 h)b

moles BW
per PRU

(96 h)
R2

(96 h)

HPMC K100 93 189 2.4 0.994 4.4 0.973
HPMC K4M 4 196 188 7.1 0.996 4.5 0.973
HPMC K15M 15 825 189 4.5 0.978 6.5 0.934
HPMC K100M 119 768 192 6.0 0.970 6.6 0.963

a Values were taken from certificate of analysis provided by the manufacturer
of the products. b R2 is the regression coefficient.
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were visible in all HPMC K-series studied here, at each
concentration (5-25% w/w). It is hypothesized that di-
clofenac sodium causes the polymer to “salt out”, making
it less soluble and requiring more water to bind to the
polymer to keep it in solution. Therefore, there is more
loosely bound water in the system. It is possible that this
loosely bound water appears in DSC scans and may explain
the appearance of these pre-endothermic events.

Pre-endothermic events in HPMC K15M gels were
previously found to be exaggerated in the 25-35% w/w
concentration range in comparison to the events observed
with 20 and 25% w/w HPMC K15M gels.17 The influence
of each drug on the DSC scans of gels containing 25-40%
w/w HPMC K15M was examined.

Following the inclusion of 50 mM of propranolol hydro-
chloride into HPMC K15M gels, pre-endothermic events
were visible at 29.0% w/w but they were not present at
the higher concentrations studied (30.7-40.1% w/w). The
pre-endothermic events became quite pronounced in the
HPMC K15M gels in the 25-35% w/w concentration range
when diclofenac sodium (50mM) was added. However, they
were not apparent in HPMC K15M gels at concentrations
>35% w/w. Figure 7 shows that in 25-33% w/w HPMC
K15M gels, secondary events were clearly visible both in
the presence and absence of diclofenac sodium.

Increasing HPMC K15M concentration from 5 to 25%
w/w caused a decrease in the extrapolated endothermic
melting peak onset from 3.4 ( 0.2 to 1.8 ( 0.5 °C after 24
h storage. With the addition of a drug, this depression of
melting onset may be expected regardless of polymer
molecular weight. For HPMC K15M gels, increasing poly-
mer concentration from 5 to 25% w/w in the presence of
50 mM propranolol hydrochloride caused a depression of
the extrapolated endothermic melting peak onset from 3.2
( 0.7 °C to 0.8 ( 0.2 °C. Similarly, increasing polymer

concentration in HPMC K15M gels from 5 to 25% w/w in
the presence of 50 mM diclofenac sodium caused a depres-
sion of the extrapolated endothermic melting peak onset
from 2.9 ( 0.5 °C to 1.3 ( 0.2 °C.

The number of moles of bound water per PRU (average
molecular weight of one polymer repeating unit) were
calculated as previously described using the Ford and
Mitchell1 method (section 3.2), and the values chosen for
the PRU were as listed in Table 2. In HPMC K4M, HPMC
K15M, and HPMC K100M gels, propranolol hydrochloride
reduced the amount of water bound to the polymer (Table
3). In effect, less water was required to fully hydrate the
polymer, most likely due to the “salting-in” effect of the
drug which increases polymer solubility.25 The ability of
propranolol hydrochloride to reduce the amount of water
required to fully hydrate HPMC K15M gels has been
previously reported.13

Addition of propranolol hydrochloride to HPMC K100LV
gels did not reduce the amount of bound water. The bound
water content initially was very low in these gels. When
diclofenac sodium was added to cellulose ether gels, with
the exception of HPMC K100LV, the amount of water
bound to the polymer was reduced in comparison with that
bound in the absence of drug. More water was required to
fully hydrate the polymer compared to when propranolol
hydrochloride was added. Diclofenac sodium “salts out”
cellulose ether polymers making them less soluble. There-
fore, more water will be required to hydrate the polymer,
and thus the bound water content should increase. For
HPMC K100LV, addition of propranolol hydrochloride did
not change the bound water content, while addition of
diclofenac sodium caused an increase in the amount of
water binding to the polymer. Addition of diclofenac sodium
would certainly seem to make the polymer less soluble,
causing an increase in water required to hydrate the
polymer, as reflected in an increase in bound water. In the
case of propranolol hydrochloride, the expected reduction
in bound water content due to the “salting in” effect of the
drug did not occur. It may be that a certain minimum level
of water is required to maintain the gel structure and
remains tightly bound to the polymer. This amount of
tightly bound water cannot be removed even with the
addition of a drug like propranolol hydrochloride.

4. Conclusions

The water distribution within cellulose ether polymer
gels was found to be dependent on polymer molecular

Figure 6sDSC scans of HPMC K4M (5−25% w/w) gels containing 50 mM of
diclofenac sodium obtained by heating at +10 °C min-1 after cooling at −10
°C min-1 following storage for 24 h. (a) 5%, (b) 10%, (c) 15%, (d) 20%, (e)
25% (w/w) HPMC K4M + 50 mM diclofenac sodium.

Figure 7sDSC scans of 26.7−32.4% (w/w) HPMC K15M gels in the absence
and presence of 50 mM of diclofenac sodium obtained by heating at +10 °C
min-1 after cooling at −10 °C min-1 following storage for 24 h. (a) 26.7%
K15M, (b) 30.5% K15M, (c) 29.2% K15M + 50 mM diclofenac sodium, (d)
32.4% (w/w) K15M + 50 mM diclofenac sodium.

Table 3sThe Effect of Addition of 50 mM of Propranolol
Hydrochloride or Diclofenac Sodium on the Water Distribution within
a Range of Cellulose Ether Gels after 24 h Storage

polymer
viscosity

(cP)a
polymer
(% w/w)

water
(% w/w) R2b

moles
bound water

per PRU

HPMC K100LV 93 81.2 18.8 0.994 2.4
+ propranolol 80.3 18.3 0.976 2.4
+ diclofenac 70.0 28.5 0.986 4.3
HPMC K4M 4 196 59.6 40.4 0.996 7.1
+ propranolol 79.4 19.2 0.997 2.5
+ diclofenac 65.4 33.1 0.987 5.3
HPMC K15M 15 825 70.2 29.8 0.978 4.5
+ propranolol 76.6 21.9 0.975 3.0
+ diclofenac 71.8 26.8 0.992 3.9
HPMC K100M 119 768 64.1 35.9 0.970 6.0
+ propranolol 81.4 17.2 0.982 2.3
+ diclofenac 65.1 33.4 0.981 5.5

a Values were taken from certificate of analysis provided by the manufacturer
of the products. b R2 is the regression coefficient.
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weight and gel equilibration (or storage) time. The presence
of loosely bound water was characterized as pre-endother-
mic events occurring to the left of the main melting
endotherm of free water. The occurrence and magnitude
of these pre-endothermic events were affected by polymer
molecular weight. The melting of frozen water within the
gels, as characterized by the extrapolated endothermic
melting peak onset, was dependent on polymer concentra-
tion. No apparent trend was found to exist between
polymer molecular weight and extent of melting point
depression with increase in polymer concentration.

The amount of water tightly bound to the polymer, as
calculated by the method proposed by Ford and Mitchell,1
was dependent on polymer molecular weight. This was
further affected by drug addition to the polymer gels.
Diclofenac sodium had a marked effect on the appearance
of pre-endothermic events in cellulose ether polymer gels;
however, a negligible effect was observed with the addition
of propranolol hydrochloride.
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Abstract 0 The distribution of water within gels composed of a range
of cellulose ether polymers of similar molecular weights (viscosity
grades of 4000−6000 cP) but varying substitution types and levels
was assessed by differential scanning calorimetry (DSC). Water loosely
bound to the polymer was detected as one or more events appearing
at the low-temperature side of the main endotherm for the melting of
free water in DSC scans. Polymer substitution types and levels, and
added drugs (50 mM propranolol hydrochloride or 50 mM diclofenac
sodium) influenced the appearance of these melting events. Hydroxy-
propylcellulose (HPC) and hydroxypropylmethylcellulose (HPMC F4M)
gels showed behavior different to that of the other polymers studied.
It is thought that any water binding to HPC gels is tightly attached
and is not visible as pre-endothermic events on DSC scans. The
amount of water bound per polymer repeating unit (PRU) was
influenced by and related to the degree of hydrophilic and hydrophobic
substitution on the polymer backbone and by the inclusion of either
drug. HPC gels had the highest bound water content after 96 h and
this was probably related to the high percentage of hydrophilic
hydroxypropoxyl substitutions in this polymer. In contrast, methylcel-
lulose (MC A4M) had the lowest bound water content after 96 h
storage, and this was explained by the lack of hydrophilic hydroxy-
propoxyl substitutions in the polymer.

1. Introduction

The formation of a barrier gel layer in hydrophilic
controlled release matrices containing cellulose ethers, and
the subsequent water diffusion through this gel layer
determine the rate and mechanism of drug release.1
Different polymer properties have been reported to be
responsible for the rate of polymer hydration including
polymer viscosity grade,2-4 polymer particle size,5-8 poly-
mer concentration,2 and polymer substitution type.5

It was initially proposed by Alderman5 that cellulose
ethers of different substitution levels hydrate at different
rates, and this factor may be used to optimize the formula-
tion of sustained release matrices. However, Mitchell et
al.,9 using a combination of differential scanning calorim-
etry (DSC) and dissolution studies, have shown that the
differences in drug release rates from HPMCs with differ-
ent substitution levels are not due to differences in their
hydration rates. Further studies using thermomechanical

analysis9 have shown that gel layer thickness (which will
affect the diffusional path length) is similar in HPMCs of
different substitution levels. Using NMR imaging, Rajabi-
Siahboomi et al.10 showed that gel layer development in
HPMC tablets occurred to the same extent in both axial
and radial directions and was similar in HPMCs with
different substitution levels.

Differences in drug release patterns between the three
HPMC substitution types (Methocels K, E, and F) were
found in matrices containing low quantities of the poly-
mers.11 In addition, Bonferoni et al.12 reported differences
in drug release profiles from HPMC E4M and the other
two substitution levels (HPMC K4M and HPMC F4M) at
low polymer concentrations. Rajabi-Siahboomi et al.,1 using
NMR imaging, showed that water mobility in the gel layer
of hydrated HPMC tablets varied with substitution levels.
They found that the lowest value for water mobility was
for HPMC K4M. Although no specific reason was given for
the differences in water mobility, this differential water
mobility may explain the different drug release profiles
observed from their matrices.1 In this article, the water
distribution within a range of polymer gels containing
cellulose ethers with different substitution types and levels
but similar molecular weights are characterized using
differential scanning calorimetry (DSC). The influence of
drug addition on the distribution of water within these gel
systems is also characterized.

2. Experimental Section

2.1 MaterialssMethocel cellulose ethers, HPMC K4M, HPMC
E4M, HPMC F4M, and methylcellulose (MC) A4M, were obtained
from Dow Chemical Co., Midland, MI. Hydroxypropylcellulose
(HPC) was obtained from Hercules Limited, Aqualon Division,
U.K.

Propranolol hydrochloride and diclofenac sodium were obtained
from Becpharm, Harlow, Essex, England, and Profarmaco, Milan,
Italy, respectively.

2.2 Gel PreparationsHPMC gels of 5-25% w/w (sample size
20 g) were prepared as described previously13 and stored for 24 or
96 h before use. Gels containing propranolol hydrochloride (50 mM)
or diclofenac sodium (50 mM) were prepared by dissolving the
drugs in distilled water by mixing with the aid of gentle heat on
a hot plate stirrer (Griffin and George, England) prior to gel
preparation. Gel samples greater than 25% w/w were made by
preparing gels initially as above, followed by moisture extraction
from the gels as described previously.13

2.3 Thermal AnalysissA Perkin-Elmer DSC7 (Beaconsfield,
UK) with an attached liquid nitrogen based cooling accessory
controlled by a Perkin-Elmer TAC-7 was employed as described
previously.13 For gel samples >25% w/w, 5-15 mg of each gel was
placed in a DSC pan, sealed and stored for 24 h at ambient
temperature to allow equilibration and uniform water distribution
in the gels, before DSC analysis.
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3. Results and Discussion

3.1 Effect of Polymer Substitution Type on the
Nature of Water Distribution within Cellulose Eth-
erssCellulose ether polymers of varying substitution types
and levels possess different degrees of hydrophilic and
hydrophobic substituents (Table 1). HPMC E4M and
HPMC F4M both have a higher percentage of hydrophobic
methoxyl substituents (about 29%) compared to HPMC
K4M (22.2%). HPMC E4M has a similar percentage of
hydrophilic hydroxypropoxyl substituents to HPMC K4M
(about 8%), unlike HPMC F4M which has a lower hydroxy-
propoxyl percentage content (6%). Methylcellulose (MC
A4M) possesses no hydrophilic hydroxypropoxyl substitu-
ents whereas hydroxypropylcellulose (HPC) possesses no
methoxyl substituents. Therefore, it may be anticipated
that water distribution within cellulose ether polymers
would be dependent on substitution types and levels.

Table 2 shows the DSC data for HPC gels stored for 24
and 96 h respectively, and they are representative of the
data seen for HPMC E4M, HPMC F4M, HPMC K4M, and
MC A4M gels. In all cases, as seen in HPMC K-series,13

increasing the concentration of the polymer from 5 to 25%
w/w resulted in a decrease in the temperature of the
extrapolated endothermic peak onset. For example, HPMC
E4M (-2.1 ( 0.3 to -3.8 ( 0.3 °C; 5 and 25% w/w gels,
respectively, 96 h), HPMC F4M (-3.1 ( 0.6 to -5.5 ( 0.3
°C; 5 and 25% w/w gels, respectively, 96 h), HPMC K4M
(-2.7 ( 0.2 to -4.2 ( 0.3 °C; 5 and 25% w/w gels,
respectively, 96 h), MC A4M (-2.0 ( 0.5 to -4.2 ( 0.4 °C;
5 and 25% w/w gels, respectively, 96 h) and HPC (-1.5 (
0.6 to -3.7 ( 0.5 °C; 5 and 25% w/w gels, respectively, 96
h) all show a decrease in the temperature of the extrapo-
lated endothermic peak onset. In addition, a decrease in
temperature of the endothermic peak and a decrease in the
endothermic melting enthalpy with increasing polymer
concentration were observed.

There was no specific trend between polymer substitu-
tion type and the extent of melting peak depression with
increase in polymer concentration.

The existence of events present at the low-temperature
side of the main endotherm for the melting of free water

in DSC scans for HPMC K - series gels was discussed
previously.13,14 Such events were related to the presence
of different types of water bound to varying degrees to the
hydrophilic HPMC polymer and were dependent on poly-
mer molecular weight.13 Such events were barely visible
in HPMC F4M gels, after 24 h storage, but became more
pronounced in 20 and 25% w/w gels after 96 h storage. In
HPMC E4M, pre-endothermic events were visible in both
20 and 25% w/w gels after 24 and 96 h storage. In the case
of methylcellulose, these events were visible in both 20 and
25% w/w gels after 24 h storage, however, they were only
visible in 25% w/w gels after 96 h storage. Finally, in all
HPC gels, there were no pre-endothermic events visible
after either 24 or 96 h (Figure 1). These results indicate
that the nature of water distribution within these polymer
gels is dependent on substitution types and levels.

Previously, the pre-endothermic events in HPMC K15M
gels were found to be exaggerated by an increase in
polymer concentration.14 Therefore, the presence of these
events was examined in gels containing higher concentra-
tions of HPC and HPMC F4M.

A series of HPMC F4M 19.10-37.8% w/w and HPC
27.3-48.2% w/w gels were prepared, and their DSC scans
were recorded after 24 h storage. Pre-endothermic events
were visible in HPMC F4M gels at the higher concentra-
tions studied of >25% w/w (Figure 2). In contrast, in HPC
gels, only a small secondary event became visible at
concentrations >30% w/w (Figure 3).

Hydroxypropylcellulose gels clearly behaved differently
in comparison to the HPMC and MC gels. HPC contains a
high percentage of hydrophilic hydroypropoxyl groups and
therefore it may be expected to have a larger amount of
bound water which is not visible as pre-endothermic events
on DSC scans. It is possible that after 96 h storage, the
water is tightly attached to the polymer and does not freeze
upon cooling. This would explain the nonappearance of pre-
endothermic events which have been attributed to loosly

Table 1sThe Substitution Levels of Methocels Used in This Study

Methocels methoxyl (%) hydroxypropoxyl (%)

HPMC A 30 0
HPMC E 29 8.5
HPMC F 28 5.0
HPMC K 22 8.1

Table 2sEffect of HPC Concentration (% w/w) on the Extrapolated
Endothermic Peak Onset, Endothermic Peak, and the Endothermic
Melting Enthalpy (Jg-1) (n ) 3; ±SD) after 24 h Storage

HPC concn
(% w/w)

extrapolated endothermic
peak onset (°C)

endothermic
peak (°C)

endothermic
enthalpy (J/g)

After 24 h Storage
5 −2.8 ± 0.5 5.4 ± 1.4 303.7 ± 0.9

10 −4.2 ± 0.1 1.4 ± 0.4 274.4 ± 3.9
15 −4.3 ± 0.3 1.8 ± 1.2 251.8 ± 7.4
20 −5.1 ± 0.1 0.6 ± 0.6 218.1 ± 6.7
25 −5.0 ± 0.2 0.0 ± 0.7 208.5 ± 8.4

After 96 h Storage
5 −1.5 ± 0.6 5.7 ± 1.9 294.6 ± 13.9

10 −1.8 ± 0.7 5.6 ± 1.8 270.9 ± 2.7
15 −2.1 ± 0.1 4.9 ± 1.0 255.3 ± 14.7
20 −3.1 ± 0.1 3.1 ± 0.7 220.5 ± 9.6
25 −3.7 ± 0.5 2.2 ± 0.9 195.6 ± 8.3

Figure 1sDSC scans of HPC (5−25% w/w) gels obtained by heating at +10
°C min-1 after cooling at −10 °C min-1 following storage for 96 h: (a) 5%,
(b) 10%, (c) 15%, (d) 20%, (e) 25% (w/w) HPC.

Figure 2sDSC scans of HPMC F4M (19.10−37.80% w/w) gels obtained by
heating at +10 °C min-1 after cooling at −10 °C min-1 following storage for
24 h: (a) 19.10%, (b) 22.49%, (c) 27.14%, (d) 31.71%, (e) 34.07%, (f) 37.80%
(w/w) HPMC F4M.
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bound water. If this theory is indeed correct, the amount
of nonfreezing bound water in HPC gels would be quite
high.

3.2 Quantitative Analysis of the Effect of Substitu-
tion Type on Water Distribution within Cellulose
EtherssThe number of moles of bound (nonfreezing) water
per polymer repeating unit (PRU) was calculated for HPMC
K4M, HPMC E4M, HPMC F4M, MC A4M, and HPC
according to the method outlined by Ford and Mitchell.15

The PRU value for each polymer was calculated as previ-
ously decribed,13 and they are in Table 3 along with the
values for bound water after both 24 and 96 h storage.

HPMC K4M, HPMC E4M, and MC A4M all showed a
decrease in their bound water content from 24 to 96 h
storage, whereas HPMC F4M and HPC showed an increase
in their bound water content during this equilibration
period. Considering the bound water content after 96 h to
be the equilibrium of the water distribution within these
gels, MC A4M has the lowest bound water content com-
pared to other substitution types. This may be due to the
fact that MC A4M contains a high hydrophobic methoxyl
(29.9%) with no hydrophilic hydroxypropoxyl substitution.
A high methoxyl substituent content will not favor large
amounts of water binding to the polymer. Previous studies
have shown that methoxyl substituent levels are the major
factor in causing an apparent decrease in cellulose ether
solubility and causing precipitation of the polymer in cloud-
point studies.9

After 96 h equilibration time, HPC had a high bound
water content. HPC contains only hydroxypropoxyl sub-
stituents, and a large value for bound water content after
equilibration would be expected. This was thought to be
the reason for the nonappearance of pre-endothermic
events in the DSC scans of HPC gels (Figure 3), indicating
that only tightly bound water was present which were not
detectable by DSC.

It is reported that HPMC K4M, having a similar hy-
droxypropoxyl constituent to HPMC E4M, but with smaller

methoxyl substituent levels than HPMC E4M, HPMC F4M,
or MC A4M, is more water soluble5 and undergoes pre-
cipitation at higher temperatures than polymers of other
substitution types.9 This may explain the high value for
bound water content (7 mol BW per PRU) for HPMC K4M
after 24 h storage. However, this high bound water content
is not reflected after 96 h storage.

3.3 Effect of Drug Addition on Water Distribution
in Cellulose Ether Polymer GelssIn the absence of
drug, pre-endothermic events were very slight or not visible
in 5-25% w/w HPMC F4M and HPC gels after 24 h
equilibration (section 3.2). Figure 4 shows that incorpora-
tion of propranolol hydrochloride (50 mM) resulted in the
appearance of such events in HPMC F4M gels at concen-
trations of 15, 20, and 25% w/w. However, no pre-endo-
thermic events were visible in 5-25% w/w HPC gels after
incorporation of propranolol hydrochloride (50 mM).

Propranolol hydrochloride addition had no effect on pre-
endothermic events in HPMC K4M, HPMC E4M and MC
A4M gels after 24 h equilibration with such events being
visible in 20 and 25% w/w gels both in the absence or
presence of the drug.

Figure 5 illustrates how incorporation of diclofenac
sodium into gels resulted in the appearance of pre-endo-
thermic events in 5-25% w/w MC A4M gels. Pre-endo-
thermic events were visible in 5-25% w/w HPMC K4M,
HPMC E4M and HPMC F4M gels at all concentrations
studied. In HPC gels, however, no pre-endothermic events
were visible after addition of diclofenac sodium at any gel
concentrations between 5 and 25% w/w.

DSC analysis of 27.3-48.2% w/w HPC gels (with no drug
addition) revealed that, even at high concentrations, only
a small secondary event was visible at concentrations
greater than 30% w/w (section 3.1). In addition, in HPC
gels greater than 25% w/w, containing 50 mM of propra-
nolol hydrochloride, pre-endothermic events were barely
visible and were similar to the events observed in HPC gels

Figure 3sDSC scans of HPC (27.3−35.5% w/w) gels obtained by heating at
+10 °C min-1 after cooling at −10 °C min-1 following storage for 24 h: (a)
27.3%, (b) 29.2%, (c) 30.1%, (d) 31.3%, (e) 32.9%, (f) 35.5% (w/w) HPC.

Table 3sEffect of Polymer Substitution Type and Equilibration Time
on the Bound (nonfreezing) Water (BW) Content per Polymer
Repeating Unit (PRU) As Calculated by the Method Proposed by Ford
and Mitchell15

polymer
viscosity

(cP)a
PRU
value

moles BW per
PRU (24 h)

R2 b

(24 h)
moles BW per

PRU (96 h)
R2 b

(96 h)

HPMC K4M 4196 188 7.1 0.996 4.5 0.973
HPMC F4M 5218 187 3.2 0.968 5.4 0.993
HPMC E4M 3970 190 6.2 0.974 5.6 0.966
MC A4M 3811 177 5.3 0.999 3.8 0.988
HPC 5950 171 5.5 0.983 6.1 0.990

a Values were taken from certificate of analysis provided by the manufacturer
of the products. b Regression coefficient.

Figure 4sDSC scans of HPMC F4M (5−25% w/w) gels containing 50 mM of
propranolol hydrochloride obtained by heating at +10 °C min-1 after cooling
at −10 °C min-1 following storage for 24 h: (a) 5%, (b) 10%, (c) 15%, (d)
20%, (e) 25% (w/w) HPMC F4M + 50 mM propranolol hydrochloride.

Figure 5sDSC scans of MC A4M (5−25% w/w) gels containing 50 mM of
diclofenac sodium obtained by heating at +10 °C min-1 after cooling at −10
°C min-1 following storage for 24 h: (a) 5%, (b) 10%, (c) 15%, (d) 20%, (e)
25% (w/w) MC A4M + 50 mM diclofenac sodium.
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in the absence of drug over a similar concentration range.
In contrast, Figure 6 shows that pre-endothermic events
are clearly visible in HPC gels containing diclofenac sodium
in the 25-35% w/w concentration range. These pre-
endothermic events may indicate the presence of loosely
bound water which has resulted from the “salting-out”
effect of diclofenac sodium.

The number of moles of bound water per PRU were
calculated as previously described using the Ford and
Mitchell15 method, and the values chosen for the PRU are
as listed in Table 3. In all cases, propranolol hydrochloride
reduced the amount of water bound to the polymer (Table
4), i.e., less water was required to fully hydrate the
polymer, most likely due to its “salting in” effect. No
particular trend was apparent in the extent to which the
amount of bound water was reduced by propranolol hy-
drochloride among the polymers studied. In contrast,
diclofenac sodium has a “salting out” effect on cellulose
ether polymers. With the exception of HPMC F4M, more
water was required to fully hydrate the polymer compared
to when propranolol hydrochloride was added.

Differences in the bound water content of polymer gels
of different substitution types were previously explained
by the degree of substitution of hydrophilic and hydropho-
bic substituents on the polymer backbone (section 3.2). The
bound water content of HPMC F4M in the absence or
presence of drug did not follow the pattern shown by other
polymer gels studied here. HPMC F4M would be expected
to have a fairly low bound water content on the basis that
it has a high methoxyl substitution level (28.9%) combined
with a low hydroxypropoxyl substitution level (6.1%). This

is found to be the case; however, while propranolol hydro-
chloride exhibits its “salting in” effect, diclofenac sodium
does not show its “salting out” properties as in other
polymers. A different mechanism may be operating in this
case which requires further exploration.

4. Conclusions

Polymer substitution type is an important factor in the
distribution of water within cellulose ether polymer gel
systems. Polymers of different substitution types possess
different degrees of hydrophilic and hydrophobic substitu-
tion, and it is thought that these substituents influence
the way water attaches itself to the polymer. Pre-endo-
thermic events occurring to the left of the main melting
endotherm for the melting of free water in DSC scans,
thought to be due to the melting of water loosely bound to
the polymer, were dependent on polymer substitution type.
HPC gels behaved differently in comparison to the HPMC
and MC polymers studied.

The amount of water tightly bound to the polymer, as
calculated by the Ford and Mitchell15 method, was depend-
ent on polymer substitution type. Drug addition influenced
both the amount of water bound to the polymer and the
appearance of pre-endothermic melting events.
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Abstract 0 Drug partitioning to liposomes has been suggested as a
model for partitioning to biomembranes but has been lacking a rapid
analytical assay useful for drug screening. A fast pH-metric titration
method for the determination of liposome partitioning of ionizable drugs
using small unilamellar phosphatidylcholine vesicles prepared by sonic
homogenization has been successfully developed, enabling the use
of high lipid-to-drug ratios. Liposome−water partition coefficients of
diclofenac and propranolol were determined to study the impact of
varying titration parameters, temperature, equilibration time, lipid, and
liposome types on the partitioning. To validate this method, the results
were compared to literature values generated with different techniques
and to pH-metric titration results with large unilamellar vesicles. The
rapid pH-metric assay gave liposome partitioning data for the two
model compounds which were consistent with other analytical
techniques and liposome types.

Introduction
Partitioning between phospholipid bilayer vesicles and

water has been suggested as a better model for predicting
the passive diffusion of drug molecules through biomem-
branes than partitioning between organic bulk solvents and
water.1-4 In contrast to octanol and other water-immiscible
solvents no bulk phase separation between aqueous and
organic component occurs in liposome systems. Therefore,
standard spectrophotometric techniques cannot be rou-
tinely applied to measure drug partitioning in liposomes.
The combination of equilibrium dialysis with radiotracer
assays has been successfully used to measure partitioning
at drug concentrations far below saturation of the lipid and
can therefore be regarded as a gold standard for the
determination of liposome partitioning.5 However, this
method fails to be useful as a routine method.

Approximately 75% of all drugs are bases, 20% are acids,
and less than 5% are nonionic.6

The Sirius semiautomated pH-metric logP titration
equipment offers a less cumbersome means of generating
liposome partitioning data on a routine basis.7 The impact
of titration variables on pH-metric partitioning results with
liposomes has been largely unknown and is studied here
(e.g., temperature, titration direction, equilibrium time, pH-
range). The liposomes are tested for titratable impurities
as could, for example, be generated by hydrolysis of
phospholipids.

The choice of lipid is studied together with the impact
of different liposome preparation techniques and resulting
vesicle sizes.

The major components of biomembranes such as intes-
tinal brush border membranes are phospholipids, neutral
lipids, and proteins. The bilayer has been suggested to be
the primary barrier to passive transcellular drug absorp-
tion. A contribution of membrane-based proteins to this
mode of absorption has not been reported. The molar ratio
of rabbit brush border membrane lipids is reported to be
1:1:1 (neutral:phospholipid:glycolipid).8 The distinct bilayer
configuration of the zwitterionic phosphatidylcholine in
vesicles appears to mimic the interfacial character as well
as the ionic, H-bond, dipole-dipole, and hydrophobic
interactions which may define partitioning in real biomem-
branes. The impact of cholesterol, the most important
neutral membrane lipid, is discussed later on.

Small unilamellar vesicles are prepared by sonication,
allowing for particularly high lipid concentrations (e.g., 100
mg phospholipid/mL) and consequently for high molar
phospholipid/drug ratios (above 100), avoiding saturation
of phospholipid with drug. The minimal vesicle size should
provide for a maximum surface area, allowing for minimal
partitioning equilibrium times. Also, this type of liposome
can be prepared with simple lab equipment in sufficient
quality and in short time. pH-metric partitioning data from
sonicated small unilamellar vesicles (S-SUV) are compared
to reference values from small unilamellar vesicles as
prepared by equilibrium dialysis (ED-SUV) and other
published data. Furthermore, they are compared with other
partitioning data obtained by the Sirius pH-metric tech-
nique with large unilamellar vesicles prepared by a freeze
and thaw technique (FAT-LUV).

Experimental Section
MaterialssDiclofenac sodium and propranolol hydrochloride

were obtained from Sigma. Cholesterol was obtained from Fluka
(Sigma Chemie Vertriebs GmbH Deisenhofen, Germany). Epiku-
ron200 (Soy-PC: >92% glycerophosphocholine esters with various
mainly unsaturated fatty acids, <3% lyso-phosphatidylcholine,
<2% other phospholipids, <0.8% water, <2% oil, and <0.2%
R-tocopherol) was provided by Lucas Meyer GmbH (Hamburg,
Germany). Linoleic acid was the predominant fatty acid of the 70-
80% of unsaturated fatty acids. Lipoid PC 18:1; 18:1 containing
98.5% dioleoylphosphatidylcholine (DOPC) was obtained from
Lipoid GmbH (Ludwigshafen, Germany). Potassium chloride,
HCl-Titrisol, and KOH-Titrisol were purchased from Merck
KGaA (Darmstadt, Germany).

Liposome PreparationsS-SUV Liposomes were prepared as
follows: 1.6 g of phospholipid was dissolved in a small amount of
methanol in a 200 mL round-bottom flask. A solid phospholipid
film was formed by vacuum evaporation of methanol at 50 °C using
a rotary evaporator. As determined by thermogravimetry, the
resulting film contained less than 5% volatiles after 30 min of
vacuum drying. The phospholipid film was dispersed with 14.4
mL of a 0.15 M potassium chloride solution resulting in a
phospholipid concentration of 100 mg/mL. A 15 mL aliquot of this
phospholipid dispersion was sonicated for 20 min in a Sirius-
titrator vial using a Bandelin Sonopuls HD70 sonifier equipped
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with a TT13 sonotrode (Bandelin Electronic GmbH, Berlin,
Germany) at 50% amplitude setting with argon purge and cooling
with ice-water.

Vesicle SizesThe size of the SUV liposomes was measured
by photon correlation spectroscopy with a Coulter N4 Plus at 90°
angle and 600 s sample time. The evaluation of the results could
be limited to a range from 5 to 500 nm. Samples were diluted with
0.2 µm filtered 0.15 M KCl solution to reach 105 to 106 counts per
second. Liposomes were not filtered to avoid artifacts.

Determination of Partition CoefficientssTitrations were
performed on PCA101 and GLPKA automatic titrators (Sirius
Analytical Instruments Ltd., Forest Row, UK). All titrations were
carried out in the pH range between 3.5 and 10.5. Alkalimetric
titrations from pH 3.5 to 10.5 were called “up-assay”, and acidi-
metric titrations from pH 10.5 to 3.5 were called “down-assays”
and differed only with respect to titration direction. In this pH
range drug concentrations >0.4 mM were required. After sonica-
tion, the liposome dispersion was added manually to the weighed
diclofenac sodium or propranolol hydrochloride samples in 20 mL
vials. Different volume ratios of lipid dispersion and water were
adjusted according to the scheme in Table 1 by automatic addition
of 0.15 M KCl solution. A partial density of 1.0 g/mL for aqueous
KCl solution and for the phospholipid9 in the liquid-crystalline
state was used for the calculation of the lipid to water volume ratio.
For the comparison of S-SUV and FAT-LUV vesicles, the mixtures
were constituted according to Table 2. Samples were stirred until
complete dissolution of the drug. The resulting diclofenac-
liposome solutions had a pH of 7, and the propranolol-liposome
solutions a pH between 5.6 and 6.6. Then the pH was adjusted
automatically to the start pH of the titration at pH 10.5 or 3.5.
The maximum titrant volume increment for one titration step was
limited to 0.01 mL. The pH change per titrant addition was limited
to 0.2 pH units. Typically, more than 30 pH readings were collected
from each titration. The pH values were recorded when the pH-
drift was lower than 0.01 pH per minute. The titration time was
between 20 and 60 min for low and high lipid concentrations,
respectively. Argon purge was applied to all titrations. Processing
of titration data was carried out using the PKALOGP version 5.01
software (Sirius Analytical Instruments Ltd., Forest Row, UK).
Final partitioning results log Pneutral and log Pion were calcu-
lated from titrations at different lipid concentrations including at
least the two extremes of the lipid-to-drug ratio. A detailed
description of the pH-metric log P method can be found else-
where.7,10,11

Results and Discussion
The impact of assay conditions on drug partitioning into

small unilamellar soybean phospholipid bilayer vesicles
was studied in detail and is discussed in the following

paragraphs. Table 3 shows the impact of different assay
parameters on the partitioning of neutral and anionic
diclofenac and neutral and cationic propranolol. Table 4
shows the results of a study on titratable lipid impurities
measurable at the assay conditions. Table 5 shows the com-
parison of results as generated with the preferred titri-
metric assay conditions (see line 2) with results of different
liposome and lipid types and analytical techniques. Table
6 shows the results of a reproducibility study.The chemical
structures and pKa values of the neutral species of the two
model drugs are shown in Figure 1.

Direction of TitrationsThe neutral species of di-
clofenac and propranolol showed no significantly different
partitioning for down-titrations. The partitioning of the
propranolol cation was found to be reduced by 0.5 log units
for the down-titration while no different partitioning was
found for the diclofenac anion (see Table 3, columns 1 and
2). The data quality of the results obtained from the down
assays was generally better and resulted in smaller errors
for the calculated partition coefficients. For this reason the
down-assay was selected for routine measurements.

Lipid-Drug RatiosColumns 2-4 of Table 3 show the
differences of partitioning results when calculated based
on four titrations covering lipid-drug ratios from 3 to100
or based on three titrations at lipid-drug ratios 3-40 or
10-100. We found no significant differences in the final
results when ratios as small as 3 were used together with
high ratios.

TemperaturesThe application of the pH-metric tech-
nique to liposome partitioning did not show any evidence
for analytical problems or critical liposome instabilities at
37 °C so that this physiologic temperature can be used for
routine application. Also, the higher temperature should
accelerate the adjustment of the partitioning equilibrium.
No significant partitioning differences were found for the
different ionic species of the two model drugs at standard
laboratory temperature 25 °C and physiologic temperature
37 °C (see Table 3, columns 2 and 5). The pKa of propranolol
was shifted to a significantly lower basicity at the higher
temperature, which is typical for many bases, and points
out the necessity to evaluate the partitioning and pKa at
the same temperature (see Figure 1).

Equilibration TimesThe results of titrations with 3
h extra equilibration time before starting the titration are
shown in Table 3. The partitioning of the propranolol
species remained unchanged. The partition coefficients of
diclofenac acid and anion rose by 0.4 and 0.5 log units,
respectively. Another assay variation included a 2-min
delay time after each titration step. The additional equili-
bration time during the assay led to nonsignificant changes
of partitioning results. The minimal impact of the ad-
ditional delay time suggests such a prolongation of the
assay is not necessary for a rapid and continuous titration.

Titration pH-RangesThe usable pH-range for titra-
tions with phospholipids is limited by ionizable functions
in the liposomes and degradation of phospholipids at
extreme pH-values. It was found that the ionization of the
lipid phosphate disturbs the assay at a pH lower than 3.5.
The upper limit of the titration pH-range is defined by
increasing hydrolytic degradation of phosphatidylcholine
to titratable free fatty acids. Typically, the pH of the sample
dissolved in liposome dispersion is approximately neutral.
The automatic titration program quickly approaches the
acidic or alkaline start pH and approaches the neutral
region again after 10 to 30 min depending on the lipid and
sample concentration. Consequently, the liposome stressing
conditions at extreme pH-values prevail only shortly. With
start pH-values not higher than 10.5, assays could be
evaluated without major disturbance by generated degra-
dation products or other artifacts.

Table 1sLipid Ratios Used for Investigations on the Impact of Assay
Variations on S-SUV Partitioning Results

[lipid]:[drug]a lipid (g) 0.15 M KCl (mL) “lipid/water”b

3 0.025 20 0.0013
10 0.1 15 0.0067
40 0.2 8 0.0250

100 1 20 0.0500

a [lipid]:[drug]: molar ratio of lipid to drug. b “lipid/water”: lipid to water
volume ratio as calculated based on partial densities for the aqueous and
phospholipid moiety at 1.0 g/mL.

Table 2sLipid Ratios Used for Investigations on the Effect of Vesicle
and Lipid Types on Partitioning

[lipid]:[drug]a lipid (g) 0.15 M KCl (mL) “lipid/water”b

1.5 0.005 15 0.0003
3.0 0.025 20 0.0013

10 0.1 15 0.0067
30 0.2 8 0.0250

a [lipid]:[drug]: molar ratio of lipid to drug. “lipid/water”: lipid to water volume
ratio as calculated based on partial densities for the aqueous and phospholipid
moiety at 1.0 g/mL.
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Titratable ImpuritiessAn impurity, probably a fatty
acid with an apparent pKa at 6.8,12 could be detected in
blank titrations containing only the phospholipid vesicles
without any drug compound. Blank titrations were carried
out at 37 °C as down-assays (see Table 4). The calculated
concentrations of impurity for the assays with high phos-
pholipid concentrations were more reliable than those at
lower phospholipid concentrations since concentrations of
impurities below 0.1 mM were likely to be too low to be
determined exactly. Partitioning of drugs into phospholipid
bilayers has been reported to be influenced by concentra-
tions of free fatty acids above 10%.13 The direct influence
of acidic impurities on the titration curves can be corrected
by the refinement of data. Although the start of the
titrations at pH 10.5 may increase the formation of these
hydrolysis products, the measured free fatty concentration
was still below the concentration reported for biological
membranes.8 High free fatty acid values should be inter-
preted carefully as membrane preparation techniques could
also lead to phospholipid decomposition. Generally non-
saturated phospholipids such as soybean phospholipids are
susceptible to autoxidation and might form peroxides. For
minimizing oxidation, the sonication was carried out under
argon at low temperature, and the titration was performed
under argon. The titration of an aged liposome dispersion
(8 h at 25 °C) did not show additional titratable impurities
so that oxidation of the phospholipid is regarded to be
insignificant.

Lipid SelectionsThe liposomes in this study were
prepared from a purified soybean phosphatidylcholine so
that titratable biomembrane constituents such as free fatty
acids, phosphatidylethanolamine, and phosphatidylserine
were minimized. The pattern of predominantly unsaturated
fatty acids in soy-phospholipids provides for a fluid bilayer
structure at 25 °C or higher temperatures. Compared to
pure, chemically defined phospholipids such as dioleoylphos-
phatidylcholine (DOPC), which consists of >98.5% DOPC,
phospholipids of natural origin have the advantages of a
fatty acyl chain composition similar to biomembranes and
low price. No significant differences were found for the
partitioning of neutral propranolol and diclofenac to Soy-

PC and DOPC liposomes. In contrast, the difference (Soy-
PC-DOPC) was up to 0.8 for the diclofenac anion and 0.5
for the propranolol cation. However, the partitioning results
for propranolol in Soy-PC/S-SUV were found to be closer
to the reference results based on Egg-PC/ED-SUV than
those based on DOPC/S-SUV or DOPC/FAT-LUV.

Influence of CholesterolsSmall unilamellar vesicles
with cholesterol were made from a 1:1 molar mixture of
Soy-PC and cholesterol.14 The presence of cholesterol in
liposomes decreased partitioning for all species, but the
decrease for the diclofenac anion may not be significant
(see below). The difference between log Pneutral and log Pion
(∆ (neutral-ion)) was not significantly changed compared
to cholesterol-free liposomes (see Table 3). A similarly
significant decrease of partitioning with raising cholesterol
concentrations in a bilayer was reported for nimodipine by
Mason et al.15 The titrimetric measurement of partitioning
to cholesterol containing vesicles appears to be viable and
may lead to further refined assay procedures.

Effect of Vesicle-SizesThe size determination of the
Soy-PC-S-SUV liposomes yielded a mean diameter of 32
( 2 nm resulting in a vesicle surface area of approximately
35 m2 per 100 mg of lipid. In contrast, the FAT-LUV
technique leads to larger liposomes with a diameter of
approximately 100 nm.7 For the neutral species, no sig-
nificant changes in partitioning were observed for different
vesicles sizes (see Table 5). The diclofenac anion partition-
ing was decreased in small vesicles by 0.4 log units in
DOPC and Soy-PC. The propranolol cation partitioning was
decreased by. 0.5 log units in DOPC. The decrease of ion
partitioning with lower vesicle size was found to be slightly
smaller for Soy-PC based vesicles compared to DOPC.
Small vesicles with their stronger curvature have been
regarded as a less celllike membrane model than larger
liposomes. On the other hand, the measurement in highly
concentrated small vesicle dispersions allows for measuring
at higher lipid concentrations, higher lipid/drug ratios, and
maximum interfacial surface area. This benefit may out-
weigh the impact of higher artificial curvature.

ReproducibilitysThe reproducibility of titrimetric li-
posome partitioning results was assessed at 25 °C based
on down-titration results at four different lipid concentra-
tions according to Table 1 which were generated by three
operators in two different labs. The results of each four-
titration set were fitted to obtain one weighted average
partition coefficient for the different ionic species of the two
test compounds as listed in Table 6. The high reproduc-
ibility of the partitioning results could be achieved despite
some differences in equipment, e.g., new versus old sonifier.
The standard deviation (SD) was highest for the neutral
diclofenac and minimal for its anionic species. We estimate
that partitioning differences between two datasets as

Table 3sImpact of Assay Variations on S−SUV Partitioning Resultsa

temperature (°C) 25 25 25 25 37 25 25 25
direction of titration up down down down down down down down
lipid Soy-PC Soy-PC Soy-PC Soy-PC Soy-PC Soy-PC Soy-PC Soy-PC/cholesterol

1:1 (molar)
equilibrium time before assay 0 0 0 0 0 0 3 h 0
equilibrium time after titrant addition 0 0 0 0 0 2 min delay 0 0
range [lipid]:[drug] 3-100 3-100 3-40 10-100 3-100 3-100 3-100 3-100

log PS-SUV

diclofenac neutral 4.7 4.5 4.3 - 4.3 4.6 4.9 3.8
diclofenac ion 2.9 3.0 2.9 - 2.9 3.0 3.5 2.7
∆ (neutral−ion) 1.8 1.5 1.4 - 1.4 1.6 1.4 1.1
propranolol neutral 3.5 3.4 3.3 3.3 3.2 3.3 3.4 3.0
propranolol ion 3.1 2.6 2.6 2.5 2.5 2.4 2.8 2.2
∆ (neutral−ion) 0.4 0.8 0.7 0.8 0.7 0.9 0.6 0.8

a The pH-titration was performed either from pH 3.5 to 10.5 ”up” or in the opposite direction “down”. “Range [lipid]:[drug]” gives the range of lipid ratios of Table
1 which were used for the multiset calculation of final log P results as listed in the lower section of the table.

Table 4sTitratable Impuritiesa

lipid (g)
total volume

(mL)
approx pKa

of impurity
concn
(mM)

mol %
(impurity/total lipids)

0.025 20 6.4 0.042 2
0.1 15 6.8 0.074 1
0.2 8 6.7 0.192 0.6
1.0 20 6.8 0.185 0.3

a The molar fraction of titratable impurity was calculated as oleic acid (mw
282).

804 / Journal of Pharmaceutical Sciences
Vol. 88, No. 8, August 1999



calculated from four titrations at different lipid concentra-
tions may not be significant if they do not exceed (0.3 log
units.

Comparison with Available Partitioning DatasThe
results obtained with the S-SUV in potentiometric titra-
tions were in good agreement with literature results of
membrane partitioning. Equilibrium dialysis results for
propranolol liposome partitioning were used as the refer-
ence of the first choice. Good agreement could be achieved
at 37 °C without any extra equilibrium time (see lines 2
and 6, Table 5). For these experimental conditions, the
same partition coefficient was determined for the neutral
species of propranolol. The partition coefficient of the cation
determined by titration was 0.3 log units lower compared
to the equilibrium dialysis result which may not be
significant. In ref 16, partitioning results were given for
pH 7.4 where propranolol is almost completely present in
the cationic form. In the octanol-water partitioning sys-
tem, drastically smaller partition coefficients have been
determined for the ionic species of diclofenac and propra-
nolol.

Conclusions
The use of sonicated small unilamellar vesicles made of

soybean-PC as a biomembrane partition model in a pH-
metric titration assay was studied with various assay
settings. The titrimetric results for the partitioning of
propranolol to sonicated small vesicles were in good agree-
ment with results generated with an equilibrium dialysis/
radiotracer method at a high lipid-to-drug ratio. Titrimetric
partition results measured with S-SUV were also compa-

rable to those obtained with large unilamellar vesicles
made by an extrusion technique.

Small unilamellar vesicles made by sonication combine
several advantages for its use as a rapid partitioning assay.
The production process allows testing at lipid concentra-
tions as high as 100 mg/mL. Therefore partitioning assays
can be run at high lipid-to-drug ratios to avoid saturation
of lipid with drug. They can also be prepared with simple
lab equipment in a short time. Furthermore, partitioning
to small vesicles of soybean-PC differed only slightly for
minimally from large vesicles despite their more pro-
nounced curvature. The use of pure DOPC instead of
soybean-PC did not lead to more relevant partitioning
results or other advantages. Since soybean-PC consists of
a mixture of acyl-glycerophosphocholines, it should be
closer to the composition of biological membranes than pure
DOPC. On the basis of the results discussed above,
partitioning data to small unilamellar soybean-PC vesicles
can be utilized as a potential membrane model and may
have advantages over other vesicles. Higher possible lipid
concentrations, simple preparation, and low cost of phos-
pholipid make this method attractive as a standard screen-
ing procedure. Data generated by this titrimetric assay
have been successfully utilized for a correlation of intestinal
drug absorption with dose, solubility, and liposome parti-
tioning.16

Glossary
S-SUV Small unilamellar vesicles generated by soni-

cation
ED-SUV Small unilamellar vesicles generated by equi-

librium dialysis
FAT-LUV Large unilamellar vesicles generated by equi-

librium dialysis
Soy-PC Soybean phosphatidylcholine, purified
MLV Multilamellar vesicles
DOPC Dioleoylphosphatidylcholine
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Abstract 0 A method for the rapid computation of polar molecular
surface area (PSA) is described. It is shown that consideration of
only a single conformer when computing PSA gives an excellent
correlation with intestinal absorption datasas good as previously
reported methods employing multiple conformers. Circumventing a
time-consuming conformational analysis opens the possibility of
computationally screening large numbers of compounds for problems
relating to absorption prior to synthesis. The robustness of the criterion
for identifying poorly absorbed compounds (PSA g 140 Å2) is
illustrated through its application to a diverse test set of 74 drugs.
The PSA-based method is also compared to an experimental method
for absorption prediction recently described in the literature.

Introduction
In recent years, the pharmaceutical industry has come

under increasing pressure to reduce the time that is
required for the discovery and development of novel
therapeutics. The advent of combinatorial chemistry and
high-throughput screening methodologies has brought with
it the ability to synthesize and evaluate orders of magni-
tude more compounds than has been possible using tradi-
tional means. However, these new high-throughput tech-
niques alone do not provide the means to faster drug
discovery. Increasingly, researchers have become aware
that it is not merely the number of compounds made and
tested that is important; the nature of those compounds is
just as vital.

In particular, the focus of drug discovery is now not
simply on achieving the best possible potency against the
biological target of interest, but also on seeking favorable
ADME (absorption, distribution, metabolism, and excre-
tion) properties and performing these two tasks in parallel,
rather than in sequence.1-4 The emphasis is now on “failing
fast”, i.e., weeding out compounds with poor physicochem-
ical properties early in the drug discovery phase, thereby
saving both time and expense.

To this end, a battery of in vitro experimental methods
has arisen to help screen candidate molecules for their
ADME characteristics.1,5 Of particular note are Caco-2
monolayers for predicting in vivo intestinal absorption6,7

and systems for the evaluation of metabolic susceptibility
employing human liver microsomes, hepatocytes, or re-
combinant P450 isozymes.8 The use of artificial membranes
for evaluating absorption processes has also been recently
reported.9 More rapid in vivo tests are also being developed

such as “cassette” dosing protocols in which multiple
compounds are administered in a single dose to a single
animal.10 However, all these techniques require the syn-
thesis of the compounds to be tested. Even more time and
effort could be saved if it were possible for computational
techniques to assess reliably compounds for ADME proper-
ties prior to synthesis and to identify those likely to be
problematic. Such problem compounds could then be
rejected or assigned a reduced priority for synthesis. For
this reason, several groups have developed computational
screening methods seeking to distinguish between druglike
and nondruglike compounds in a general sense.11-13

For most drugs, the preferred route of administration is
by oral ingestion. Researchers have therefore sought to
delineate the physicochemical properties that favor intes-
tinal absorption14,15 and to develop computational methods
for its prediction. The so-called “rule-of-5” has proved very
popular as a rapid, if approximate, screen for compounds
likely to be poorly absorbed.16 This rule states that if a
compound satisfies any two of the following rules, it is likely
to exhibit poor intestinal absorption:

• Molecular weight > 500
• Number of hydrogen bond donors > 5 (a donor being

any O-H or N-H group)
• Number of hydrogen bond acceptors > 10 (an acceptor

being any O or N including those in donor groups)
• Calculated log P > 5.0 (if ClogP17 is used) or > 4.15 (if

MlogP18 is used)
Wessel et al.19 recently reported the generation of a

QSPR (quantitative structure-property relationship) model
from a training set of 76 compounds with human fractional
absorption (%FA) data using a genetic algorithm with a
neural network scoring function. The errors (RMSE) in
prediction from this model were 9.4% for the training set
and 16.0% for the test set of 10 compounds. Another
regression-based approach was described by Hirono et al.;20

however, their work used oral bioavailability data which
may include metabolism effects and so cannot be compared
directly to intestinal absorption.

Polar Surface Area

The use of molecular surface areas in the modeling of
solvation and partitioning processes has a long history.21,22

More recently, approaches to absorption prediction have
been developed that involve a quantity derived from the
molecular surface known as the polar surface area (PSA).
The PSA of a molecule is defined as the area of its van der
Waals surface that arises from oxygen or nitrogen atoms
or hydrogen atoms attached to oxygen or nitrogen atoms.
As such, it is clearly related to the capacity of a compound
to form hydrogen bonds. One study relating PSA to
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intestinal absorption was that of van de Waterbeemd et
al.,23 in which a quantitative structure-absorption rela-
tionship was derived for the passage of 17 compounds
across a Caco-2 monolayer:

where log Papp is the logarithm of the apparent permeability
through the monolayer (in cm/s), and MW is the molecular
weight of the compounds. The standard errors of the
regression coefficients are given in parentheses. The cor-
relation coefficient for this equation was r ) 0.833 (r2 )
0.694).

The method used by van de Waterbeemd et al.23 to
calculate PSA considered only a single conformation of the
molecules concerned. By contrast, Palm and co-workers
employed a measure termed the “dynamic” PSA (PSAd),
which is a Boltzmann-weighted average value computed
from an ensemble of low-energy conformers obtained by a
detailed conformational search.24 This kind of Boltzmann
averaging of molecular surface areas seems to have been
used first by Hermann in the modeling of hydrocarbon
solubility21 and has been applied more recently by Lipko-
witz et al.25 in a study of weakly bound diastereomeric
complexes. In their work, Palm et al. showed that PSAd
correlated well with intestinal absorption, in terms of both
measurements of Caco-2 monolayer permeability24 and the
fraction absorbed (%FA) in humans.26 In the former case,
the correlation between PSAd values and Caco-2 absorption
was r2 ) 0.99. In the latter study on 20 carefully selected
drugs, a sigmoidal fit with an r2 ) 0.94 (RMSE ) 9.2%)
was obtained. From this sigmoidal curve, Palm et al.26

suggested that molecules with a PSAd of g 140 Å2 should
exhibit a %FA of < 10% and that this PSAd value could
therefore be used to identify poorly absorbed compounds
prior to synthesis. Conversely, completely absorbed mol-
ecules (%FA > 90%) exhibited PSAd values of e 60 Å2.

Palm et al.24 argued that their PSAd measure, by taking
account of multiple low-energy conformations, should give
a better description of molecular surface properties than
methods that consider only a single conformer. A similar
argument has been advanced recently by Krarup and co-
workers27 who developed a PSAd measure similar to that
described by Palm et al.,24 but using the solvent-accessible,
rather than the van der Waals, molecular surface. The
difficulty with these “dynamic” methods from a practical
point of view is that they are very computationally expen-
sive. To carry out a conformational search with energy
minimization for even a moderately flexible small molecule
can take several hours of CPU time on a modern worksta-
tion. Clearly, a dynamic PSA calculation becomes impracti-
cal if one wants to consider more than just a few molecules
on a routine basis. Furthermore, from a theoretical view-
point, the use of gas-phase conformational energies to
calculate the Boltzmann-averaged PSAd value might be
questioned on the grounds that, in solution, solvation
effects could significantly alter the relative energies of the
conformers. To counter this latter argument, it should be
noted that a recent paper by Palm et al.28 showed that, for
most of the set of nine beta-blockers studied, the simulation
environment (gas phase, water, or chloroform) had only a
small effect on the value of PSAd.

Despite being advocates of a “dynamic” approach, it is
noteworthy that both Palm et al.24 and Krarup et al.27

concede that good correlations with absorption can be
obtained by just considering a single conformation. To
quote from the former: “Surprisingly, the correlations
between the surface properties of the global minimum
conformations and the permeability were only slightly

poorer [my italics] than the correlations obtained with the
dynamic properties”.24 In the work of the latter group,27

an excellent correlation (r2 ) 0.98) with absorption was
discovered using just the (extended) starting conformation
for the molecular dynamics simulation. These observations
accord with earlier work by Pearlman22 who demonstrated
that single conformation-based surface areas could be as
effective as the Boltzmann-averaged areas described by
Hermann21 for the modeling of the free energy of cavity
formation. These results encouraged us to investigate in
more detail the use of calculations of PSA, from just a single
conformer, for the prediction of intestinal absorption. If
reliable predictions could be made on this basis, it would
open the way for the rapid prescreening of large compound
collections or combinatorial libraries to eliminate molecules
likely to show poor absorption characteristics. These
compound sets might already be in existence, perhaps
being considered for purchase from an external source, or
they could be virtual, i.e., not yet synthesized but repre-
sented in a computer-readable form. In either case, a
computational procedure for assessing absorption in a
reasonable time scale would be of great utility in the drug
discovery process.

In the remainder of this paper, the computational
methods we have developed will be detailed. Following
that, we shall demonstrate their performance first on the
training set used by Palm et al.26 and then on a larger test
set drawn from the work of Wessel et al.19 We shall also
compare the results of our method with those of the
experimental system developed by Kansy and co-workers.9
After a discussion of the results obtained to date, some
future directions for research in this area will be postu-
lated. The paper immediately following this one will
describe the further use of PSA calculations for the predic-
tion of blood-brain partitioning.

Computational Methods
A flowchart of the computational processes employed in this

work is given in Figure 1. In detail, the steps are as follows:
1. The molecule is encoded as its neutral species in SMILES29

format with appropriate stereochemical designations where the
stereochemistry is known.

log Papp ) 0.008((0.002)MW - 0.043((0.008)PSA -
5.165((0.605) (1)

Figure 1sFlowchart of computational procedures.
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2. The program CONCORD30,31 is used to convert the SMILES
representation into an approximate 3-D structure.

3. This conformation is then energy-minimized to relieve any
close steric contacts using the maximin2 minimizer in SYBYL.32

Minimization is terminated after either 1000 iterations or when
a gradient of less than 0.05 kcal/(mol.Å) is attained.

4. The minimized conformation is passed to the MOLVOL
program developed by Dodd and Theodorou.33 MOLVOL computes
the van der Waals molecular surface area for the conformation
and outputs the contributions of the individual atoms to the
surface area.

5. Finally, an in-house Fortran program, Polarsa2, sums the
contributions of the polar atoms (N, O, and H attached to N or O)
and outputs the PSA value.

It should be noted that this procedure is entirely automated by
means of a C-shell script and so large numbers of molecules can
be processed in batch. An intranet-based interface is also available
for medicinal chemists to calculate PSA-based predictions of
absorption and blood-brain barrier penetration on single molecules.
Typically, the CPU time required to process a compound is of the
order of 10-15 CPU seconds (SGI R10000 workstation), most of
this time being required for the energy minimization step (which
can be curtailed if very large numbers of molecules are to be
processed). This efficiency of calculation enables the processing
of large sets of compounds, particular virtual combinatorial
libraries, in a realistic time frame.

Results
Training SetsThe 20 drug molecules studied by Palm

et al.26 were encoded as SMILES and processed in batch
using the procedure described above. The CPU time
required for this was 138 s (SGI R10000 processor). The
resulting PSA values are shown in Table 1, along with the
PSAd and %FA values taken from Palm et al.26 and the
status of the compounds according to the rule-of-5. The fit
of the single conformer PSA values to the %FA data using
a Boltzmann sigmoidal curve34 is shown in Figure 2. The
statistics for this fit (r2 ) 0.94, RMSE ) 9.1%) are almost
identical to those quoted by Palm et al.26 (r2 ) 0.94, RMSE
) 9.2%). Reading from the curve, the PSA value corre-
sponding to a fractional absorption of 10% is 139.4 Å2 and
for 90% absorption, the value is 61 Å2. Again, these figures
are almost identical to those quoted by Palm et al.26 The
correlation coefficient between the values of PSA and PSAd
presented in Table 1 is r ) 0.996. As might be expected,
the agreement in absolute terms is worse for the more-
flexible, more-polar compounds such as mannitol, lactulose,
and raffinose. Of the more rigid compounds, oxazepam also

shows quite a large absolute difference between PSA and
PSAd. This difference probably reflects an instance where
the use of different computational methods between this
work and that of Palm et al.26 (e.g., for 3-D structure
generation and molecular mechanics optimization) has a
significant effect on the results.

From these results, we concluded that, for this set at
least, the use of a rapid, single-conformer-based calculation
of PSA is sufficient for determining molecules likely to
exhibit poor intestinal absorption. It is important to note
that all the compounds in the Palm set were chosen on the
basis of their being absorbed primarily by passive pro-
cesses. Thus, the PSA criterion cannot be expected to apply
to compounds that are substrates for active transporters.

Applying the value of 140 Å2 to this set picks out four
compounds as being poorly absorbed: sulfasalazine, ol-
salazine, lactulose, and raffinose. These all show %FA of
e 13%. The rule-of-5 only generates warnings for the latter
two compounds, suggesting that the PSA value may be a
better discriminator of poorly absorbed molecules.

Test SetsTo test further the PSA g 140 Å2 criterion
for poor absorption, a further set of compounds was
compiled from a recent publication.19 After removing
compounds that are also in the Palm et al. set,26 74
compounds remained. PSA values were computed for these
compounds and are presented in Table 2 (plotted as a graph
in Figure 3) together with the predicted classification of
the molecules as “good” (PSA e 61 Å2), “poor” (PSA g 140
Å2) or “OK” (140 Å2 > PSA > 61 Å2). The rule-of-5 status
of each compound is also included, and the %FA values are
taken from Wessel et al.19

From a practical point of view, when testing this
measure, we were most concerned about any false negative
predictions that might arise from the application of the PSA
g 140 Å2 criterion, i.e., compounds which are predicted to
be poorly absorbed but which in fact are well absorbed.
False negatives are worrisome because, were the com-
pounds to be discarded on the basis of the prediction, their
true absorption would never be discovered. On the other
hand, false positive predictions would always be discovered
and, while wasteful, would not be serious in the long term.
The seven apparent false negatives are highlighted in Table
2 and shown as crosses (×) in Figure 3. Each of these
compounds is commented on below.

• Methotrexate has a very high PSA value (225 Å2), and
yet it is still reported as being 100% absorbed. The reason
for this is that it is absorbed by a carrier-mediated process
which is responsible for folate absorption.35,36

• Zidovudine (AZT) just transgresses the PSA limit (142.9
Å2) while exhibiting 100% absorption. Again, this absorp-
tion is made possible by active transport, the carrier in

Table 1sData for the Set of Compounds from Palm et al26

compound PSA/Å2 PSAd/Å2 %FA rule-of-5 status

metoprolol 57.2 53.1 100 pass
nordiazepam 47.5 45.1 99 pass
diazepam 34.5 33.0 97 pass
oxprenolol 53.2 46.8 97 pass
phenazone 28.0 27.1 97 pass
oxazepam 55.6 66.9 97 pass
alprenolol 41.8 37.1 96 pass
practolol 77.2 73.4 95 pass
pindolol 60.9 56.5 92 pass
ciprofloxacin 80.1 78.7 69 pass
metolazone 95.9 94.5 64 pass
tranexamic acid 71.5 69.2 55 pass
atenolol 93.3 90.9 54 pass
sulpiride 101.4 100.2 36 pass
mannitol 129.6 116.6 26 pass
foscarnet 117.3 115.3 17 pass
sulfasalazine 148.6 141.9 12 pass
olsalazine 147.0 141.0 2.3 pass
lactulose 197.8 177.2 0.6 warning
raffinose 266.8 242.1 0.3 warning

Figure 2sBoltzmann sigmoidal fit of single conformer PSA values to human
%FA data for Palm et al.26 compounds.
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question being a recombinant nucleoside transporter which
is responsible for the absorption of pyrimidine nucleo-
sides.37

• Amoxicillin and cefatrizine are both amino-â-lactam
antibiotics that show good intestinal absorption despite
high PSA values. The explanation for this behavior is that
both are absorbed via dipeptide carriers.38,39

• Cefuroxime axetil shows moderate absorption (36%)s
more than would be predicted from its PSA value of 188.6
Å2. It appears that absorption of this compound takes place
by a specialized transport mechanism that obeys Michae-
lis-Menten kinetics.40

• Like zidovudine, lisinopril is a little over the PSA limit
and shows a greater than expected absorption. In common
with other dipeptide ACE inhibitors, lisinopril is absorbed
in a nonpassive process via the dipeptide carrier system.41

Thus, all the above compounds are actively transported
by one means or another and so are not true false negatives
within the scope of the PSA predictions, which only apply
to passively transported molecules. The remaining com-
pound, etoposide, is more problematic. To our knowledge,
there is no evidence in the literature for any active
processes being involved in its intestinal absorption al-
though a recent paper42 suggests that etoposide distribution
into the brain is partly controlled by an active transport
process. In any case, etoposide does show very erratic oral
bioavailability which has been attributed to low aqueous
solubility, slow intrinsic dissolution rate, and chemical
instability at pH 1.343 and attempts to improve its bio-
availability have been unsuccessful.44 Etoposide, therefore,
while apparently a false negative, is not an ideal repre-
sentative of small molecule oral drugs.

If the above compounds are ignored, the distribution of
the remaining points in Figure 3 is roughly sigmoidal;
however, there is considerably more scatter than in Figure
2. The reason for this is most likely that the compounds in
the Wessel et al. set19 were not chosen so carefully as those
in the Palm et al. set,26 particularly with regard to the mode
of absorption. Even after eliminating the seven “problem”
compounds, it is likely that the set contains compounds
that are absorbed at least partially by active processes (e.g.,
acyclovir, cephalexin), and these will tend to add noise to
the data.

Nevertheless, the (non)absorption of the remaining 67
compounds is successfully predicted when the PSA value
of 140 Å2 is used to partition the set. These results bolster
our confidence that, when passive absorption processes are
being considered, the criterion of PSA g 140 Å2 is a reliable
predictor of poorly absorbed compounds and certainly more
reliable than the rule-of-5, which only identifies two out of
the five compounds showing <10% absorption in this set.

Table 2sData for the Set of Compounds from Wessel et al19

compound PSA/Å2 PSA rating %FA rule-of-5 status

acetylsalicylic acid 69.4 OK 100 pass
bumetanide 120.8 OK 100 pass
caffeine 59.2 good 100 pass
corticosterone 75.9 OK 100 pass
desipramine 16.5 good 100 pass
dexamethasone 90.7 OK 100 pass
felodipine 65.2 OK 100 pass
fluvastatin 88.2 OK 100 pass
ibuprofen 42 good 100 pass
ketoprofen 60.9 good 100 pass
loracarbef 117.9 OK 100 pass
lormetazepam 55.9 good 100 pass
methotrexate 225 poor 100 warning
ondansetron 38 good 100 pass
prazosin 103.6 OK 100 pass
salicylic acid 62.5 OK 100 pass
testosterone 43.4 good 100 pass
valproic acid 44.2 good 100 pass
zidovudine 142.9 poor 100 pass
naproxen 53.8 good 99 pass
prednisolone 98.3 OK 98.8 pass
cephalexin 115.5 OK 98 pass
warfarin 62.8 OK 98 pass
trimethoprim 110.6 OK 97 pass
clonidine 39.5 good 95 pass
fluconazole 75.8 OK 95 pass
imipramine 6 good 95 pass
labetalol 100.6 OK 95 pass
sotalol 90.3 OK 95 pass
amoxicillin 143.4 poor 93.5 pass
hydrocortisone 93.7 OK 91 pass
progesterone 41.2 good 91 pass
terazosin 102.3 OK 91 pass
betaxolol 56.3 good 90 pass
chloramphenicol 118.3 OK 90 pass
phenytoin 66.3 OK 90 pass
scopolamine 61.6 OK 90 pass
tenidap 81.9 OK 90 pass
timolol maleate 82.1 OK 90 pass
acebutolol 89.8 OK 89.5 pass
acrivastine 60.2 good 88 pass
trovafloxacin 101 OK 88 pass
bupropion 26.2 good 87 pass
cimetidine 92.1 OK 85 pass
bromazepam 57.4 good 84 pass
methylprednisolone 98.3 OK 82 pass
sorivudine 131.8 OK 82 pass
acetaminophen 58.5 good 80 pass
quinidine 48.6 good 80 pass
cefatrizine 188.4 poor 76 warning
guanabenz 72.9 OK 75 pass
propylthiouracil 48.9 good 75 pass
sumatriptan 75 OK 75 pass
lamotrigine 96.4 OK 70 pass
captopril 61.8 OK 67 pass
hydrochlorothiazide 135.2 OK 67 pass
furosemide 127.7 OK 61 pass
ziprasidone 60.5 good 60 pass
etoposide 183.3 poor 50 warning
gabapentin 63.4 OK 50 pass
ranitidine 86.7 OK 50 pass
phenoxymethyl penicillinic acid 107.6 OK 45 pass
cefuroxime axetil 188.6 poor 36 warning
norfloxacin 81.1 OK 35 pass
nadolol 85.5 OK 34.5 pass
pravastatin 123.9 OK 34 pass
lisinopril 142.4 poor 25 pass
chlorothiazide 134.3 OK 13 pass
enalaprilat 115.1 OK 10 pass
cefuroxime 176.8 poor 5 pass
doxorubicin 199.5 poor 5 warning
ganciclovir 151.8 poor 3.8 pass
cromolyn 184.6 poor 0.5 pass
gentamicin 174.4 poor 0 warning

Figure 3sPlot of single conformer PSA values to %FA data for 74 compounds
from Wessel et al.19 set. Seven compounds apparently violating the PSA g
140 Å2 criterion for poor absorption are shown as crosses (×).
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Comparison with a High-Throughput Experimen-
tal MethodsRecently, Kansy et al.9 reported the applica-
tion of a system (called PAMPA - Parallel Artificial
Membrane Permeation Assay) for the prediction of passive
absorption. PAMPA estimates absorption by measuring the
“flux” of a compound through an artificial membrane and
is capable of processing large numbers of compounds in
parallel by means of 96-well plates. Using the PAMPA
system, Kansy et al. classified each member of a set of 25
compounds as being either:

• Highly absorbed (h): %FA g 70, PAMPA flux > 25%
• Moderately absorbed (m): <30 %FA < 70, PAMPA flux

5-25%
• Poorly absorbed (l): %FA e 30, PAMPA flux < 5%
From the curve in Figure 2, the PSA values correspond-

ing to %FA values of 70 and 30 can be determined to be 83
Å2 and 112 Å2, respectively. Using these limits, it was
decided to compare the classification of the compounds
based upon PSA values to that arising from the experi-
mental PAMPA system. Of the 25 compounds comprising
the test set for the PAMPA, one (cephalexin) was excluded
as it is known to be actively transported (for this reason it
was poorly predicted by the PAMPA system). PSA values
and rule-of-5 status were calculated for the remaining 24
compounds, and the compounds were classified according
to their PSA values. The results are shown in Table 3
where the classifications of the compounds from experiment
(human %FA), the PAMPA system, and PSA are collated.

The instances where the PAMPA or PSA predictions are
correct are highlighted. From this, it can be seen that the
PAMPA makes six classification errors, particularly un-
derestimating compounds likely to be transported by a
paracellular route, e.g., theophylline and salicylic acid.9 The
PSA classification system makes only three errors, al-
though one of these (chloramphenicol) is a serious one: the
compound being predicted to be in the low absorption class,
but in fact having a high absorption (i.e., a false negative).
The two other errors in the PSA classification are both
steroids (dexamethasone and hydrocortisone) which are
predicted to have moderate absorption but which are

actually well-absorbed. If the original criterion for poor
absorption of 140 Å2 is applied, all three poor compounds
are correctly identified (although two of these are present
in the original training set of Palm et al.26) and no false
negatives are predicted.

Discussion
The results presented above suggest that using single

conformer-based calculations to identify compounds with
a PSA of g 140 Å2 provides a rapid and reliable means of
eliminating candidates that are likely to be poorly absorbed
in the human intestine. This criterion would seem to be
more discriminating than the popular rule-of-516 and of
similar predictive ability to a high-throughput experimen-
tal system.9 The speed of the method makes it suitable for
screening large compound sets, and the fact that it does
not require the synthesis of the compounds being assessed
means it is especially applicable in the design of combina-
torial libraries. For example, we are already using PSA
values as an additional constraint in our programs for
product-based reagent selection.45

Our method is rather different in philosophy from the
QSPR-type approach adopted by Wessel et al.,19 inasmuch
as we seek simply a rough classification of compounds
whereas their model seeks to predict accurate values across
the whole range of absorption. While the results of Wessel
et al. seem quite reasonable (RMSEs in predicted %FA:
training set 9.4%, cross-validation set 19.7%, and external
prediction set 16.0%), there are a number of questions
about their work, in particular concerning the data set
employed. First, as the authors concede, the data set is
heavily skewed toward well-absorbed compoundssonly 15
of the 86 compounds have %FA values of less than 50. This
bias tends to cause their model to be less accurate in
predicting %FA values for less-well-absorbed compounds.
For instance, enalaprilat is predicted to have %FA of 47.68,
whereas its real value is 10%; conversely, lisinopril is
predicted to have a %FA of 0, whereas its true value is
25%. Second, and more fundamentally, we would question
the constitution of the data set used by Wessel et al.
because it contains compounds that are absorbed by active
transport processes as well as passively absorbed com-
pounds. To our minds, it seems unrealistic to expect to find
a single model that will accurately predict such different
physical processes: passive absorption being diffusion
controlled while each active transport mechanism requires
more specific molecular recognition.46 It is for this reason
that other workers have striven to use only passively
absorbed compounds in their studies.26 Finally, some of the
descriptors used in the model require the use of semiem-
pirical molecular orbital (MO) calculations to generate
partial charge information, and these can be moderately
time-consuming. A more high-throughput model not in-
cluding the MO-based descriptors was developed for pro-
cessing combinatorial libraries, but this was found to give
less accurate predictions.19 Nonetheless, it is interesting
to examine the six descriptors used in the model described
by Wessel et al. Three seem to code for size, flexibility, and
shape while the remainder could be related to PSA:
SAAA-2 (surface area of hydrogen bond acceptor atoms),
SCAA-2 (surface area × charge of hydrogen bond acceptor
atoms), and CHDH-1 (charge on donatable hydrogen
atoms). This would seem to provide additional evidence of
the validity of polar surface measures in the prediction of
absorption.

This begs the question: why should PSA be a useful
predictor of passive absorption? Two of the key physico-
chemical determinants of passive absorption are lipophi-
licity and hydrogen bonding potential,47 so it would seem

Table 3sData for the Set of Compounds from Kansy et al9

absorption classification

compound %FA expt PAMPA PSA PSA/Å2
rule-of-5
status

acetylsalicylic acid 100 h m h 73.4 pass
alprenolol 93 h h h 41.8 pass
atenolol 54 m m m 93.3 pass
ceftriaxone 1 l l l 220.4 warning
chloramphenicol 90 h h l 118.4 pass
corticosterone 100 h h h 75.9 pass
coumarin 100 h h h 33.9 pass
dexamethasone 100 h h m 87.8 pass
diltiazem 92 h h h 60.0 pass
guanabenz 75 h h h 72.9 pass
hydrocortisone 89 h h m 93.7 pass
imipramine 99 h m h 6.0 pass
metoprolol 95 h h h 57.2 pass
olsalazine 2 l l l 147.0 pass
propranolol 90 h h h 42.7 pass
salicylic acid 100 h m h 62.5 pass
sulfasalazine 13 l l l 148.6 pass
sulpiride 35 m m m 102.2 pass
terbutaline 73 h m h 82.8 pass
testosterone 98 h h h 43.4 pass
theophylline 98 h m h 74.7 pass
tiacrilast 99 h m h 79.4 pass
verapamil 95 h h h 73.5 pass
warfarin 93 h h h 62.9 pass
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likely that PSA describes one of these in some way.
However, PSA is not simply related to lipophilicity. This
can be clearly shown by considering, for instance, a
homologous series of monoalcohols: MeOH, EtOH, PrOH,
etc. In this series, the PSA is constant, while the lipophi-
licity increases with increasing carbon chain length. More
generally, for the 86 compounds in the Wessel et al. set,19

there is only a poor correlation between PSA and ClogP
(r ) 0.56). PSA is more closely related to hydrogen bonding
potential as shown by Palm et al.25 who found a correlation
of r ) 0.92 between PSAd and a count of the total number
of hydrogen bonds capable of being formed by a molecule
(Ht). However, PSA is a more subtle descriptor of hydrogen
bonding potential than Ht because it can account for 3D
effects such as shielding or burial of polar groups by other
parts of a molecule, perhaps because of internal hydrogen
bonding. Given that calculations of lipophilicity, at least
for neutral species, are readily available,48 combining these
with PSA predictions should help to guide drug design
toward orally available compounds.

There are a number of factors affecting the PSA value
for any given compound. First, it is incontrovertible that
PSA will vary with conformation as shown by Palm et al.24

However, for the large range of compounds studied here,
it seems that using a single low-energy conformer as a
representative of the ensemble of conformers likely to be
present in vivo is a reasonable approximation. While this
approximation will tend to hold best for more rigid com-
pounds, more flexible compounds also pose problems to a
“dynamic” approach in terms of the increased CPU time
required for a thorough conformational search. Second, for
compounds with more than one stereocenter, the choice of
absolute configuration can also affect the PSA value
although, in general, unless the stereochemistry is complex,
this is only a minor effect. Finally, the atomic radii and
algorithm used for the molecular surface calculation will
also have an effect, as will the method of generating the
3-D structure and the particular force field used for any
geometry optimization. In this work, we have used the
same radii as Palm et al.,26 with the exception of not
distinguishing between sp2 and sp3 carbon atoms. The radii
used in this work are given in Table 4.49

While the PSA criterion for poor absorption seems robust
in avoiding false negative predictions, it is not immune
from making false positive assessments. A good example
of this is pyridostigmine (1, Figure 4), which has a very
low PSA value but is poorly absorbed. This indicates that
a PSA of <140 Å2 is a necessary, but not sufficient, criterion
for absorption. In the case of pyridostigmine, the cause of
the poor absorption is the presence of the positively charged
quaternary nitrogen which inhibits partitioning into the
intestinal membranes. Likewise, the pKa of a compound is
also a key determinant of its absorption; a point well

illustrated by a recent publication on 5-HT1D agonists.50

As indicated above, the lipophilicity of a compound must
also be considered. For instance, RP64477 (2, Figure 4) has
a PSA value of 67.9 Å2 and on this basis would be expected
to be well-absorbed. The fact that it is, in fact, poorly orally
available has been attributed to its high log D (5.2 at pH
7.4).51 Finally, aqueous solubility also affects absorption
and should be an additional consideration early in com-
pound design.16 In summary, it is important not to use PSA
naively as a guide to absorption but to couple it to existing
medicinal chemistry knowledge and intuition. Future work
will seek to incorporate some of these factors in an attempt
to reduce the number of false positive predictions while
avoiding false negatives. Other workers are also exploring
these avenues: in a recent article, Winiwarter and co-
workers showed that, in addition to PSA, a count of
hydrogen bond number and log D (octanol/water, pH 5.5
or pH 6.5) were helpful in accurately predicting drug
permeability across the human jejunum.52 Stenberg et al.53

have also shown recently in a study of a set of peptides
that consideration of the nonpolar, as well as the polar,
surface area can lead to improved predictions of perme-
ability.

Another interesting avenue of future research is the
investigation of refinements to the definition of what
constitutes the polar surface area of a molecule. For
instance, Krarup et al.27 reported that for timolol (3, Figure
4) and its ester prodrug, a correction was needed to the
definition of the polar surface in order to obtain the
excellent reported correlation with Caco-2 permeability.
The correction was to omit the two nitrogens in the
thiadiazole ring from the definition of the polar surface,
on the grounds that they are only weak acceptors. When
this was done, the correlation between the predicted and
actual log Papp values improved significantly. The idea of
refining the polar surface area so that it takes account of
the strength of the hydrogen bonds formed by the groups
that comprise it is intriguing. Certainly, the reported
improvement in the predictions for timolol and its ester is
striking. However, if Krarup et al. were to be consistent,
they should also have omitted the non-carbonyl ester
oxygen from the polar surface of the timolol prodrug as
such oxygens are also known to be extremely infrequent
hydrogen-bond acceptors from crystal structure surveys
and ab initio calculations.54-56 The effect of this modifica-
tion upon their correlation has not yet been investigated.
Nonetheless, this idea is certainly worthy of further
investigation to see if it helps to improve the accuracy of
PSA-based predictions of absorption.

Table 4sAtomic Radii Used in Molecular Surface Calculations

atom radius/Å

C 1.9
O 1.74
N 1.82
H 1.5
H attached to O 1.1
H attached to N 1.125
S 2.11
P 2.05
F 1.65
Cl 2.03
Br 2.18
I 2.32

Figure 4sPyridostigmine (1), RP64477 (2), and timolol (3).
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Conclusion

A method for the rapid computation of polar surface area
has been described. It has been shown that excellent
correlation between polar surface area and intestinal
absorption can be obtained without the time-consuming
procedure of examining multiple conformations.57 The use
of such rapid calculations in conjunction with the criterion
for poor absorption of PSA g 140 Å2 appears to be an
efficient and robust method of computationally screening
large numbers of compounds prior to synthesis. It should
thus be a valuable tool in both lead generation and
optimization.
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Abstract 0 This paper describes the derivation of a simple QSAR
model for the prediction of log BB from a set of 55 diverse organic
compounds. The model contains two variables: polar surface area
(PSA) and calculated logP, both of which can be rapidly computed.
It therefore permits the prediction of log BB for large compound sets,
such as virtual combinatorial libraries. The performance of this QSAR
on two test sets taken from the literature is illustrated and compared
with results from other reported computational approaches to log BB
prediction.

Introduction
The blood-brain barrier (BBB) is a complex cellular

system whose purpose is to maintain the homeostasis of
the central nervous system (CNS) by separating the brain
from the systemic blood circulation.1 In drug discovery, it
is important to determine whether a candidate molecule
is capable of penetrating the BBB. For drugs targeted at
the CNS, BBB penetration is a necessity (unless invasive
or intranasal delivery routes are being considered2), whereas
for drugs aimed at other sites of action, passage through
the BBB may lead to unwanted side-effects.

A common measure of the degree of BBB penetration is
the ratio of the steady-state concentrations of the drug
molecule in the brain and in the blood, usually expressed
as log(Cbrain/Cblood) or, more simply, log BB. Experimental
values of log BB published to date cover the range about
-2.00 to +1.00. Within this range, compounds with log BB
> 0.3 cross the BBB readily, while compounds with log BB
< -1.0 are only poorly distributed to the brain.3 The
determination of log BB is difficult and time-consuming,
requiring animal experiments and the synthesis (some-
times in radiolabeled form) of the compounds to be tested.
Although in vitro4 and artificial membrane-based methods5

for studying BBB penetration are being developed, it would
be desirable if log BB could be predicted computationally
with enough accuracy to allow the early rejection of
unsuitable candidates.

In this paper, we review existing computational ap-
proaches for the prediction of log BB and then describe the
derivation and validation of a novel, simple QSAR (quan-
titative structure-activity relationship) model allowing the
rapid and accurate prediction of blood-brain barrier pen-
etration.

QSAR Models for log BB PredictionsThe first purely
computational approach to log BB prediction was that of

Kansy and van de Waterbeemd6 who developed the follow-
ing QSAR from a set of 20 compounds taken from the work
of Young et al.:7

where PSA is the polar surface area, Mol•Vol is the
molecular volume, n is the number of compounds, r is the
correlation coefficient, s is the standard error, and F is the
Fisher value, a measure of the statistical significance of
the equation. The standard errors of the correlation coef-
ficients are given in parentheses.

However, subsequent application of this equation to
compounds outside its training set showed it to be poorly
predictive,8 suggesting that the 20 compound training set
was insufficient to derive a generally applicable QSAR for
predicting log BB.9 Thus, Abraham and co-workers9 con-
structed a larger training set of 65 compounds from which
(after the removal of various outliers) they derived the
following two models which they denoted ACM-II and log
Pplus, respectively:10

No standard errors of the correlation coefficients were
given for eq 3.10 In both of these equations, the various
parameters (excepting the experimental quantity, log Poct)
are solute descriptors, specifically: R2 is an excess molar
refraction, π2

H is a dipolarity/polarizability parameter, ΣR2
H

and Σâ2
H are the solute hydrogen-bond acidity and basicity,

respectively, and Vx is the characteristic volume of McGow-
an.11

There are a number of difficulties when applying either
of these equations to more than a handful of compounds.
First, to estimate log BB using either of these equations,
it is necessary to calculate a value for each of the descrip-
tors for the compound in question. The descriptor values
in turn are calculated by summing the contributions from
the molecule’s constituent fragments. While research is
ongoing to automate this process, at present, manual
calculations require several minutes (at least) to make an

† Corresponding author. Phone: +44 181 919 3353. Fax: +44 181
919 2029. E-mail: david-e.clark@rp-rorer.co.uk.

log BB ) -0.021((0.003)PSA -
0.003((0.001)Mol•Vol + 1.643((0.465) (1)

n ) 20, r ) 0.835, s ) 0.448, F ) 19.5

log BB ) -0.038((0.064) + 0.198((0.100)R2 -

0.687((0.125)π2
H - 0.715((0.334)ΣR2

H -

0.698((0.107)Σâ2
H + 0.995((0.096)Vx (2)

n ) 57, r ) 0.952, s ) 0.197, F ) 99.2

log BB ) +0.055 + 0.023 log Poct -

0.507ΣR2
H - 0.500Σâ2

H (3)

n ) 49, r ) 0.949, s ) 0.201, F ) 136.1
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appropriate dissection of the molecule under study and
retrieve the relevant fragment values. If values for a
particular fragment cannot be found, they must be calcu-
lated. Equation 3, while more compact, requires experi-
mental values for the partition coefficient log Poct, although
it is conceivable that computed estimates of log P could be
substituted for this quantity. Finally, a close examination
of the descriptor values used to construct eq 2 reveals that
a number of the descriptors are very highly correlated (the
pairs R2 and π2

H, R2 and Σâ2
H, R2 and Vx, π2

H and Σâ2
H,

and π2
H and Vx are all correlated with r > 0.9). Such

collinearity among the descriptors may cause the regression
coefficients to become unreliable.12 For these reasons,
although the above equations appear statistically impres-
sive, other approaches have been sought.

Lombardo et al.13 started with a set of 57 compounds
drawn from the Abraham training set9 mentioned above.
Detailed conformational analyses and semiempirical cal-
culations were used to arrive at this simple model, denoted
here as LBC, which omits two outliers from the original
set of 57 compounds:

where ∆Go
W is the computed free energy of solvation of a

compound in water. As described by Lombardo et al., the
determination of this quantity is rather computationally
expensive, making this approach unsuitable for screening
large numbers of compounds. However, recent work has
led to faster methods for the calculation of solvation free
energies.14

Most recently, Norinder and co-workers15 have developed
models for log BB prediction using their computed MolSurf
parameters together with statistical analysis by the Partial
Least Squares to Latent Structures (PLS) method. The
model from their work with the largest training set (56
compounds - model 2 in ref 15, denoted here as NSO)
contained three significant PLS components with the
following statistics: n ) 56, r ) 0.913, s ) 0.312, F ) 86.95.
Here again, however, the computational methods employed
required conformational analysis and computationally
intensive semiempirical and ab initio calculations which
render the approach too slow for high-throughput applica-
tions.

In what follows, we describe the derivation of a simple
QSAR model for the prediction of log BB that is automatic
and rapid to calculate and therefore applicable to the
screening of large compound sets, such as virtual combi-
natorial libraries. The performance of this QSAR on two
test sets taken from the literature will be illustrated and
compared with the methods above where such results are
available.

Computational MethodssTraining SetsA set of 57
compounds previously studied by Lombardo et al.13 was
used as a training set. These compounds are illustrated in
Figure 1 and listed in Table 1 along with experimental log
BB values taken from ref 13.

Test Set 1sThis set consists of the seven compounds
(shown in Figure 2) used as a test set by Abraham et al.10

The experimental log BB values listed in Table 2 for these
compounds were taken from ref 10 as were the predicted
log BB values from eqs 2 and 3.

Test Set 2sThis test set was used by Lombardo et al.13

and also by Norinder et al.15 It comprises six compounds
whose structures are shown in Figure 3. Table 3 shows the
log BB values from the various equations and experiment.

Polar Surface Area CalculationssPSA values for the
molecules under study were calculated using the methods
described in the previous paper.16

Calculations of log PsTwo computational methods for
logP prediction were used. ClogP was calculated using the
Daylight software.17 MlogP values were computed using
an implementation of the method developed by Moriguchi
et al.18 encoded in the Sybyl Programming Language and
executed within the Sybyl Molecular Modeling package.19

Regression AnalysissAll multiple linear regressions
were carried out within the Tsar program.20

Results
Training SetsDespite the limitations found with the

Kansy and van de Waterbeemd approach,6 we decided to
investigate the possibility of using PSA values to derive a
generally applicable QSAR for log BB. Starting from the
57 compounds used by Lombardo et al.,13 we first tried
correlating PSA with log BB and obtained the following
equation:

This initial result was encouraging and, incidentally,
suggested a relationship between PSA and ∆Go

W. An
investigation showed the two quantities were indeed closely
correlated (r ) 0.962). However, a purely PSA-based model
failed to distinguish the varying BBB-penetrating abilities
of nonpolar compounds. For example, benzene and 3-me-
thylpentane have log BB values of -0.69 and 2.01 respec-
tively, but both have a PSA of zero. Thus, we began to
search for an additional descriptor that would differentiate
between the nonpolar compounds in the set. Molecular
weight, molecular volume, and nonpolar surface area were
tried, but none led to a significant improvement in the
model.21 Finally, calculated logP values were tried with
more success generating a model we denote DEC-I:

where ClogP is the calculated logP.17 The two compounds
omitted from the original set of 57 were N2, for which ClogP
cannot calculate an accurate value, and compound 12
which, if included in the model, shows an error of 1.5 log
units in the prediction of its experimental log BB value
(data not shown). Compound 12 has also been found to be
an outlier by other groups.13,15 One difficulty with using
ClogP values is that there are compounds for which it
cannot generate accurate values. For this reason, some
workers22 have proposed the use of the MlogP18 approach
in such circumstances. If MlogP values are substituted for
ClogP values, the following model (DEC-II) is generated:

To allow a direct comparison of these two equations with
a purely PSA-based model, eq 5 was rederived based on
the same 55 compounds as were used in the derivation of
eqs 6 and 7 giving:

When the statistics are compared, eqs 6 and 7 show
superior r and s values to eq 8, and the F values for the
three equations indicate that all are significant at the 95%

log BB ) 0.054((0.005)∆Go
W + 0.43((0.07)

n ) 55, r ) 0.82, s ) 0.41, F ) 108.3
(4)

log BB ) -0.016((0.001)PSA + 0.547((0.050)
n ) 57, r ) 0.819, s ) 0.455, F ) 112.4

(5)

log BB ) -0.0148((0.001)PSA +
0.152((0.036)ClogP + 0.139((0.073) (6)

n ) 55, r ) 0.887, s ) 0.354, F ) 95.8

log BB ) -0.0145((0.001)PSA +
0.172((0.022)MlogP + 0.131((0.033) (7)

n ) 55, r ) 0.876, s ) 0.369, F ) 86.0

log BB ) -0.0156((0.001)PSA + 0.548((0.048)
n ) 55, r ) 0.841, s ) 0.410, F ) 128.4

(8)
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Figure 1sCompounds 1−30 and less familiar compounds from the training set.
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confidence level. It is apparent that the inclusion of a
calculated log P value has improved the model for log BB
prediction. Thus, eqs 6 and 7 were preferred for log BB
prediction over the simple PSA-based model of eq 8.

The quantities comprising eqs 6 and 7 are rapidly
calculable, and, furthermore, the descriptors involved are
not significantly correlated with one another: the correla-
tion coefficient r being 0.15 for PSA and ClogP, and 0.23
for PSA and MlogP. The predicted log BB values from eqs
6 and 7 are tabulated in Table 1, and plots of computed
versus experimental values are shown in Figure 4. How-

ever, the real test of any QSAR equation is how well it
predicts values for compounds outside its training set.
Accordingly, we have applied our equations to two test sets
that are available in the literature.

Test Set 1sLooking at Table 2, if all seven compounds
are considered, the mean absolute errors in the log BB
predictions are: ACM-II: 0.30, log Pplus: 0.54, DEC-I:
0.37 and DEC-II: 0.40. However, it can be seen that all
the models overpredict log BB for compounds Y-G19 and
Y-G20. This is in accord with the findings of Abraham et
al.10 who considered them as outliers. They suggested that

Table 1sData and Results for Training Set

compound PSA/Å2 ClogP MlogP expt log BB DEC-I log BB DEC-II log BB

1 92.1 0.351 0.821 −1.42 −1.17 −1.07
2 78.9 0.952 0.786 −0.04 −0.88 −0.88
3 94.0 2.297 2.300 −2.00 −0.90 −0.84
4 73.5 4.046 3.569 −1.30 −0.33 −0.32
5 87.0 1.874 2.107 −1.06 −0.86 −0.77
6 39.0 0.743 3.066 0.11 −0.32 0.09
7 26.8 2.787 2.575 0.49 0.17 0.18
8 6.0 4.413 3.876 0.83 0.72 0.71
9 84.5 1.327 0.659 −1.23 −0.91 −0.98
10 139.2 0.844 1.258 −0.82 −1.79 −1.67
11 88.8 0.911 2.592 −1.17 −1.03 −0.71
12 73.5 2.282 1.940 −2.15 n.d.a n.d.a
13 83.9 2.747 1.642 −0.67 −0.68 −0.81
14 84.0 1.800 0.969 −0.66 −0.83 −0.92
15 78.0 3.637 2.484 −0.12 −0.46 −0.58
16 76.6 2.781 2.480 −0.18 −0.57 −0.56
17 104.4 1.784 1.960 −1.15 −1.13 −1.05
18 108.8 1.977 2.087 −1.57 −1.17 −1.09
19 135.8 1.880 2.400 −1.54 −1.58 −1.43
20 85.5 2.287 0.832 −1.12 −0.78 −0.97
21 79.5 4.124 2.253 −0.73 −0.41 −0.64
22 82.7 3.849 1.868 −0.27 −0.50 −0.75
23 85.7 3.234 1.760 −0.28 −0.64 −0.81
24 47.9 2.065 2.069 −0.46 −0.25 −0.21
25 45.2 4.004 3.228 −0.24 0.08 0.03
26 38.5 2.379 2.069 −0.02 −0.07 −0.07
27 39.1 4.259 3.272 0.69 0.21 0.12
28 40.0 4.165 2.627 0.44 0.18 0.00
29 39.2 5.759 3.902 0.14 0.43 0.23
30 54.9 5.029 4.332 0.22 0.09 0.08
butanone 22.7 0.834 0.655 −0.08 −0.07 −0.09
benzene 0.0 2.142 2.255 0.37 0.46 0.52
3-methylpentane 0.0 3.738 3.516 1.01 0.71 0.73
3-methylhexane 0.0 4.267 3.869 0.90 0.79 0.80
2-propanol 23.4 0.074 0.347 −0.15 −0.20 −0.15
2-methylpropanol 22.6 0.693 0.800 −0.17 −0.09 −0.06
2-methylpentane 0.0 3.738 3.516 0.97 0.71 0.73
2,2-dimethylbutane 0.0 3.608 3.516 1.04 0.69 0.73
1,1,1-trifluoro-2-chloroethane 0.0 1.714 2.081 0.08 0.40 0.49
1,1,1-trichloroethane 0.0 2.481 2.226 0.40 0.52 0.51
diethyl ether 11.3 0.870 0.800 0.00 0.10 0.10
enflurane 11.6 2.459 1.766 0.24 0.34 0.27
ethanol 24.4 −0.235 0.172 −0.16 −0.26 −0.19
fluroxene 10.7 1.765 1.257 0.13 0.25 0.19
halothane 0.0 2.447 2.604 0.35 0.51 0.58
heptane 0.0 4.397 3.869 0.81 0.81 0.80
hexane 0.0 3.868 3.516 0.80 0.73 0.73
isoflurane 11.0 2.999 1.766 0.42 0.43 0.27
methane 0.0 1.103 1.115 0.04 0.31 0.32
methylcyclopentane 0.0 3.314 3.124 0.93 0.64 0.67
nitrogen 54.2 n.d.b −2.272 0.03 n.d.a n.d.a
pentane 0.0 3.339 3.138 0.76 0.65 0.67
propanol 24.4 0.294 0.347 −0.16 −0.18 −0.16
propanone 22.7 0.305 0.202 −0.15 −0.15 −0.16
teflurane 0.0 2.007 2.419 0.27 0.44 0.55
toluene 0.0 2.641 2.608 0.37 0.54 0.59
trichloroethene 0.0 2.627 2.081 0.34 0.54 0.49

a Compounds not included in final training set for eqs 6 and 7. b ClogP could not calculate an accurate value for this compound. DEC-I is the predicted set
of values using eq 6 and DEC-II is the predicted set of values using eq 7.
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such outliers might be caused by factors such as inaccurate
data due to experimental difficulties or metabolic effects
not accounted for in log BB measurements.10 The fact that
our independently derived models also find large deviations
for these compounds, while treating the remainder quite
well, adds some weight to the argument to consider Y-G19
and Y-G20 as outliers. If this is done, for the remaining
five compounds, the mean absolute errors in the log BB
predictions are as follows: ACM-II: 0.02, log Pplus: 0.28,
DEC-I: 0.14, and DEC-II: 0.13. Thus, whether the outliers
are included or excluded, ACM-II is the best predictor for
this set, and DEC-I and DEC-II perform about as well as
each other and better than log Pplus.

Test Set 2sConsidering the results in Table 3, it can
be seen that compound 36 (amitryptyline) has a large
uncertainty in its experimental log BB value; however,
DEC-I and DEC-II predict log BB values within the given
range. In so doing, they perform better than LBC, which
underpredicts log BB, and NSO which predicts too high a
value. Calculating the mean absolute errors over com-
pounds 31-35, we obtain: LBC: 0.41; NSO: 0.52; DEC-I:
0.24; DEC-II: 0.23.

In this case, the equations based on PSA and calculated
log P perform substantially better than the more compu-

tationally expensive methods of Lombardo et al.13 and
Norinder et al.15

Discussion
It has been suggested by Lennernäs23 that purely passive

diffusion is universal for membranes with different physi-
ological functions and physicochemical properties. Thus,
the factors that determine a compound’s intestinal absorp-
tion should also, to some extent, model its BBB perme-
ability. Therefore, it is not surprising that PSA, which has
been found to be useful in modeling intestinal absorption
(see the preceding paper16 and references therein), together
with a direct estimate of lipophilicity, widely acknowledged
as an important factor in transport across membranes,24

should yield a predictive model for log BB. It would seem
from our results that, with this set of compounds, quanti-
ties such as molecular weight, molecular volume, or non-
polar surface area do not correlate strongly enough with

Table 2sData and Results from Test Set 1a

compound PSA/Å2 ClogP MlogP
expt

log BB
ACM-II
log BB

log Pplus
log BB

DEC-I
log BB

DEC-II
log BB

Y-G14 29.3 −0.068 0.652 −0.30 −0.31 −0.47 −0.30 −0.18
Y-G15 18.8 −0.338 0.969 −0.06 −0.01 −0.34 −0.09 0.02
Y-G16 43.1 −0.603 −0.316 −0.42 −0.41 −0.50 −0.59 −0.55
Y-G19 40.6 1.495 1.656 −1.30 −0.14 −0.15 −0.24 −0.17
Y-G20 46.7 0.110 0.855 −1.40 −0.57 −0.15 −0.53 −0.40
SKF89124 67.5 2.666 2.634 −0.43 −0.44 −0.91 −0.56 −0.40
SKF101468 44.1 1.999 2.605 0.25 0.24 −0.13 −0.11 −0.06

a ACM-II is the predicted set of values from eq 2, log Pplus is the predicted set of values from eq 3, DEC-I and DEC-II are the predicted set of values from
eq 6 and eq 7, respectively.

Table 3sData and Results from Test Set 2a

compound PSA/Å2 ClogP MlogP expt log BB
LBC

log BB
NSO

log BB
DEC-I
log BB

DEC-II
log BB

31 46.7 1.980 3.139 0.00 −0.14 −0.58 −0.25 −0.01
32 62.7 0.260 2.408 −0.34 −0.28 −1.11 −0.75 −0.37
33 76.1 1.907 3.446 −0.30 −0.46 −0.75 −0.70 −0.38
34 98.5 0.380 2.698 −1.34 −0.64 −0.99 −1.26 −0.83
35 120.4 −0.932 1.959 −1.82 −0.82 −1.35 −1.77 −1.28
36 5.4 4.641 4.369 0.76−0.98 0.28 1.03 0.76 0.80

a LBC is the predicted set of values from eq 4, NSO is the predicted set of values from model 2 of Norinder et al.,15 DEC-I and DEC-II are the predicted set
of values from eq 6 and eq 7, respectively.

Figure 2sStructures for test set 1.

Figure 3sStructures for test set 2.
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lipophilicity to be useful (when combined with PSA) for
modeling BBB penetration. An analysis of the 55 com-
pounds used in the training set in this paper bears this
out. The correlation coefficients, r, for the relationships
between ClogP and molecular weight, molecular volume,
and nonpolar surface area are 0.386, 0.468, and 0.599,
respectively.

It is interesting to note the similarity between the models
derived in this paper (DEC-I and DEC-II) and the log Pplus
equation of Abraham et al.10 In the latter (eq 3), the two
parameters, ΣR2

H and Σâ2
H, denote the solute hydrogen-

bond acidity and basicity, respectively. The fact that these
have negative coefficients while log P has a positive
coefficient accords with the expectation that membrane
permeation will be more facile for compounds that form
fewer (and weaker) hydrogen bonds with solvent and with
the observation that the brain is more lipophilic than the
blood, making lipophilic compounds more likely to pen-
etrate the brain. Similar findings were reported by Norinder
et al.15 who reported that high brain/blood partitioning was
favored by an absence of atoms capable of hydrogen
bonding together with high lipophilicity. The same may be
said for DEC-I and DEC-II, where better brain penetration
is predicted for compounds with high calculated log P and
low PSA (the polar surface area being an indication of a
compound’s capacity to form hydrogen bonds). In addition,
van de Waterbeemd et al.25 recently showed that, of a set
of 125 drugs, all those showing CNS activity could be found
within the ranges: 0 e PSA e 90; -1 e log D (pH 7.5) e
4 with the likelihood of CNS activity appearing to increase
with decreasing PSA and increasing log D. Thus, the
models derived in this paper would seem to be sensible
from a physiological point of view and are also in agreement
with insights from other models into the factors facilitating
blood-brain barrier penetration.

As with the model for intestinal absorption described
previously (see the preceding paper16 and references therein),
it is likely that the simple model described here is only

valid for passive diffusion processes across the BBB. There
are active transport systems for both influx and efflux in
the brain and compounds which are affected by these are
not likely to be well-predicted. Another factor influencing
BBB transport is the binding of drugs by plasma proteins.26

This too is not directly accounted for in the PSA/calculated
log P-based model, although plasma binding within a given
series may be correlated with log P.27

Finally, other experimental measures of blood-brain
barrier permeability are now becoming available. Eddy et
al.4 have reviewed various in vitro models, and Lombardo
et al.13 showed that, for a small set of 10 compounds, it
was possible to correlate permeability across a monolayer
composed of endothelial cells from bovine brain microves-
sels with free energy of solvation. Gratton et al.28 have
reported permeability-surface area measurements (de-
noted log PS) using a short-duration vascular perfusion
method for 18 compounds and correlated the values with
Abraham’s solute descriptors. A relatively new technique
for measuring brain penetration in vivo is microdialysis.29

This offers the potential for observing drug disposition
between the extracellular and intracellular space in the
brain, something not possible with traditional log BB
measurements.30 As more data emerge from these various
novel techniques, it will be interesting to see how well
computational techniques can adapt to predict new mea-
sures of blood-brain barrier penetration.

Conclusion

In summary, the equations (DEC-I and DEC-II) de-
scribed in this paper for log BB prediction show a good
predictive ability. Their utility is enhanced by the fact that
they comprise only two simple, noncorrelated variables,
values for which may be rapidly computed for almost any
structure. (As described in the preceding paper,16 PSA
values can be computed in about 10-15 s on a modern
workstation, and ClogP and MlogP calculations are very
fast.) The procedure for log BB estimation is fully auto-
mated, allowing the prescreening of virtual libraries and
other compound sets prior to synthesis or purchase. For
this reason, it should be of use in drug discovery projects
where blood-brain barrier penetration is an issue.
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15. Norinder, U.; Sjöberg, P.; Österberg, T. Theoretical Calcula-
tion and Prediction of Brain-Blood Partitioning of Organic
Solutes Using MolSurf Parametrization and PLS Statistics.
J. Pharm. Sci. 1998, 87, 952-959.

16. Clark, D. E. Rapid Calculation of Polar Molecular Surface
Area and its Application to the Prediction of Transport
Phenomena. 1. Prediction of Intestinal Absorption. J. Pharm.
Sci., 1999, 88, 807-814.

17. ClogP. Daylight Chemical Information Software, version 4.51.
Daylight Chemical Information Inc.: 27401 Los Altos, Suite
#370, Mission Viejo, CA 92691.

18. Moriguchi, I.; Hirono, S.; Liu, Q.; Nakagome, I.; Matsushita,
Y. Simple Method of Calculating Octanol/Water Partition
Coefficient. Chem. Pharm. Bull. 1992, 40, 127-130.

19. Sybyl 6.4.2. Tripos, Inc., 1699 S. Hanley Rd., Suite 303, St.
Louis, MO 63144-2913. The SPL script was originally
developed by Dr. James Blake (Pfizer, US) and has been
subsequently modified by Dr. Jon Swanson (Tripos Inc.) to
accommodate changes in the Tripos Sybyl Line Notation
(SLN) description of substructure queries.

20. Tsar 3.1. Oxford Molecular Ltd., The Medawar Centre,
Oxford Science Park, Sandford-on-Thames, Oxford, OX4
4GA, England.

21. To allow comparison with eqs 6-8, the statistics for the
equations involving these quantities are PSA and molecular
weight: n ) 55, r ) 0.845, s ) 0.410, F ) 64.8; PSA and
molecular volume: n ) 55, r ) 0.849, s ) 0.405, F ) 66.9;
PSA and nonpolar surface area: n ) 55, r ) 0.848, s ) 0.406,
F ) 66.6.

22. Lipinski, C. A.; Lombardo, F.; Dominy, B. W.; Feeney, P. J.
Experimental and Computational Approaches to Estimate

Solubility and Permeability in Drug Discovery and Develop-
ment Settings. Adv. Drug Deliv. Rev. 1997, 23, 3-25.

23. Lennernäs, H. Human Jejunal Effective Permeability and
its Correlation with Preclinical Drug Absorption Models. J.
Pharm. Pharmacol. 1997, 49, 627-638.

24. Conradi, R. A.; Burton, P. S.; Borchardt, R. T. Physicochem-
ical and Biological Factors that Influence a Drug’s Cellular
Permeability by Passive Diffusion. In Lipophilicity in Drug
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Abstract 0 Quantitative tools to assess vascular macromolecular
distributions have been limited by low signal-to-noise ratios, reduced
spatial resolution, postexperimental motion artifact, and the inability
to provide multidimensional drug distribution profiles. Fluorescence
microscopy offers the potential of identifying exogenous compounds
within intact tissue by reducing autofluorescence, the process by which
endogenous compounds emit energy at the same wavelength as
fluorescent labels. A new technique combining fluorescence microscopy
with digital postprocessing has been developed to address these
limitations and is now described in detail. As a demonstration, histologic
cross-sections of calf carotid arteries that had been loaded endovas-
cularly with FITC-Dextran (20 kD) ex vivo were imaged at two different
locations of the electromagnetic spectrum, one exciting only auto-
fluorescent structures and the other exciting both autofluorescent
elements and exogenous fluorescent labels. The former image was
used to estimate the autofluorescence in the latter. Subtraction of the
estimated autofluorescence resulted in an autofluorescence-corrected
image. A standard curve, constructed from arteries that were incubated
until equilibrium in different bulk phase concentrations of FITC-Dextran,
was used to convert fluorescent intensities to tissue concentrations.
This resulted in a concentration map with spatial resolution superior
to many of the previous methods used to quantify macromolecular
distributions. The transvascular concentration profiles measured by
quantitative fluorescence microscopy compared favorably with those
generated from the proven en face serial sectioning technique,
validating the former. In addition, the fluorescence method demon-
strated markedly increased spatial resolution. This new technique may
well prove to be a valuable tool for elucidating the mechanisms of
macromolecular transport, and for the rational design of drug delivery
systems.

Introduction

The appeal of local pharmaceutical administration is that
specific tissues and organs can be targeted for therapy
without adverse systemic effects.1-4 Yet, implementation
of local delivery strategies has been limited by a whole new
set of pharmacologic issues.5 Local delivery systems impart
large dynamic concentration gradients across tissues that
can be difficult to identify, characterize, and control.6
Because drug levels are not uniform, the concept of dosing
takes on another level of complexity.5 For example, cells
near the point of release experience a very different

concentration of drug in their extracellular milieu than do
cells far away, and these levels are not static in time. The
dose a cell sees depends on both time and space as well as
administered drug mass. Thus, the successful implementa-
tion of local drug delivery systems requires accurate, high
resolution techniques to assess drug deposition, and as
proof that therapeutic levels are achieved rapidly and
persist long enough for biologic effect to emerge. These very
issues are especially important in considering the potential
of local vascular drug therapy. The scale of the blood vessel
wall dimensions, the importance and prevalence of vascular
diseases, and the promise of increasingly novel vasoactive
compounds make for quantification of local administration
all the more essential.

We now describe the development of a new method for
visualizing and quantifying drug distribution in vascular
tissue. This technique utilizes fluorescence microscopy with
digital postprocessing7-10 and avoids the experimental
hazards and disposal costs associated with radiolabeled
compounds, while providing spatial resolution superior to
conventional radioactive techniques. A nonaqueous method
is used to immobilize drug and prevent postexperimental
diffusion of soluble molecules. Vessel cross-sections are
imaged with fluorescence microscopy, and digital postpro-
cessing algorithms are used to reduce autofluorescence, a
prior obstacle to quantitative interpretation. Autofluores-
cence compensation is accomplished by acquiring images
at two different excitation wavelengths, one consisting of
only nonspecific autofluorescence and the other containing
both the specific fluorescence of markers and autofluores-
cence.8,9 The former image is then used to estimate the
autofluorescence in the latter image. This estimated au-
tofluorescence could then be subtracted from the latter
image to yield an autofluorescence-free image containing
only the signal from the fluorescent tags. Fluorescent
intensities are then converted to tissue concentrations,
yielding a high-resolution map of macromolecular distribu-
tion. As a demonstration, the transvascular concentration
gradient of an endovascularly applied model drug, 20 kD
FITC-dextrans, is measured in the calf carotid artery. This
compound was chosen for its inert properties, relative
availability, and similarity in size to several vasoactive
growth factors. High-resolution transvascular concentra-
tion profiles provided by this technique will yield improved
understanding of macromolecular transport and deposition
in vascular tissue and insight into the special pharmaco-
logic issues raised by local delivery systems.

Experimental Protocol

Calibration StandardssCalf carotid arteries were obtained
from a slaughterhouse and stored on ice for no more than 2 h.
The arteries were submerged in phosphate-buffered saline with
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calcium and magnesium (PBS2+; Sigma PBS Catalog no. 1000-3,
0.01 M phosphate buffer salts, 0.120 M NaCl, 0.0027 M KCl with
0.01 M CaCl2 and 0.01 M MgCl2 added) throughout the prepara-
tion process to prevent dehydration and maintain tissue viability.
Excess fascia and fat were gently teased away using forceps and
scissors prior to sectioning vessels into cylindrical segments, 8-12
mm long and 4-8 mm in diameter. These segments were placed
into separate vials containing 10 mL of 20 kD dextrans labeled
with fluorescein isothiocyanate (FITC-Dx, 0.006-0.007 mol FITC
per mol glucose, Sigma) in PBS2+ at 0, 0.02, 0.05, 0.1, 0.15, 0.2,
0.25, 0.5, 1, 2, and 2.5 mg/mL. Specimens that were incubated
without any FITC-Dx will be referred to as unloaded arteries. The
arteries were incubated in the dark, to prevent photobleaching,
for 24 h at 4 °C. This duration was determined to be sufficient for
FITC-Dx to achieve chemical equilibrium between the tissue and
the bulk phase by incubating arterial segments in a single bulk
phase and measuring the resulting tissue concentrations after
different incubation periods. The data suggest that the tissues
were fully saturated in less than 24 h, supporting the claim that
24 h is sufficient to fully load arterial segments with FITC-Dx.
Incubation also did not result in any tissue swelling which would
cause the calibration standards to not accurately reflect the tissue
specimens. In pilot studies, the thickness of the arterial media
was measured from histologic cryosections prepared both on
arrival from the slaughterhouse and after incubation in PBS2+ for
65 h. There was no statistical difference in medial thickness at
time zero (459 ( 17 µm) and at 65 h (477 ( 23 µm, n ) 3, avg (
sd), suggesting that the tissues did not swell significantly.

Drug Immobilization and Tissue SectioningsTo immobi-
lize drug within the tissue and limit diffusion during storage and
handling, tissues were snap frozen in embedding medium (OCT,
Tissue-Tek) with liquid nitrogen. Specimen blocks were stored at
-20 °C prior to being cut into 20-µm-thick axial cross-sections
using a precooled cryostat (CM 3050, Leica). Section thickness was
previously measured to vary by less than 0.5 µm between slices.
Three histologic sections were taken from each tissue standard.
Frozen OCT around the tissue was gently removed to facilitate
mounting onto glass slides (Superfrost Plus, VWR Scientific). The
histologic sections were freeze-dried in the dark at -50 °C in a
lyophilizer (Labconco) for 24 h, and stored at room temperature
in a dark, dry environment prior to imaging. Freeze-drying of the
tissue sections ensured that the FITC-Dx was immobilized through-
out subsequent storage and processing.

Image Acquisition SystemsThe histologic sections were
imaged without any mounting medium or cover slip. Diffusion of
drug from its location within the blood vessel wall was significantly
reduced by snap freezing, which does not require applying a liquid
phase to the tissue. 24-bit color images were acquired using a CCD
video camera system (Optronics) attached to a fluorescence
microscope (Optiphot-2, Nikon). The system resided on a pneu-
matic optical table (Technical Manufacturing Corporation) to
minimize vibrations. Video images were captured on a computer
(Power Computing) via a frame grabber (LG-3, Scion) using a
commercial imaging software package (IPLab Spectrum, Signal
Analytics). The frame grabber was calibrated by displaying a test
image consisting of color bars generated from the video camera
system. The gain and offset of the frame grabber were adjusted
to match its dynamic range (0 to 255 units for the red, green, and
blue channels) to the dynamic range of the video camera system.
Magnification was provided by a 10× ocular and a 10× objective,
resulting in 640 by 480 pixel images with pixel dimensions of 1.326
µm by 1.326 µm. Illumination was provided by a super high-
pressure mercury lamp (Nikon) which was allowed to warm for
at least 2 h prior to imaging for consistent illumination. This
duration was previously determined to adequately stabilize the
imaging system. Ultraviolet (UV) and FITC filter sets were used
to examine tissue specimens. The UV filter set consisted of an
excitation filter of 330-380 nm, a dichroic filter (beam splitter) of
400 nm, and a barrier filter of 420 nm. The FITC filter set
consisted of an excitation filter of 465-495 nm, a dichroic filter of
505 nm, and a barrier filter of 515-555 nm. Images of each
histologic section were acquired at 0.25, 0.5, 1.0, and 2.0 s exposure
times for both UV and FITC filters. The image with the maximal
signal that did not contain any saturated pixels was used. In this
way each section was exposed to less than 4 s at each wavelength.
In pilot studies, the impact of photobleachning was found to be
negligible by continuously exposing a histologic section with drug

signal to the excitation beam and acquiring sequential images.
No reduction in intensities was found over one minute.

Hence forth, UV and FITC images refer to images taken with
the UV and FITC filter sets, respectively. The fluorescent tag used
in these experiments, FITC, is maximally excited around 490 nm
so UV images contain only autofluorescence and FITC images
contain both autofluorescence and specific signal from the fluo-
rescent labels.

Initial ProcessingsImages were acquired using 8-bit RGB
(red, green, and blue) color components and converted to the HSI
(hue, saturation, and intensity) color model.11 The HSI color model
decouples luminance and chrominance in an image, with the
intensity image representing the luminance information, and the
hue and saturation images representing the chrominance informa-
tion. Both UV and FITC images were decoupled in this manner,
and the hue and saturation images were discarded leaving only
the intensity image (Figure 1). Intensities in these images range
from 0 (absolute black) to 255 (absolute white).

Autofluorescence CompensationsSince UV images contain
only autofluorescence and FITC images contain both autofluores-
cence and the specific signal of interest, each pixel in a UV image
can be used to estimate the autofluorescence present in the
corresponding pixel in the counterpart FITC image.8,9 A 50 pixel
wide region that spanned the media but excluded the adventitia
and intima was defined on both the UV and FITC images of an
unloaded artery. Corresponding pixels from this region of the UV
and FITC images were correlated, which allows estimation of the
autofluorescence component in each pixel of this region in a FITC
image, using the corresponding pixel in the counterpart UV image
(Figure 1). The estimated autofluorescence was subtracted from
the original FITC image yielding an autofluorescence compensated
FITC image that contains only the signal from fluorescent markers
(Figure 1).

Conversion of Fluorescent Intensities to Tissue Con-
centrationssFluorescent intensities were converted to tissue
concentrations using a standard calibration curve obtained from
tissue standards incubated until equilibrium in known concentra-
tions of FITC-Dx in PBS2+. A 50 pixel wide region that spanned
the media, but excluded adventitia and intima, was selected from
each autofluorescence corrected FITC image (three histologic
sections each with one image per standard). The average fluores-
cent signal in this region was correlated with the bulk phase
concentration of FITC-Dx that the tissue standard was incubated
in.

Whereas in bulk solutions dextrans are free to access an entire
unit of volume, compounds in tissue are excluded from areas by
steric interactions. Thus, the fractional accessible space in which
hydrophilic drugs can distribute in tissue (ε) must be less than
one.6 Drug in the accessible space in a tissue is in chemical
equilibrium with the bulk phase, and therefore the concentration
in the accessible space is known for each tissue standard. This
definition of accessible space is dependent not only on the tissue
examined, but also on the specific compound of interest. The
fluorescent microscopy image, however, contains contributions
from both accessible and nonaccessible spaces, and concentrations
are detected on a per tissue volume basis. The bulk phase
concentrations of tissue standards can be converted to tissue
concentration by multiplying the former by the fractional space
(ε),12-14

which was measured independently (see below).
Measurement of Fractional Space Available for Distri-

butionsTo measure the fractional space available for distribution
in arterial media, 1 cm long segments of calf carotid arteries were
incubated for 24 h to equilibrium in 10 mL of 20 kD FITC-Dx in
PBS2+ at concentrations (cBulk) of 0.1, 0.5, 1, and 3 mg/mL. Four
arteries were incubated at each concentration. Tissue concentra-
tions in “isolated” arterial media were measured after the intima
and adventitia were removed by an en face cryosectioning tech-
nique (see below).15,16 The fractional space was determined from
the correlation between the bulk phase and the tissue concentra-
tions (eq 1).

En Face CryosectioningsCarotid artery segments were removed
from incubation and cut longitudinally, unfolded, placed on a
microscopy slide with the intima face down and covered in OCT.
A second slide was placed on top of the specimen with two 1-mm

cT ) εcBulk (1)
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spacers placed around the specimen. The glass slides were clamped
together to ensure that sectioning was parallel to the intimal
surface, and the tissue was snap frozen with a freezing aerosol
(Cytocool II, Stephens Scientific). The frozen specimen was
wrapped in aluminum foil and stored at -20° C prior to sectioning.
A frozen block of OCT was mounted in the cryostat to serve as a
chuck for the specimens, and was cut until the resulting surface
was parallel to the blade. The cryostat was retracted so that the
artery could be mounted. Arteries were separated from the slides
by gently rubbing a lightly heated spatula against the slide until
the specimen easily slid off. The specimens were mounted flat onto
the chuck with the intima toward the blade and then trimmed
into a rectangle with a razor blade. The length and width of the
rectangle were measured so that the volume of each 20-µm-thick
slice (VSlice) could be calculated. Additional OCT was frozen around
the specimen for support during sectioning.

The artery was sectioned from the intima toward the adventitia.
Eighteen slices corresponding to the carotid media were pooled
and reincubated in 24 mL of fresh PBS2+ for 48 h. This time has
been shown to be more than sufficient to release more than 96%

of the FITC-Dx from whole arteries. The reincubation bath volume
(VBath) was more than 1000-fold greater than the volume of all
the combined tissue slices, permitting the small amount of residual
drug in the tissue at the end of reincubation to be neglected. The
concentration of the reincubation bath was measured with a
spectrofluorimeter (Fluorolog 1681, SPEX), using a standard curve
of known concentrations of FITC-Dx in PBS2+. This reincubation
concentration (cRelease) was used to calculate the original tissue
concentration of FITC-Dx in PBS2+ (cT) with the following formula:

where n is the number of tissue slices in each reincubation bath.
Thus, the tissue concentration was measured, and the slope
between the tissue and bulk phase concentrations was taken to
be the fractional space of the media.12-14 This method of measuring
the fractional space assumes that binding between the compound
and the tissue is insignificant.

Figure 1sImage processing algorithm to compute concentration profiles. A cross-section of a calf carotid artery is imaged with the FITC and UV filter sets. A
50-pixel wide region corresponding to the media is defined from each intensity subimage. The UV region is used to estimate autofluorescence in the medial
region. Pixel intensities are converted to tissue concentrations using a calibration curve. This example shows the transmedial concentration profile of fluorescent-
labeled compound 2 h after endovascular application ex vivo.

cT ≈ cReleaseVBath

nVSlice
) mass of released drug

volume of tissue slices
(2)
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Quantitative Fluorescence Microscopy vs en Face Cryosec-
tioningsTo demonstrate the validity of this technique, FITC-Dx
was applied to the endovascular aspect of an artery, and the
resulting transmural concentration profile was determined both
through the proposed quantitative fluorescence microscopy tech-
nique and the standard method of en face serial cryosectioning.15-18

Calf carotid arteries were obtained and cleaned of adventitia as
described above. Arterial segments about 1.5 cm long without
visible branches were cannulated at both ends and tested for leaks
by visually inspecting the vessel after connecting one end to an
elevated bag of Ringer’s solution and closing off the other end.
The intact artery was then placed in an in vitro perfusion
apparatus that has been described elsewhere.19,20 Briefly, the
apparatus recirculates PBS2+ through the artery, simulating
plasma flow, and allows control of the drug concentration in both
the endovascular and perivascular compartments, which are
separated by the arterial wall. 20 kD FITC-Dx (5 mg/mL) was
applied to the endovascular compartment, and the continuously
stirred perivascular compartment contained PBS2+. Throughout
this study, the hydrostatic head was set to zero, so that the
transarterial pressure gradient and subsequent convective effects
on molecular transport were eliminated.

Three arteries were perfused for 2 h and were then removed
from the apparatus and cut in longitudinal segments, one for
analysis with quantitative fluorescence microscopy, and the other
with en face cryosectioning. Specimens for quantitative fluores-
cence microscopy were immediately snap frozen, sectioned onto
histologic slides, freeze-dried, and imaged, as described above.
Snap freezing and freeze-drying deprives the drug of an aqueous
phase to diffuse and therefore significantly reduces post experi-
mental motion artifacts. The image was autofluorescence cor-
rected, and a 50 pixel wide region was defined which spanned the
arterial media (Figure 1). The intensity values were averaged
across the 50-pixel width to reduce the circumferential variance
of drug distribution and were converted to FITC-Dx concentration
in tissue using the standard calibration curve. Eight such trans-
medial regions were defined around the circumference of the
artery, and their resulting transmural concentration profiles were
averaged.

Specimens for en face cryosectioning were splayed open and
frozen between two glass slides, stored, mounted, and trimmed
as described above. The length and width of the opened and
trimmed artery was measured with a ruler so that the volume of
each 20-µm slice (VSlice) could be calculated. The slices were
transferred in groups of three into a 4 mL PBS2+ bath (VBath) and
stored in the dark at 4° C for 48 h to allow drug to diffuse into the
bulk phase. Three slices were used in each bath to increase the
fluorescent signal into the dynamic range of the spectrofluorimeter,
which was used to measure the concentration of drug in the
reincubation bath (cRelease). The tissue concentration (cT) was
determined through eq 2.

Results
Autofluorescence CompensationsUV and FITC im-

ages of an unloaded artery were examined to determine
the correlation between the autofluorescence with the UV
and FITC filter sets. A 50-pixel wide region that spanned
the arterial media was defined. The pixel intensities in this
region of an UV image were linearly correlated to the
corresponding intensities in the FITC image (Figure 2):

The 50% confidence intervals (dashed lines) for the linear
regression of eq 3 (solid line) are shown. The gray scale
shading reflects the number of times data appears at the
same pair of specific UV and FITC intensity values. The
range of FITC values that correspond to specific UV
intensities are shown in two sample histograms, which
indicate limited scatter about the fitted value. This linear
relationship allows the estimation of the autofluorescence
component in one pixel of a FITC image using the corre-
sponding pixel in the counterpart UV image. Assuming that

the autofluorescence and specific fluorescence from the
markers add linearly, the estimated autofluorescence can
then be subtracted from the original FITC image yielding
only the specific signal of fluorescent markers:

The correlation between UV and FITC autofluorescence
(eq 3) was verified by examining three other unloaded
arteries subjected to the same processing. When eq 4 was
used to subtract autofluorescence in histologic sections of
these arteries, the resulting signal in the media hovers
close to zero intensity (data not shown).

Conversion of Fluorescent Intensities to Tissue
ConcentrationssThe conversion of fluorescent intensities
to tissue concentrations requires two relations. Fluorescent
intensities must first be converted to the bulk phase
concentrations of tissue standards (cBulk). Three histologic
axial sections were prepared and autofluorescence cor-
rected. Regions were defined that were 50-pixel wide
regions and spanned the arterial media. The mean inten-
sity of each of these regions was fit to its corresponding
bulk phase incubation concentration using a power relation
(Figure 3):

The range of this mapping is bounded by two factors.
The lower concentration bound of 0.02 mg/mL is deter-
mined by the sensitivity of the image acquisition system,
and low fluorescent emissions from dilute concentrations

Figure 2sCorrelation between autofluorescence with the UV and FITC filter
sets. The media of an unloaded artery (devoid of FITC-Dx) was extracted
after being imaged with the UV and FITC filter sets. Pixel intensities in the
FITC image are plotted as a function of the intensity of the corresponding
pixel in the counterpart UV image (n ) 9990). The gray scale shading reflects
the number of times data appears at the same pair of specific UV and FITC
intensity values. The linear fit (solid line) can be used to estimate the
autofluorescence in a FITC image from the corresponding UV image. The
50% confidence intervals are shown surrounding the linear fit (dashed line).
Histograms are shown at two sample UV intensities and demonstrate limited
scatter of FITC intensity about the fitted value.

FITCspecific ) FITCtotal - FITCautofluorescence (4)

) FITCtotal - (0.073UVtotal + 44.9)

mean intensity ) 93.7cbulk
0.732 (R2 ) 0.966) (5)

FITCautofluorescence ) 0.073UVtotal + 44.9

(R2 ) 0.629) (3)
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of the fluorescent marker. The upper concentration bound
(2.5 mg/mL) is determined by saturation of the image
acquisition system. The bulk phase concentrations and the
average tissue concentrations of arteries incubated to
equilibrium were fit to a linear equation passing through
the origin (eq 1). The slope of this line is an estimate of
the fractional space accessible to the drug (ε). The data
shows that 36.1% (R2 ) 0.996) of a unit volume is available
for FITC-Dx distribution in the tissue (Figure 4). Equation
5 can then be rearranged and combined with eq 1:

This relationship was used to convert medial regions of
autofluorescence corrected images from intensity to tissue
concentration.

Comparison of Quantitative Fluorescence Micros-
copy with en Face CryosectioningsTransvascular con-
centration profiles were obtained with the new quantitative
fluorescence microscopy technique and the established
method of en face cryosectioning (Figure 5). Three calf
carotid arteries were perfused for 2 h with an endovascular
bath concentration of 5 mg/mL of 20 kD FITC-Dx, a
perivascular bath concentration of 0, and no transvascular
pressure gradient. Each artery was cut transversely into
two halves, one-half for quantitative fluorescence micros-
copy, the other for en face cryosectioning. The latter
measures the average concentration in 60-µm-thick trans-
mural divisions and this curve is depicted as a step function
for one of the three arteries (Figure 5). Similar transmural

concentration profiles were measured for the other perfused
arteries. Superimposing the profiles obtained with the two
techniques demonstrates that the quantitative fluorescence
microscopy technique provides higher resolution data in
the form of measurements between neighboring points
obtained with en face cryosectioning (Figure 5). For ex-
ample, the quantitative fluorescence microscopy method
shows peaks and valleys superimposed on a gradual
transmural profile, whereas en face cryosectioning neglects
these fine details and loses this potentially important data.
Furthermore, the fluorescence technique shows a profile
at a specific location about the artery and does not average
the signal about the entire circumference. When transmu-
ral profiles from eight locations about the circumference
of the artery are averaged, the agreement between these
two methods increases (Figure 5).

Discussion
A new technique has been developed to obtain arterial

concentration profiles combining fluorescence microscopy
and digital image processing. Fluorescence microscopy
offers several advantages over other techniques (such as
higher spatial resolution and smaller marker size) that
have been developed to quantify arterial concentrations of
compounds, but also introduces additional limitations such
as autofluorescence and the difficulty in converting fluo-
rescent intensities to physical concentrations.

Comparison with Other TechniquessVascular depo-
sition studies have utilized radioactive nucleotides, which
minimally change the physical structure of a compound and
its transport properties, but these experiments often have
limited spatial resolution and are fraught with experimen-
tal hazards and disposal costs. Early studies measured the
radioactivity in grossly dissected sections providing low
detection limits, but questionable repeatability as well as
limited spatial resolution.21 Measuring radioactivity in en
face serial sections parallel to the intimal surface provides
resolution down to 10 µm, but can only assess the macro-
molecular distribution in one direction and by necessity
provides only an average concentration in the plane of
sectioning.15,16,18 The radiolabeled drug content in a speci-
men can also be visualized by allowing the emitted energy
to expose specially prepared photographic film or a silver

Figure 3sFluorescent intensity as a function of incubation concentration (mean
of three histologic sections from one artery ± standard deviation, n ) 3).
Tissue standards were created by incubating arteries in varying concentrations
of FITC-Dx in PBS2+ until chemical equilibrium, and the mean intensity of a
50-pixel wide transmedial region in autofluorescence compensated images
were calculated.

Figure 4sTissue concentration as a function of bulk phase concentration
(mean ± standard deviation, n ) 4). Arterial segments were incubated to
equilibrium in varying concentrations of FITC-Dx in PBS2+ until chemical
equilibrium. The adventitia and intima were removed through en face
cryosectioning, and the amount of drug in the remaining arterial media was
extracted and quantified to yield the tissue concentration. The slope of the
linear fit is a measure of the fractional space available for distribution in the
tissue (ε).

cT ) ε(mean intensity/93.7)1.37 (6)

Figure 5sTransvascular concentration profiles obtained with quantitative
fluorescence microscopy and en face cryosectioning techniques. The transmural
concentration profile was obtained from a 50-pixel wide transmedial region.
At each transmural location the concentration was averaged across the 50
pixels (dashed line). Another smoother transmural profile was the mean from
8 such regions, approximately equidistant around the circumference of the
artery (solid line).
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emulsion applied to a histologic section.12,22-24 Silver grain
counting or optical densitometry methods can then quantify
the density of exposed silver grains. These autoradio-
graphic techniques offer increased resolution (down to ∼2
µm), but may be hampered by inaccurate localization,
inconsistent background radiation, and postexperimental
diffusion of soluble macromolecules in the emulsion.12,22-24

In addition, the exposure time of the film or emulsion may
take months.

Nonisotopic techniques, including biochemical and fluo-
rescent labels, offer higher spatial resolution and avoid the
hazards of radioactivity, but may be limited by marker size.
Large labels can affect the physicochemical and transport
properties of the macromolecules under investigation. For
example, the transport of horseradish peroxidase (HRP)
has been quantified in arteries using a colored reaction
product.13,17,25,26 Specimens were examined with a light
microscope which provided HRP concentration profiles with
spatial resolution superior to radioactive techniques. Simi-
lar studies could be adapted for study of local delivery
systems, however, the large size of HRP (40 kD) prevents
its utility as a molecular tag on much smaller drugs. In
addition, the aqueous tissue processing required to fix and
embed the tissues, and to create the colored reaction
product, may also allow for postexperiment diffusion of
smaller or more soluble molecules. Fluorescent labels such
as FITC and rhodamine isothiocyanate are smaller (∼400
D), permitting their use in studies on smaller compounds.
Though fluorescence microscopy offers the advantages of
high spatial resolution, as in HRP studies, and smaller
label size, quantitative studies have been complicated by
autofluorescence and the proper application of calibration
standards. This digital image processing technique seeks
to address these limitations.

Autofluorescence CompensationsConstituent arte-
rial components, such as elastin, fibronectin, and lipofuscin,
exhibit autofluorescence, the emission of energy at the
same wavelength as exogenous fluorescent labels.8 The
fluorescence spectra of these compounds are often very
broad and autofluorescence cannot be avoided by selecting
a probe with excitation and emission spectra outside their
range. While uniform autofluorescence with small vari-
ability has been effectively corrected for by subtracting a
constant intensity,7,10 autofluorescent structures are often
distributed inhomogeneously throughout the tissue, result-
ing in nonuniform artifact that is difficult to compensate
for. In addition, autofluorescence may be very intense,
masking the fluorescent signals of interest. Counterstain-
ing tissue sections with solutions derived from flow cytom-
etry such as crystal violet27 or pontamine sky blue28 to
eliminate background autofluorescence may be impractical
as aqueous processing can produce postexperimental drug
diffusion. Time-resolved fluorometry, which utilizes the
different decay times between autofluorescent molecules
and fluorescent tags, has also been used to compensate for
autofluorescence,29,30 but utilizes a sophisticated fluores-
cence microscopy system and lengthy excitation times. In
addition, this technique may require special fluorescent
tags such as lanthanide chelates,31 which may not be
readily available individually or conjugated to compounds
of interest.

Fluorescent labels have narrower excitation and emis-
sion spectra than constituent molecules of the arterial wall.
Digital image processing methods have been developed that
take advantage of this principle and have reduced auto-
fluorescence, in flow cytometry studies32 and in histologic
preparations.8,9 Images are captured at two wavelengths
with one image consisting only of autofluorescence and the
other image possessing both autofluorescence and the
specific fluorescence signal of interest. The former image

is then used to estimate the autofluorescence in the latter
image. Assuming that autofluorescence and the fluores-
cence from the labels are simply additive, the estimated
autofluorescence can be subtracted from the latter image
to yield an autofluorescence-compensated image. These
concepts form the basis of our quantitative fluorescence
microscopy method.

Conversion of Fluorescent Intensities to Tissue
ConcentrationssFluorescence microscopy is usually used
as a binary tool to determine the presence or absence of a
compound by qualitatively assessing the fluorescence from
markers. The relation between the fluorescent intensity
and tissue concentration of the tagged compound is rarely
measured in histologic sections. Quantitative analysis
requires the development of a reliable calibration curve to
convert fluorescent intensities to physical tissue concentra-
tions. Calibration curves have been constructed by measur-
ing the intensity of various concentrations of FITC solution
in a hemocytometer33,34 or capillary tubes.35 The photoab-
sorptive properties of solutions, however, may be very
different from those of tissues. In addition, the difference
in thickness of a section of tissue compared to a hemocy-
tometer or capillary tube may cause calculated tissue
concentrations to not accurately represent the actual tissue
concentration.36 Thus, calibration standards for fluorescent
compounds should be created from the same substrates and
conditions used in experiments and mimic the experimental
samples as closely as possible to obtain reliable calibration
data. In this study, this was accomplished by incubating
calf carotid arteries in different concentrations until equi-
librium. The transmural concentration profiles were mea-
sured in identical arteries. These calibration standards
were then used to construct a relationship between fluo-
rescent intensity and bulk phase concentration. The cor-
responding tissue concentration of each standard was
determined through the fractional volume accessible to the
compound, measured in separate experiments.

Comparison of Quantitative Fluorescence Micros-
copy and en Face CryosectioningsThe quantitative
fluorescence microscopy technique described in this paper
was compared to the established en face serial cryosection-
ing method (Figure 5).15,16 This new technique performed
well at predicting the complex drug distribution pattern
imparted by an in vitro perfusion apparatus. Transvascular
concentration profiles obtained with quantitative fluores-
cence microscopy have higher resolution than those ob-
tained with en face cryosectioning. The resolution of the
former technique is that of the light microscope, about 0.5
µm. The peaks and valleys exhibited using the technique
described could not have been appreciated with en face
cryosectioning.

The high spatial resolution of this quantitative fluores-
cence microscopy technique provides insights into the
mechanisms of drug deposition and distribution. For
example, the peaks in the tissue concentration may indicate
binding or sequestration to specific arterial elements such
as thin connective tissue layers. The height of these peaks
are greatest in regions of increased tissue concentration
and lowest away from the endovascular source of dextran,
suggestive of a small degree of binding that is proportional
to the local drug concentration and hence likely to be of
first-order kinetics. Recent data has shown that FITC-
dextran binds weakly to isolated elastin networks (data not
shown). Thus, the high resolution of the quantitative
fluorescence microscopy method offers insights into vas-
cular drug deposition and distribution that could not be
appreciated by traditional means.

The normalized mean square error (NMSE) between en
face cryosectioning and the new quantitative fluorescence
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microscopy technique was computed to demonstrate the
statistical agreement between these two methods. The
resolution of the profile from the quantitative fluorescence
microscopy technique was first reduced to that of the
cryosectioning profile. Data points from the profile gener-
ated with the quantitative fluorescence microscopy tech-
nique were grouped in sequential sets of 60 µm and then
averaged for comparison with the cryosectioning profile.
The NMSE was then computed as the sum of the squared
differences between every pair of data points over the sum
of the squared magnitude of every point in the cryosec-
tioning profile. The NMSE was normalized to the cryosec-
tioning data since cryosectioning is the standard that the
new technique is being compared to. The NMSE was equal
to 0.0109 for the profile obtained with one region and
0.0060 for the profile obtained by averaging across eight
regions. The low NMSE demonstrates the validity and
accuracy of the new fluorescence method and is not
surprising given the visual similarity of the profiles in
Figure 5.

There are significant differences between the transmural
concentration profiles generated by quantitative fluores-
cence microscopy and en face cryosectioning (Figure 5).
However, when eight concentration profiles from different
locations about the circumference of a single artery gener-
ated with quantitative fluorescence microscopy were aver-
aged, the agreement between these two methods was
greatly increased. This example demonstrates that tech-
niques such as en face cryosectioning, which inherently
average about the circumference, gloss over important
subtleties in the deposition of compounds that quantitative
fluorescence microscopy can detect. Furthermore, although
the potency of the fluorescence microscopy technique has
been illustrated with a one-dimensional transmural con-
centration profile, it examines histologic sections and
therefore is capable of examining drug concentration
gradients in any two dimensions within a plane in which
a tissue is sectioned.

Summary

This work describes a fluorescence microscopy technique
to visualize and quantify drug deposition. It consists of
laboratory techniques that immobilize drug in its postex-
perimental position, digital postprocessing to eliminate
autofluorescence, and the appropriate calibration standards
to convert fluorescent intensities to drug concentrations.
This technique offers spatial resolution superior to con-
ventional radioactive techniques and is adaptable to many
compounds and tissues. The complex and dynamic drug
deposition patterns imparted by local drug delivery systems
might be defined in this manner and may ultimately allow
for their rational design.

Nomenclature
cT Concentration of drug in a volume of

tissue
cBulk Bulk phase concentration of drug in

first incubation bath
cRelease Concentration of drug released from

tissue into reincubation bath
ε Fractional space in which drug can

distribute through a tissue
VBath Volume of the reincubation bath
n Number of slices of tissue in a reincu-

bation bath
VSlice Volume of each slice of tissue

FITCAutofluorescence Autofluorescence intensity of tissue im-
aged under FITC filter set

UVTotal Autofluorescence intensity imaged un-
der UV filter set

FITCTotal Total intensity imaged under FITC
filter set

FITCSpecific Autofluorescence-compensated inten-
sity under FITC filter set

FITC Fluorescein isothiocyanate
UV Ultraviolet
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27. Halldén, G.; Sköld, C. M.; Eklund, A.; Forslid, J.; Hed, J.
Quenching of intracellular autofluorescence in alveolar mac-
rophages permits analysis of fluorochrome labeled surface
antigens by flow cytofluorometry. J. Immunol. Methods 1991,
142, 207-214.

28. Cowen, T.; Haven, A. J.; Burnstock, G. Pontamine sky blue:
A counterstain for background autofluorescence in fluores-
cence and immunofluorescence histochemistry. Histochem-
istry 1985, 82, 205-208.

29. Koppel, D. E.; Carlson, C.; Smilowitz, H. Analysis of hetero-
geneous fluorescence photobleaching by video kinetics imag-
ing: the method of cumulants. J. Microsc. 1989, 155, 199-
206.

30. Marriott, G.; Clegg, R. M.; Arndt-Jovin, D. J.; Jovin, T. M.
Time-resolved imaging microscopy: Phosphorescence and
delayed fluorescence imaging. Biophys. J. 1991, 60, 1374-
1387.
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Abstract 0 The in vitro uptake study was performed using the isolated
cells of human oral mucosa, buccal and the dorsum of the tongue, to
investigate the mechanisms of glucose uptake. The uptake of D-glucose
was much larger in cells of the dorsum of the tongue than in buccal
cells and was inhibited more extensively by 2-deoxy-D-glucose, a
substrate of facilitative glucose transporters, than by R-methyl-D-
glucoside, a specific substrate of SGLT1, suggesting the larger
contribution of a facilitative transporter than Na+/glucose cotransporter.
Furthermore, from the results of inhibition studies by several sugar
analogues including maltose and D-mannose, GLUT1 and/or GLUT3
were suggested to take part in the glucose uptake by oral mucosa.
Therefore, we have attempted to confirm the expression of glucose
transporters on the oral mucosa by employing Western blotting. As a
result, it was suggested that SGLT1, GLUT1, GLUT2, and GLUT3
are expressed in the epithelial cells of human oral mucosa.

Introduction

Oral mucosa has been used as a site for drug delivery,
because the drug thus administered reaches systemic
circulation circumventing both intra-alimentary canal and
hepatic first-pass eliminations.1-3 Generally, the mecha-
nism of drug absorption from the oral cavity is passive
diffusion.4,5 On the other hand, not only some nutrients,
D-glucose,6 amino acid,7 glutathione,8 thiamine,9 and nico-
tinic acid,10 but also an aminocephalosporin antibiotic
cefadroxil11 were reported to be absorbed by specialized
transport mechanisms from the human oral cavity, using
a buccal absorption test method.4 Recently, we developed
perfusion cells, which can be applied on five regions in the
human oral cavity, the dorsum of the tongue, ventral
surface of the tongue, labial mucosa, floor of mouth, and
buccal mucosa,12 and could show the presence of the
specialized transport system for D-glucose in the dorsum
of the human tongue.13 D-Glucose is transported into the
enterocytes across the brush border membrane by a Na+/
glucose cotransporter (SGLT1), and then the hexose is
transported out across the basolateral membrane by a
facilitative sugar transporter (GLUT2).14,15 Furthermore,
some glucose transporters have been found in mammalian
tissues.16 However, details of sugar transporters present
in oral epithelial cells have not been clarified.

In the present study, the mechanism of D-glucose uptake
by epithelial cells isolated from human buccal mucosa and
the dorsum of the tongue was examined to clarify the
glucose transport system in the human oral cavity.

Materials and Methods

Materialss3H-D-Glucose, 14C-L-glucose, and 14C-2-deoxy-D-
glucose were purchased from Amersham International (Bucking-
hamshire, England). A liquid scintillator, Clear-Sol I, was pur-
chased from Nacalai Tesque (Kyoto, Japan). D-Glucose (Ishizu
Pharmaceutical Co., Osaka, Japan), L-glucose (Tokyo Kasei Kogyo
Co., Tokyo, Japan), 2-deoxy-D-glucose, and fluorescein isothiocy-
anate dextran (FITC-dextran, MW 35600, Sigma Chemical Co.,
St. Louis, MO) were used as supplied. Iatro-Chrom GLU-LQ and
Glucose-Test Wako were purchased from Iatron Laboratories, Inc.
(Tokyo) and Wako Pure Chemical Industries (Osaka), respectively.
Rabbit anti-SGLT-1, rabbit anti-GLUT-1, rabbit anti-GLUT-2, and
rabbit anti-GLUT-3 were obtained from Chemicon International
(Temecula, CA). Prestained molecular weight markers for SDS-
polyacrylamide gel electrophoresis (PAGE) used in this study were
phosphorylase (102 kDa), bovine serum albumin (BSA) (78 kDa),
ovalbumin (49.5 kDa), carbonic anhydrase (34.2 kDa), soybean
trypsin inhibitor (28.3 kDa), and lysozyme (19.9 kDa) (Bio-Rad
Laboratories, Hercules, CA). All other chemicals were regent grade
and commercially available.

SubjectssTen healthy volunteers, aged 22-25 years, partici-
pated in this study. Written informed consent, in accordance with
the principles of the Declaration of Helsinki, was obtained from
each volunteer prior to the study.

Preparation of Oral Mucosal CellssEpithelial cells were
isolated from the buccal mucosa or the dorsum of the tongue of
volunteers using a mouthwash technique.17 Briefly, mucosal cells
were obtained on the morning of assay. Subjects swirled high-
purity water around their mouth for a short period of time in
conjunction with molar scraping action for buccal mucosa or the
dorsum of the tongue. This procedure was repeated several times.
The pooled expectorate containing mucosal cells was filtered
through three layers of 250 µm nylon mesh, centrifuged at 3000
rpm for 10 min, and gently resuspended in the incubation buffer.
The composition of the incubation buffer was 100 mM mannitol,
80 mM NaCl, 20 mM Tris-HCl (pH 7.4), 3 mM K2HPO4, 1 mM
MgCl2, 1 mM CaCl2 and 1 mg/mL bovine serum albumin (BSA).
The cell suspension was centrifuged again at 3000 rpm for 10 min
and resuspended in the incubation buffer at the concentration of
1 × 106 cells/mL.

Uptake ExperimentssThe uptake of the substrate was
determined by a rapid filtration technique.18 Uptake studies were
initiated by the addition of 0.4 mL of a buffer solution containing
a labeled substrate to 0.1 mL of the cell suspension, which was
preincubated at 37 °C for 30 min. At the desired times, 4 mL of
ice-cold stop solution (100 mM mannitol, 100 mM MgCl2, 8 mM
HEPES, 4 mM Tris and 1 mM NaCl, pH 7.4) was added to the
mixture. The resulting mixtures were immediately filtered through
prewetted 0.45 µm filters (Fuji Photo Film, Tokyo). The filters were
quickly rinsed with 4 mL of the ice-cold stop solution three times
and transferred into a counting vial for the determination.
Background value or nonspecific adsorption to the filter was
determined by using the incubation buffer without mucosal cells.
This value was subtracted from the uptake data.

Absorption Experiments (Buccal Absorption Test)sThe
experiments were carried out according to the method of Kurosaki
et al.11 which was originated by Beckett and Triggs.4 Briefly, a
2-deoxy-D-glucose solution (10 mL) containing an unabsorbable
marker, FITC-dextran (1 µM), was placed in the mouth. The
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solution in the mouth was vigorously agitated using the cheeks
and tongue for 5 min, and then the solution was expelled as
completely as possible. The subject quickly rinsed his mouth three
times with the same buffer solution (total volume, 20 mL) and
expelled the rinsing. The expelled solutions were combined and
were adjusted to 50 mL with the buffer solution. From the values
of the initial and final concentrations of 2-deoxy-D-glucose and the
marker, percentage of 2-deoxy-D-glucose absorbed during a period
of 5 min was calculated.

Analytical MethodssFor uptake studies, radioactivity was
measured by a Beckman LS-232 liquid scintillation counter. For
absorption studies, D-glucose and 2-deoxy-D-glucose were deter-
mined using commercially available assay kits, Iatro-Chrom GLU-
LQ (glucose oxidase method). L-Glucose was determined using
commercially available assay kits, Glucose-Test Wako (o-toluidine-
boric acid method). FITC-dextran was determined spectrofluoro-
metrically (ex 495 nm, em 514 nm).

SDS-Polyacrylamide Gel Electrophoresis and Western
Blot AnalysissSDS-PAGE was performed using a 12% poly-
acrylamide gel for protein separation. Cells suspended in 10 mM
Tris-HCl buffer (pH 7.4) containing 1 mM EDTA and 1 µM
aprotinin were disrupted by Ultrasonic Generator US300 (Nissei,
Tokyo) for 30 min, and the suspension was centrifuged at 200g
for 30 min. The supernatant fraction was centrifuged at 27000g
for 1 h. The precipitate was resuspended in 10 mM Tris-HCl buffer
(pH 7.4) containing 2% SDS, 2% Triton X-100, and 2 mM EDTA
to dissolve membrane proteins. The protein samples were loaded
on top of a 4.5% stacking gel. After electrophoresis, proteins were
transferred onto nitrocellulose membranes. Remaining active sites
on the nitrocellulose membranes were blocked with 5% nonfat dry
milk in phosphate-buffered saline for 1 h at room temperature on
a flat bed shaker. Membranes were incubated overnight at 4 °C
with rabbit anti-human antibodies against SGLT1, GLUT1,
GLUT2, or GLUT3 under constant agitation, and then incubated
further for 1 h at room temperature with horseradish peroxidase-
conjugated goat anti-rabbit immunoglobulin G. Horseradish per-
oxidase activity was revealed using ECL Western blotting detec-
tion reagents (Amersham International).

Statistical AnalysissStatistical significance was evaluated
using Student’s t-test or analysis of variance. Results are expressed
as mean ( SE of more than three experiments.

Results
Isolated Mucosal CellssThe photomicroscopic obser-

vation of the mucosal cells stained with hematoxylin-eosin
revealed that cells isolated from the dorsum of the tongue
contain cornified cells, but cells from buccal mucosa do not.
The specific character of both sites was observed. The
viability of the cells was maintained as 80-90% even 3 h
after the isolation.

Uptake of Glucose by Isolated Mucosal Cellss
Figure 1 shows the time course of glucose uptake by the
cells isolated from buccal mucosa (A) and the dorsum of
the tongue (B). As is evident from the figure, the uptake

of D-glucose was much greater than that of L-glucose in both
cells, and stereospecificity was observed. Furthermore, the
uptake by cells from the dorsum of the tongue was greater
than that from buccal mucosa.

Figure 2 shows the concentration dependency of the
initial rate (in 1 min) of D-glucose uptake by the cells
isolated from buccal mucosa (A) and the dorsum of the
tongue (B). The kinetic parameters for D-glucose uptake
were calculated by fitting these data to the eq 1.

where v is the initial uptake rate at the concentration C,
Vmax and Km are the maximum uptake rate and Michaelis
constant for the specialized transport system, respectively,
and kd is the first-order rate constant for the uptake by
simple diffusion. The initial uptake rate constants for
L-glucose were used as kd values: they were 37.7 ( 6.7 nL/
min/105 cells for cells of buccal mucosa and 61.8 ( 7.8 nL/
min/105 cells for cells from the dorsum of the tongue. The
kinetic parameters for D-glucose uptake thus obtained were
as follows: Vmax and Km values for cells of buccal mucosa
are 1207.4 ( 124.2 pmol/min/105 cells and 51.2 ( 47.8 µM,
respectively; on the other hand, those for cells from the
dorsum of the tongue are 4696.3 ( 132.0 pmol/min/105 cells
and 97.7 ( 19.8 µM, respectively. The statistical analysis
by ANOVA clarified that Vmax and kd values in the two cells
are significantly different while Km values are not.

To investigate the characteristics of the glucose transport
system, the effect of some transport inhibitors and specific
conditions on the uptake by isolated oral mucosal cells were
examined, and the results are shown in Table 1. In both
mucosal cells, D-glucose uptake at the concentration of 0.05
mM was markedly reduced in the ice-cold condition or by
0.5 mM p-chloromercuribenzoic acid (PCMB), suggesting
that the uptake is a carrier-mediated process. Since D-
glucose uptake was significantly reduced in the Na+-free
condition, it is suggested that a part of this uptake system
is Na+-dependent. The significant inhibition by 1 mM 2,4-
dinitrophenol and the slight inhibition, but not statistically
significant, by 1 mM phlorizin were observed. These results
suggest that a Na+-dependent D-glucose transport system
is operating, at least partly, in the uptake process. To
further clarify the carrier system, the effect of various
sugars (50 mM) on D-glucose uptake (1 mM) was examined,
and the results are also shown in Table 1. R-Methyl-D-
glucoside, a specific substrate of SGLT1, significantly
inhibited the D-glucose uptake in both mucosal cells. The
uptake of D-glucose was inhibited more extensively by
substrates of facilitative transporters, 2-deoxy-D-glucose,
D-mannose, and maltose. Figure 3 shows the comparison
of the inhibitory effects on D-glucose uptake by isolated
mucosal cells between R-methyl-D-glucoside and 2-deoxy-

Figure 1sUptake of D- and L-glucose by isolated cells of human buccal
mucosa (A) and dorsum of tongue (B). Initial concentration of glucose was
0.1 mM. Key: b, D-glucose; O, L-glucose. Results are expressed as the
mean with a vertical bar showing the SE of four experiments. The bars are
hidden behind symbols.

Figure 2sConcentration dependency of D-glucose uptake by isolated cells
of human buccal mucosa (A) and dorsum of tongue (B). Results are expressed
as the mean with a vertical bar showing the SE of three experiments. s,
fitting curve; ‚‚‚‚, uptake via carrier-mediated system; ----, uptake via passive
diffusion (uptake rate of L-glucose).

v ) VmaxC/(Km + C) + kdC (1)
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D-glucose. As is evident from the figure, the inhibitory effect
of 2-deoxy-D-glucose is greater than that of R-methyl-D-
glucoside, suggesting that the contribution of the facilita-
tive glucose transporters to D-glucose uptake by oral
mucosal cells is larger than that of active Na+/glucose
cotransporter.

To further analyze the facilitative glucose transport
system, similar uptake studies by isolated cells from buccal
mucosa and the dorsum of the tongue were performed for
2-deoxy-D-glucose. Figure 4 shows the concentration de-
pendency of the initial rate of 2-deoxy-D-glucose. Kinetic
parameters for 2-deoxy-D-glucose were similarly calculated
using the eq 1 shown above, and the results are as
follows: Vmax, Km, and kd values for cells of buccal mucosa
are 417.9 ( 167.8 pmol/min/105 cells, 0.555 ( 0.705 mM,
and 29.3 ( 11.2 nL/min/105 cells, respectively; on the other
hand, those for cells from the dorsum of the tongue are
965.0 ( 115.7 pmol/min/105 cells, 0.619 ( 0.263 mM, and
69.1 ( 4.6 nL/min/105 cells, respectively. The kd values thus
obtained were similar to the initial uptake rate constants
of L-glucose, which were shown above, in both cells. The
statistical analysis by ANOVA clarified that both Vmax and
kd values are significantly different between the two cells,
while the difference of Km value was not statistically
significant. Table 2 shows the effect of ice-cold conditions,
PCMB, or other sugars on 2-deoxy-D-glucose uptake by oral

mucosal cells. In both mucosal cells, 2-deoxy-D-glucose
uptake at the concentration of 0.1 mM was markedly
reduced in ice-cold conditions or by 0.5 mM PCMB. D-
Mannose, maltose, and D-allose, sugars transported by the
facilitative transporters, inhibited the uptake of 2-deoxy-
D-glucose, suggesting that this sugar can be transported
by multiple facilitative transporters.

2-Deoxy-D-Glucose Absorption from Oral Cavitys
Oral mucosal epithelium is a stratified squamous epithe-
lium with the polarity. In our previous study, we showed
that D-glucose is absorbed from oral cavity by carrier-
mediated mechanism, a part of which is Na+-dependent.13

To investigate whether the facilitative transport system
operates on the apical surface of the mucosal cell or not,
the absorption of 2-deoxy-D-glucose was examined by buccal
absorption test. At the concentration of 1 mM, the absorp-
tion rates for 2-deoxy-D-glucose, D-glucose, and L-glucose
were 630.9 ( 122.0, 3026.1 ( 91.3, and 198.9 ( 28.4 nmol/5
min, respectively. Although the absorption rate of 2-deoxy-
D-glucose is lower than that of D-glucose, the inhibition by
D-allose was observed: the absorption rate of 2-deoxy-D-
glucose at 0.5 mM (443.2 ( 56.4 nmol/5 min) was inhibited
to 267.7 ( 30.6 nmol/5 min (p < 0.05) by 5 mM D-allose.
Although it was difficult to determine the kinetic param-
eters for 2-deoxy-D-glucose due to very low absorption (%)
of this sugar at the high initial concentration, the expres-
sion of the facilitative transporter for D-glucose on the
apical surface of the oral mucosal cells was suggested.

Western Blot Analysis of Glucose Transporters
Present in Oral Mucosal MembranesTo identify glu-
cose transporters present in oral mucosal membrane,
Western blot analysis of the membrane protein was per-

Table 1sEffect of Special Conditions, Transport Inhibitors, and Sugar
Analogues on D-Glucose Uptake by Cells Isolated from Human Buccal
Mucosa and Dorsum of Tonguea

uptake rate (% of control)

condition or additive buccal dorsum of tongue

control 100.0 ± 4.1 100.0 ± 1.7
ice-cold 6.9 ± 1.4*** 3.7 ± 0.5***
Na+-free 77.4 ± 4.3** 87.3 ± 2.2***
with 0.5 mM

p-chloromercuribenzoic acid
45.8 ± 0.6*** 47.2 ± 2.6***

with 1 mM 2,4-dinitrophenol 78.5 ± 2.1** 80.3 ± 2.3***
with 1 mM phlorizin 86.2 ± 2.5 72.4 ± 2.4***
with 50 mM mannitol 100.0 ± 2.7 100.3 ± 2.9
with 50 mM

R-methyl-D-glucoside
40.3 ± 1.4*** 34.3 ± 2.3***

with 50 mM 2-deoxy-D-glucose 7.4 ± 0.8*** 7.0 ± 0.5***
with 50 mM D-mannose 11.1 ± 0.2*** 22.8 ± 3.8***
with 50 mM maltose 6.0 ± 0.9*** 5.6 ± 0.4***

a Concentration of D-glucose was 0.05 mM. Control values for buccal cells
and cells of dorsum of the tongue were 121.3 ± 5.0 and 250.2 ± 4.3 pmol/
min/105 cells, respectively. Results are expressed as the mean± SE of 3−8
experiments. * p < 0.05; ** p < 0.01; *** p < 0.001, compared with each
control value.

Figure 3sEffect of specific sugars on D-glucose uptake by isolated cells of
human buccal mucosa (A) and dorsum of tongue (B). Initial concentration of
D-glucose was 0.1 mM. Key: b, with R-methyl-D-glucoside; O, with 2-deoxy-
D-glucose. Results are expressed as the mean with a vertical bar showing
the SE of four experiments. The bars are hidden behind symbols. *** p <
0.001; ** p < 0.01; * p < 0.05, compared with the control.

Figure 4sConcentration dependency of 2-deoxy-D-glucose uptake by isolated
cells of human buccal mucosa (A) and dorsum of tongue (B). Results are
expressed as the mean with a vertical bar showing the SE of three experiments.
s, fitting curve; ‚‚‚‚, uptake via carrier-mediated system; ----, uptake via
passive diffusion.

Table 2sEffect of Special Conditions, Transport Inhibitors, and Sugar
Analogues on 2-Deoxy-D-glucose Uptake by Cells Isolated from
Human Buccal Mucosa and Dorsum of Tongue

uptake rate (% of control)

condition or additive buccal dorsum of tongue

control 100.0 ± 1.0 100.0 ± 1.1
ice-cold 2.6 ± 0.3*** 3.8 ± 1.0***
with 0.5 mM

p-chloromercuribenzoic acid
2.3 ± 0.5*** 4.3 ± 0.7***

with 10 mM mannitol 94.8 ± 2.9 97.5 ± 3.0
with 10 mM 2-deoxy-D-glucose 1.6 ± 1.2*** 5.2 ± 1.2***
with 10 mM D-mannose 11.1 ± 1.5*** 26.2 ± 1.8***
with 10 mM maltose 16.8 ± 1.0*** 66.5 ± 0.7***
with 10 mM D-allose 35.5 ± 2.9*** 43.1 ± 4.2***

a Concentration of 2-deoxy-D-glucose was 0.1 mM. Control values for buccal
cells and cells of dorsum of tongue were 152.5 ± 1.8 and 211.8 ± 2.2 pmol/
min/105 cells, respectively. Results are expressed as the mean± SE of three
experiments. *** p < 0.001, compared with each control value.
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formed. The brush border membrane prepared from rat
small intestine (BBM) was used as the positive control of
SGLT1. The results are shown in Figure 5. Although there
are some unidentified bands, not only the band for GLUT1
(45kDa19) but also the bands for GLUT2 (53kDa15), GLUT3
(45kDa20) and SGLT1 (73kDa15) are found in both buccal
mucosal cells and cells of the dorsum of the tongue.

Discussion
D-Glucose is one of the nutrients that can be absorbed

from oral cavity by the carrier-mediated mechanism.6,13 In
our previous study, we showed using perfusion cells for
human oral mucosa that the carrier-mediated absorption
of D-glucose is predominant in the dorsum of tongue.13

However, details of glucose transporters present in the oral
mucosal cells were remaining to be clarified. In the present
study, oral mucosal cells were isolated from human buccal
mucosa and the dorsum of tongue using a mouth-wash
technique16 and glucose transport systems present in these
cells were examined. Lee et al. reported that buccal cells
thus obtained containing superficial, intermediate and
prickle cells, but not basal cells, are osmotically very stable
and did not undergo any discernible swelling.17 We con-
firmed that the viability of oral mucosal cells thus prepared
was maintained as 80-90% over 3 h after the isolation.

As shown in Figures 1 and 2, stereospecific uptake of
D-glucose was observed in both buccal mucosal cells and
cells of the dorsum of the tongue. In the perfusion cell study
described previously, we could not find the specialized
transport mechanism for D-glucose in the buccal mucosa.13

However, this isolated cell study could clarify that the
specialized transport system for D-glucose is present not
only in the dorsum of the tongue but also in the buccal
epithelium. This discrepancy may be caused by difference
in the surface area; that is, the large surface area of
isolated mucosal cells could enable them to take up
D-glucose more efficiently via the specialized transport
mechanism. The result of the inhibition study (Table 1)
suggested that, in addition to Na+/glucose cotransporter,
the facilitative glucose transporter is expressed in the oral
epithelial cells. Furthermore, it was shown that the
contribution of the facilitative transport mechanism to
overall D-glucose transport in the oral mucosal cells is more
predominant than Na+-dependent active transport mech-
anism. The facilitative transport system present in the oral
mucosal cells was suggested by the 2-deoxy-D-glucose
uptake study (Figure 4, Table 2). D-Mannose, maltose, and
D-allose inhibited the uptake of 2-deoxy-D-glucose. D-
Mannose is transported by GLUTs1-4.21,22 Maltose is an
inhibitor of glucose transport by GLUT3, but not by GLUT2
or 4.22 On the other hand, D-allose is an effective inhibitor

Figure 5sWestern blot analysis of glucose transporters in isolated cells of human buccal mucosa, dorsum of the tongue, and brush border membranes of rat
small intestine. Protein samples (20−50 µg) were electrophoresed through a SDS−PAGE gel, transferred to a nitrocellulose membrane and incubated with rabbit
anti-human antibodies against GLUT1 (A), GLUT2 (B), GLUT3 (C), and SGLT1 (D). The membranes were incubated further with horseradish peroxidase-
conjugated goat anti-rabbit immunoglobulin G. Horseradish peroxidase activity was revealed using ECL Western blotting detection reagents.
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of glucose transport by GLUT2, but not by GLUT1, 3, or
4.22 Thus, multiple facilitative transporters are suggested
to be present in the oral mucosal cells. In addition, it was
clarified by the buccal absorption test of 2-deoxy-D-glucose
that the facilitative transport system is expressed on the
apical surface of the stratified squamous epithelium. It has
been reported that GLUT1, but not GLUT4, is expressed
in human oral mucosa.23,24 Finally, the result of the
Western blot analysis suggested that GLUT1, GLUT2,
GLUT3, and SGLT1 are expressed in the oral epithelial
membrane (Figure 5). Further studies are necessary to
elucidate how the active and facilitative transporters are
operating in the stratified squamous epithelium of oral
cavity.

As to the kinetic parameters for D-glucose uptake by
isolated oral mucosal cells, Vmax value for the dorsum of
the tongue was 2.5 times larger than that for buccal
mucosa, while Km values for both cells were not signifi-
cantly different. Although these values are pooled param-
eters of parallel Michaelis-Menten equations, the larger
Vmax value in the dorsum of the tongue suggests that
transporters for D-glucose are more abundant in this site.
The parameters obtained by 2-deoxy-D-glucose uptake
experiments are also pooled values for multiple facilitative
glucose transporters, but the larger transport capacity of
the facilitative transport system in the dorsum of tongue
than in the buccal is suggested, while Km values in both
cells were not significantly different. The reduction of
D-glucose uptake rate in the Na+-free medium and the
inhibition of D-glucose uptake by R-methyl-D-glucoside were
similar in degree in both mucosal cells, suggesting that
Na+/glucose cotransporter is also expressed more predomi-
nantly in the dorsum of tongue than in the buccal.

In conclusion, the in vitro uptake study using the isolated
cells of human oral mucosa, buccal and the dorsum of the
tongue, revealed that not only the Na+/glucose cotrans-
porter but also facilitative glucose transporters are ex-
pressed in the oral mucosal cells and that the transport
system is more abundant in the dorsum of tongue than in
the buccal. The glucose transporters were confirmed by the
Western blot analysis.
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Abstract 0 The electrotransport transdermal fentanyl system (ET
[fentanyl]), uses a small electrical current to enhance delivery of
fentanyl to systemic circulation. Intermittent doses can be administered
by periodic application of the current. The purpose of this study was
to compare the effects of the frequency of intermittent drug delivery
by ET (fentanyl) and compare the drug delivery to systemic circulation
by ET (fentanyl) with intravenous administration. The topical safety
was also determined for the ET (fentanyl) system. Nine adult male
volunteers completed this three-treatment, randomized, 24-h, crossover
study. ET (fentanyl) treatments with 200 µA direct current applied for
30 min at frequent (hourly) or infrequent (4-hourly) intervals over a
24-h period were compared. Also, the drug delivery to systemic
circulation from ET (fentanyl) was compared with intravenous fentanyl
75 µg infused over 30 min every 4 h over a 24-hour period. The
mean serum fentanyl concentration achieved with the hourly ET
(fentanyl) regimen was higher than that for the 4-hourly ET (fentanyl)
regimen as expected from the higher frequency of drug doses. The
amount of fentanyl delivered estimated per dose from the ET (fentanyl)
system using the iv fentanyl treatment as the reference was similar
for the two ET regimens throughout the dosing period. This indicates
consistent drug delivery regardless of the frequency of ET dosing.
The majority of subjects reported either no, or barely perceptible,
erythema 24 h after removal of the system.

Introduction
Fentanyl is a short-acting synthetic opioid analgesic.

When administered by a passive transdermal system
(Duragesic [U.S.]/Durogesic [outside U.S.]), fentanyl is
effective for the treatment of moderate to severe chronic
pain.3 Compared to intravenous or oral routes for delivering
analgesia, the passive transdermal system has the advan-
tages of being a noninvasive, nonoral route that maintains
adequate serum concentrations for the duration of applica-
tion (for Duragesic, a patch has to be applied every 72 h).4,5

The fentanyl passive transdermal system has proven
effective for control of chronic pain; however, it is not
suitable for managing postoperative pain and other acute
or intermittent pain conditions.4

Analgesic delivery systems that are controlled by the
patient (patient-controlled analgesia or PCA) provide better
pain control than standard modes of delivery because they
allow continuous patient access to pain medication within
predetermined limits.1 Such PCA systems are both effica-
cious and well accepted. The PCA systems are fully
computerized portable syringe pumps with a reservoir for
the drug solution. The pump delivers the drug into an
intravenous access site on the patient via microbore tubing.

These pumps have visual displays providing information
on patients drug consumption minute by minute. From the
PCA systems, the drug can be either administered as a
bolus injection, continuous infusion over a period of time,
or continuous background infusion plus bolus whenever
needed.2 The economic advantages of PCA include lower
cost due to the decreased need for medical intervention and,
potentially, earlier release from the medical facility. Un-
fortunately, PCA equipment is costly, cumbersome, and
invasive, and it requires maintenance and sterilization.

An electrotransport (ET) transdermal system for fentan-
yl has been developed which combines the advantages
offered by PCA and the passive transdermal system. The
ET system enhances the delivery of drug by means of an
electrical current. Application of an electrical field facili-
tates the transport of charged compounds across the skin.
A number of comprehensive reviews on the subject of
electrotransport or iontophoresis have been written.6-8 The
pathways of molecular transport through the skin during
iontophoresis have also been extensively studied.19,20 The
commercial ET system is a lightweight, self-contained
system, worn on the patient’s upper outer arm or chest.
The system contains internal electronic circuitry, a battery,
anode and cathode hydrogels, and an external button to
activate delivery of fentanyl. The system is backed with a
pressure-sensitive adhesive which allows it to stick to the
skin (Figure 1). As with PCA, the drug delivery rate can
be set by adjusting the current; as the current is increased,
the rate of drug delivery is increased.9 Intermittent doses

* Corresponding author.
† ALZA Corp.
‡ Janssen Pharmaceutica.

Figure 1sSchematic diagram of ET (fentanyl) system (**indicates when a
dose is being delivered, as well as the approximate number of doses the
patient has received since application of the particular system).
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can be administered by switching the current on for a
predetermined period of time (dosing period). This system
can, therefore, effectively manage acute or intermittent
pain conditions.

The purpose of this randomized crossover study was to
compare fentanyl delivery to systemic circulation from
frequent intermittent doses administered hourly to infre-
quent doses administered every 4-hours by an ET (fentan-
yl) system. An additional objective was to compare serum
concentrations achieved from ET (fentanyl) treatments
with the reference intravenous (iv) treatment, and estimate
the fentanyl dose delivered to systemic circulation from ET
(fentanyl) treatments using this reference treatment. The
study also evaluated the topical safety of fentanyl delivered
by ET (fentanyl) system.

Materials and Methods

The study enrolled 10 healthy adult male volunteers (all
Caucasian, aged 20-37 years [mean 27.3, SD 4.8]) to ensure that
nine subjects would complete the study. Subjects were within 10%
of ideal weight, nonsmokers with no history of drug or alcohol
abuse, and they had abstained from recreational drug use within
the past 30 days. Subjects also agreed to abstain from alcohol from
48 h before the study started until the end of the study. Exclusion
criteria included active skin disease that precluded application of
the system; a history of CO2 retention, asthma or other lung
disease; other clinically significant medical problems or organ
abnormalities; hemoglobin <13 g/dL; or a history of allergic
reaction to fentanyl, other opioids, or naltrexone. The subjects were
also screened for physical dependence on opioids by Narcan
(Naloxone hydrochloride: Endo Pharmaceuticals, Wilmington, DE)
challenge test.10 The protocol and consent form were reviewed and
approved by the Institutional Review Board of Inveresk Clinical
Research Ltd. (Edinburgh, Scotland) before the study started.

This was a randomized, open-label, three-treatment, three-
period, crossover study. Each subject received three 24-h fentanyl
treatments separated by 6-day washout periods. The ET (fentanyl)
system (E-TRANS [fentanyl], ALZA Corporation, Palo Alto, CA),
using direct current at 200 µA over a 30-min interval, was
compared with 75 µg of fentanyl iv delivered over the same
interval. The prototype ET (fentanyl) system used in this study
consisted of a custom-built current source (Medtronic Model 6443)
attached to the wrist and connected by a cable to a patchlike drug
unit. The drug unit was composed of two poly(vinyl alcohol)
hydrogels: one contacting a silver anode (2 cm2) and containing
fentanyl hydrochloride (10 mg) with polymeric buffer, the other
contacting a silver chloride cathode (6.5 cm2) and containing a
biocompatible buffered electrolyte. The hydrogels and electrodes
were housed in a medical-grade polyethylene foam with a periph-
eral acrylic adhesive. The ET (fentanyl) application site (upper
arm) was wiped with an alcohol swab as is normally done for
cleansing purposes and then either wiped dry or allowed to air-
dry. The drug unit was placed on the upper arm after the peel-off
protective liner was removed from the adhesive layer.

Fentanyl was delivered for the first 30 min of each hour
(regimen A) or for the first 30 min of every fourth hour (regimen
B). Fentanyl solution (50 µg/mL) was administered intravenously
by a portable, battery-operated, syringe driver pump (Model
MS2000; Graseby Medical Ltd., Watford, Hertfordshire, UK) at a
rate of 1.5 mL (75 µg) over the first 30 min of every fourth hour
(total dose over 24 h, 525 µg; regimen C). To minimize the opioid
effects of fentanyl, five doses of naltrexone 50 mg were adminis-
tered at 12-h intervals, starting 14 h before the first fentanyl dose.

Blood samples were drawn immediately before the initial
fentanyl administration and periodically throughout the treat-
ment: 10, 20, 30, 45, 60 min post 0, 12, and 24 h dosing, and also
at 25, 26, 28, 32, 36 and 48 h posttreatment initiation. Serum
samples were assayed for fentanyl at Janssen Research Founda-
tion (Beerse, Belgium) using a radioimmunoassay method with a
quantification limit of 0.1 ng/mL.11

Pharmacokinetic AnalysissThe average maximum serum
fentanyl concentration (Cmax in ng/mL) and corresponding time
(Tmax in hours) observed during the entire 24-h treatment regimen

were calculated. Serum fentanyl elimination rate constants (k)
were estimated by linear regression of log-transformed (natural
log) serum fentanyl concentrations during the terminal log-linear
phase of the data after system removal. Apparent half-life (t1/2)
values were calculated as 0.693/k.

For all three regimens, the area under the fentanyl concentra-
tion-time curve [AUC(n-n+1)] was calculated by the linear trap-
ezoidal method for doses administered during hours 0-1, 12-13,
and 24-25, when frequent blood sampling was performed. For the
two 4 h regimens (ET and iv), the AUC(24-28) (AUC for one dosing
interval) was also estimated.

Statistical AnalysissAn analysis of variance (ANOVA) was
used to (i) compare AUC(0-1) among the three treatments and (ii)
compare steady-state AUC over one dosing interval after the last
dose (AUC(24-25) for the hourly regimen and AUC(24-28) for the 4
hly regimen) among the three treatments.

Compartmental ModelingsA three-compartment open distribu-
tion model was used to describe the observed fentanyl concentra-
tion-time profile after iv infusion. Equation 1 defines the three-
compartment disposition model for administration of a single dose
by iv infusion.12 For fentanyl administration by the ET system,
absorption was described by first-order kinetics (Figure 2).

Equation 2 describes the three-compartment disposition model
for a single intermittent dose from an ET (fentanyl) system.12 The
absorption rate constant in this equation defines absorption due
to both electrotransport and passive diffusion if any from the ET
(fentanyl) system. In a previous study13 the passive delivery of
fentanyl from an ET (fentanyl) system was shown to be negligible.
Four models for the ET (fentanyl) treatments were evaluated as
described below. Model selection was based on residual sum of
squares (RSS) and the Akaike information criterion (AIC).14 A
model with lower RSS and AIC values is preferred.

where

Figure 2sThree-compartment model for fentanyl administered by ET (fentanyl)
system and by intravenous infusion (Cp ) serum fentanyl concentrations).

C(t′) )
Riv (1 - eRθ)(k21 - R)(k31 - R)e-Rt′

-V1R(â - R)(γ - R)
+

Riv (1 - eâθ)(k21 - â)(k31 - â)e-ât′

-V1â(R - â)(γ - â)
+

Riv(1 - eγθ)(k21 - γ)(k31 - γ)e-γt′

-V1γ(â - γ)(R - γ)
(1)

C(t′) )
Rtka(1 - eRθ)(k21 - R)(k31 - R)e-Rt′

-V1R(â - R)(γ - R)(ka - R)
+

Rtka(1 - eâθ)(k21 - â)(k31 - â)e-ât′

-V1â(R - â)(γ - â)(ka - â)
+

Rtka(1 - eγθ)(k21 - γ)(k31 - γ)e-γt′

-V1γ(â - γ)(R - γ)(ka - γ)
+

Rtka(1 - ekaθ)(k21 - ka)(k31 - ka)e
-kat′

-V1ka(R - ka)(â - ka)(γ - ka)
(2)

836 / Journal of Pharmaceutical Sciences
Vol. 88, No. 8, August 1999



t ) Time since initiation of the treatment
C(t′) ) Concentration at time t′
t′ ) Time since initiation of the last input
R ) First disposition rate constant
â ) Second disposition rate constant
γ ) Third disposition rate constant
k21 ) Rate constant for transfer from second compartment to the

central compartment
k31 ) Rate constant for transfer from third compartment to the

central compartment
V1 ) Volume of distribution of the central compartment
ka ) Transdermal absorption rate constant
Riv ) Rate of intravenous infusion (150 µg/h over 0.5 h)
Ro ) Rate of fentanyl input after ET system dose at initiation

and throughout for model 1
Rt ) Rate of fentanyl input after ET system dose at time t:

) Ro (from 0-12 h); R1 (from 12-24 h); R2 (from 24-25 h)
[stepwise increase in rate of fentanyl input such that Ro <
R1 < R2; model 2

) Ro + st [linear increase in rate of fentanyl input; model 3]
) Ro (2-e-st) [exponential increase in rate of fentanyl input;

model 4]
s ) Slope constant to account for increase in the input rate
CL ) Clearance ) V1Râγ/k21k31

θ ) t′ when t′ e 0.5 or 0.5 when t′ > 0.5

The profiles for multiple dose applications were then obtained
by superposition of the profile associated with each administration
given before t:

where

C(t) ) Concentration at time t
j ) jth administration before t
M ) Total number of administrations
τ ) Dosing interval

These equations were simultaneously fitted to the all plasma
concentration from each subject following all three treatments.
Models were fitted to only those serum fentanyl concentration
values above the quantification limit (concentrations below limit
of quantification were set to missing). Pharmacokinetic disposition
parameters and absorption parameters (both amount and absorp-
tion rate constants) were estimated by nonlinear regression, using
the PROC NLIN procedure in SAS 6.04, with the “power model”
weighting function.15

Safety AnalysissSafety was evaluated by analysis of pre- and
poststudy blood chemistry, hematology, and urinalysis data, as
well as physical examination results and electrocardiograms.
During each 24-h administration period, and for 24 h after the
end of each administration period, vital signs (heart rate, blood
pressure, and respiratory rate) were recorded periodically. At 1,
6, and 24 h after system removal, the skin occluded by the system
was evaluated visually, and any evidence of local reaction was
scored as follows:

Erythema: 0 ) none; 1 ) barely perceptible redness; 2 ) definite
redness; 3 ) beet redness.

Edema: Extent of erythema, papules, pustules: 0 ) none; 1 )
<50% occluded area; 2 ) >50% occluded area.

Itching: 0 ) none; 1 ) mild; 2 ) moderate; 3 ) severe.

Results and Discussion
Ten healthy Caucasian males, aged 20-37 years (mean

27.3, SD 4.8), entered the study, and nine subjects com-
pleted. One subject discontinued study participation for a

non-drug-related (personal) reason after completing the
first regimen (fentanyl delivered by the ET system for 30
min/h). Data from the nine subjects who completed the
study are included in the pharmacokinetic analysis, and
data from all 10 subjects enrolled are included in the safety
analysis. None of the subjects showed any signs or symp-
toms of withdrawal after administration of the Narcan
challenge.

For three subjects, the duration of fentanyl administra-
tion in regimen A (30 min/h) deviated from the approved
protocol. One subject received fentanyl for 1 h instead of
30 min, from hour 14 to hour 15 (half-hourly administration
was restarted at hour 16). Two subjects received fentanyl
for only 20 min during hour 5. The actual duration of drug
administration was accounted for in the compartmental
analysis.

Fentanyl PharmacokineticssMean serum fentanyl
concentrations increased after the first set of intermittent
doses at hour 0 for both ET (fentanyl) regimens. However,
the rate of increase with the ET (fentanyl) regimens was
slower than that of the iv regimen (Figure 3) and serum
fentanyl concentration 10 min after the dose was not
detectable. Also, the mean serum fentanyl concentration
declined rapidly upon termination of the iv infusion at hour
0.5, but when the ET (fentanyl) dosing interval ended,
serum fentanyl concentrations did not decline for ap-
proximately 10 min (Figure 3). Similar observations were
made following intermittent dosing at hours 12 and 24.
These observations suggest that the barrier effect of the
skin moderates both the rise and fall of serum fentanyl
concentrations with ET (fentanyl) administration. Serum
concentration profiles for the three regimens are shown in
Figure 4. Following the hour 24 dose, the mean serum
fentanyl concentration for the ET (fentanyl) hourly regimen
was approximately 4-fold higher than that for the ET
(fentanyl) 4-hourly regimen, which, in turn, was about
twice as high as that for the iv 4-hourly regimen.

The mean fentanyl pharmacokinetic parameters are
listed in Table 1. The mean Cmax value for the ET (fentanyl)
hourly regimen (2.6 ng/mL) was higher than those for the
ET (fentanyl) 4-hourly or iv 4-hourly regimens (1.3 and 0.9
ng/mL, respectively). The Tmax values for most subjects
were between 24 and 25 h, with median values of 25 h after
ET (fentanyl) administration and 24 h after iv administra-
tion.

Figure 3sMean (±SD) serum fentanyl concentrations for the first hour of the
three 24-hour fentanyl regimens (n ) 9). (Note: Concentrations below limit
of quantification are set to zero value).

C(t) ) ∑
j)1

M

C(t-(j-1)τ)
j (3)
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A polyexponential decline of serum fentanyl concentra-
tions occurred after the last dose in all three regimens
(Figure 4). The mean apparent half-life values varied
widely among the three regimens; half-lives were longer
for the two ET (fentanyl) regimens (regimen A ) 22.0 h;
regimen B ) 10.0 h) than for the iv regimen (regimen C )
3.4 h). Due to the assay sensitivity (0.1 ng/mL), the serum
concentrations for all subjects could be quantified to hour
26 for the iv treatment, to hour 32 for the ET (fentanyl)
4-hourly regimen, and to a much longer duration of up to
hour 48 for the ET (fentanyl) hourly regimen. This suggests
that only the distribution phase, rather than the terminal
elimination phase, was observed after the 4-hourly ET
(fentanyl) and iv regimens. This probably was the reason
for apparent half-life values for these two regimens to be
shorter than it would be if the terminal elimination phase
could have been quantified. This explanation is further
supported by the previously reported terminal elimination
half-life of 8 h following iv fentanyl adminsitration.16

Alternatively, the long mean apparent half-life of the
hourly ET (fentanyl) regimen (which was due mainly to

two subjects with long apparent half-life values of 49.5 and
65.8 h) may indicate some contribution of the skin to the
apparent terminal phase of the ET (fentanyl) regimens.
However, if the long apparent terminal half-life observed
after ET (fentanyl) administration was the electrotransport
absorption half-life value, then the increase in serum
fentanyl concentrations after a supplemental fentanyl dose
would have been much more delayed than that observed.
It appears that for ET fentanyl the depot or the reservoir
effect is not as pronounced as seen with the transdermal
system. With passive fentanyl transdermal system (Du-
ragesic), the terminal half-life is severalfolds higher than
that observed with intravenous fentanyl.17 In the passive
transdermal system, ethanol is incorporated to enhance
drug solubility in the system and to enhance drug flux
through the skin. Thus, fentanyl flux depends on the
ethanol concentration being delivered. Ethanol flux is about
500 times greater than fentanyl flux.18 After the system is
removed, the ethanol in the skin is absorbed into systemic
circulation much faster than fentanyl. This causes the rate
of fentanyl appearing in systemic circulation to decrease

Figure 4sMean (±SD) serum fentanyl concentrations for the three 24-hour fentanyl regimens (n ) 9). Serum fentanyl concentrations were measured during
hours 0−1, 12−13, and 24−25.

Table 1sMean (± SD) Fentanyl Pharmacokinetic Parameters in Nine Healthy Volunteersa

regimen

parameter units
A

ET (fentanyl) hourly
B

ET (fentanyl) 4-hourly
C

iv 4-hourly

Cmax ng/mL 2.6 ± 0.7 1.3 ± 0.3 0.9 ± 0.2
Tmax

b h 23.3 ± 4.0 23.3 ± 4.0 15.2 ± 11.6
K h-1 0.053 ± 0.029 0.083 ± 0.031 0.308 ± 0.257
t1/2 h 22.0 ± 21.0 10.0 ± 5.6 3.4 ± 1.7
AUC(0-1) ng‚h/mL 0.25 ± 0.11* 0.24 ± 0.13* 0.39 ± 0.08**
AUC(12-13) ng‚h/mL 1.67 ± 0.35 0.75 ± 0.17 0.36 ± 0.04
AUC(24-25) for hourly regimen ng‚h/mL 2.23 ± 0.59* 2.66 ± 0.45* 1.00 ± 0.33**
AUC(24-28) for 4-hourly regimen

a Abbreviations: Cmax, peak serum concentration; Tmax, time to peak concentration; k, apparent elimination rate constant; t1/2, apparent half-life; AUC, area
under the serum concentration−time curve. b The mean value for intravenous administration was skewed downward by three outlying values of <1 h. Median
values for the three treatments were 25 h (regimens A and B) and 24 h (regimen C). Note: Cmax and Tmax are over the entire treatment period. *Parameters with
the same number of asterisks are not significantly different (p<0.05).
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(forms a reservoir in the skin) and the terminal half-life is
longer than that observed with intravenous administra-
tion.18

The AUC(0-1) values for the ET (fentanyl) regimens were
similar (0.25 and 0.24 ng‚h/mL) and were significantly
lower (p < 0.05), approximately 60% of the value for the iv
regimen (0.39 ng‚h/mL). However, a direct comparison of
the AUC(0-1) values may not be an exact reflection of the
dose delivered to the systemic circulation because the
profiles for the ET (fentanyl) regimens are shifted to the
right of the iv regimen profile, and the concentrations at
hour 1 for the ET (fentanyl) regimens are approximately
10% to 15% higher than that for the iv regimen. In contrast,
the steady-state AUC after the last dose - mean AUC(24-25)
for the ET (fentanyl) hourly regimen and AUC(24-28) for the
ET (fentanyl) 4-hourly regimen were significantly more (2-
fold) than that of AUC(24-28) for the iv administration. This
is discussed further in the Compartmental Modeling sec-
tion below.

Compartmental ModelingsCompartmental modeling
was used to determine the exact amount of fentanyl
delivered by the ET (fentanyl) treatments using iv regimen
as the reference. Since the serum fentanyl concentrations
declined polyexponentially (Figure 4), a model with first-
order absorption and triexponential disposition was fitted
to the data for the ET (fentanyl) regimens, and a triexpo-
nential disposition model was fitted to the data for the iv
regimen (eq 1). This model (model 1) was able describe the
iv data well. However, for the ET (fentanyl) treatments,
with this model (model 1), the observations near hour 24
were underestimated and those near hour 0 were over-
estimated, suggesting that the amount of fentanyl delivered
to the systemic circulation with the ET system increased
with time. Three other models (allowing different amounts
of fentanyl input at each dose interval) which were
modifications of model 1 were investigated. Model 2 allowed
stepwise increase in the input rate in eq 2; results from
this model showed that the mean rate of input at hour 24
was nearly twice that for input at hour 0. However, since
the input rate change is probably a gradual and continuous
change rather than a step function, the model was further
modified so that the input increased linearly (model 3) or
exponentially (model 4) with time (eq 2). For most subjects,
the RSS and AIC values with model 4 were less than model

Table 2sEstimated Pharmacokinetic Parameters by Fitting the Three-Compartment Model to Serum Fentanyl Concentration Following Intravenous
Administration and ET (fentanyl) Application (model 4) in Nine Healthy Volunteersa

subject
no. R, h-1 â, h-1 γ, h-1 k21, h-1 k31, h-1 V1, L ka, h-1 Sa, h-1 Sb, h-1

ET rate
(µg/h) k10, h-1 k13, h-1 k12, h-1 CL, L/h

101 3.90 0.057 0.162 0.602 0.095 68.5 5.13 0.027 0.074 137.9 0.625 0.205 2.59 42.8
102 3.54 0.051 0.322 0.633 0.103 68.0 5.45 0.210 0.120 118.4 0.900 0.714 1.57 61.2
104 6.62 0.630 0.061 1.383 0.118 52.4 0.90 0.033 0.246 177.2 1.572 1.259 2.98 82.5
105 6.02 0.367 0.045 1.104 0.125 55.0 2.80 0.076 0.068 178.5 0.730 0.927 3.54 40.1
106 6.43 0.240 0.068 0.723 0.105 48.9 2.57 0.025 0.041 261.8 1.387 0.487 4.04 67.8
107 5.57 0.363 0.027 1.237 0.044 54.9 5.72 0.076 0.098 156.7 1.016 0.557 3.10 55.8
108 6.44 0.254 0.066 0.867 0.094 48.3 2.78 0.028 0.148 202.3 1.326 0.388 4.08 64.0
109 2.64 0.567 0.065 1.129 0.145 88.9 6.43 0.089 0.165 165.3 0.598 0.590 0.81 53.2
110 6.90 0.433 0.097 1.418 0.209 48.6 4.69 0.455 0.089 117.2 0.978 0.666 4.16 47.5
mean 5.34 0.329 0.102 1.012 0.115 59.3 4.05 0.113 0.117 168.4 1.015 0.644 2.99 57.2
SD 1.56 0.202 0.091 0.315 0.045 13.6 1.85 0.141 0.625 45.1 0.348 0.308 1.17 13.3
SE 0.52 0.067 0.030 0.105 0.015 4.52 0.62 0.047 0.021 15.0 0.116 0.103 0.39 4.44
Gmean 5.09 0.249 0.079 0.964 0.107 58.1 3.54 0.068 0.103 163.4 0.962 0.577 2.69 55.9
max. 6.90 0.630 0.322 1.418 0.209 88.9 6.43 0.455 0.246 261.8 1.572 1.259 4.16 82.5
min 2.64 0.051 0.027 0.602 0.044 48.3 0.90 0.025 0.041 117.2 0.598 0.205 0.81 40.1

a R ) First disposition rate constant. â ) Second disposition rate constant. γ ) Third disposition rate constant compartment. k21 ) Rate constant for transfer
from the second compartment to the central compartment. k31 ) Rate constant for transfer from the third compartment to the central compartment. k10 )
Elimination rate constant from the central compartment to out. k13 ) Elimination rate constant from the central compartment to the third. k12 ) Elimination rate
constant from the central compartment to the second compartment. ka ) Transdermal absorption rate constant. CL ) Clearance ) (V1Râγ/k21k31). V1 ) Volume
of distribution of the central compartment. Sa ) Slope constant to account for increase in the input rate for treatment A. Sb ) Slope constant to account for
increase in the input rate for treatment B.

Figure 5sModel predicted and observed (mean ± SD) serum fentanyl
concentrations for the three 24-hour fentanyl regimens (n ) 9). A ) ET
(fentanyl) hourly regimen; B ) ET (fentanyl) 4-hourly regimen; C ) iv (fentanyl)
4-hourly regimen.
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3. Figure 5 shows good agreement between the model
predicted concentration and the observed concentration.
The rate constants for model 4 are shown in Table 2. Using
model 4 parameters, the estimated amounts of fentanyl
delivered to the systemic circulation at hours 0, 12, and
24 for the ET (fentanyl) hourly regimen and the ET
(fentanyl) 4-hourly regimen were determined (Rt ) Ro[2 -
e-st]; eq 2). The estimated amount of fentanyl delivered in
30 min at 0, 12, and 24 h were 84, 126, and 142 µg,
respectively, for the hourly treatment, and 84, 142, and
157 µg, respectively, for the 4-hourly treatment. The
increase in the amount of fentanyl delivered at the 24 h
time point may be due to skin (depot effect, permeability
changes, etc.) equilibrating with the delivery system (cur-
rent, occlusion, etc). However, any conclusion regarding a
time-dependent fentanyl input rate phenomenon should be
considered tentative because it is highly dependent on the
plasma concentration data from the first intermittent
delivery period; these concentrations are low and cluster
around the detection limit of the assay. Regardless, the
mean amount of fentanyl delivered initially and the rate
of increase were of similar magnitude irrespective of the
frequency of transdermal dosing (i.e., hourly or 4-hourly).

Safety and TolerabilitysAll subjects received nal-
trexone to minimize the opioid effects of fentanyl. One
subject reported nausea with the ET (fentanyl) hourly
regimen. Three subjects reported adverse events during the
ET (fentanyl) 4-hourly regimen (two reports of headache,
and one each of abdominal pain and dizziness). Five
subjects reported adverse effects during iv administration
(one each of abdominal pain, constipation, nausea, asthe-
nia, somnolence, erythema, and pruritus). No clinically
significant alterations in vital signs were noted.

All the observed topical reactions 1, 6, and 24 h after
system removal are summarized in Table 3. Erythema at
the active gel site persisting at 24 h after system removal
was comparable for both ET (fentanyl) regimens: no, or
barely perceptible, erythema was evident for five subjects
in the hourly regimen and six subjects in the 4-hourly
regimen, while definite erythema was evident for four and
three subjects, respectively. “Beet” redness was evident for
one subject in the hourly regimen. No erythema was noted

at the inactive gel site 24 h after system removal. The
active gel site reactions are likely due to both drug and
current.

Conclusion

The amount of fentanyl delivered to the systemic circula-
tion per delivery period by the ET (fentanyl) system was
estimated to be similar regardless of whether intermittent
delivery was hourly or 4-hourly. About half the subjects
reported either no, or barely perceptible, erythema at 24 h
after system removal. Therefore, electronically controlled
fentanyl delivery from the ET (fentanyl) system provided
consistent drug delivery with either frequent or infrequent
intermittent dosing. The skin reactions were tolerable,
although, a larger study would be needed to assess them.
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Introduction
In line with the key focus of recent publications1-3

emerging from the labs of Dressman, Amidon, and Shah,
and in conjunction with the aims of both the FDA and US
Pharmacopoeial Convention to improve and possibly de-
velop alternative dissolution testing procedures as well as
techniques for data analysis, this work considers an
overview of the constantly changing areas of in vitro
dissolution research in the evaluation of novel oral drug
delivery systems. Over the years, dissolution testing has
been employed as a quality control procedure in pharma-
ceutical production, in product development to assist in
selection of a candidate formulation, in research to detect
the influence of critical manufacturing variables such as
binder effect,4 mixing effect,5,6 granulation procedure,7
coating parameters,8,9 excipient type,10 and/or in compara-
tive studies of different formulations,11 in in vitro-in vivo
correlations,12-15 and possibly as an in vivo surrogate under
strictly defined conditions.16,17 It therefore becomes appar-
ent that sensitive and reproducible dissolution data derived
from physicochemically and hydrodynamically defined
conditions are necessary in order to compare various in
vitro dissolution data and be able to use such results as a
surrogate for possible in vivo bioavailability, bioequivalence
testing, and in vitro-in vivo correlations (IVIVC). However,
the influence of technological differences and process
variables involved during manufacturing on dissolution
rate often complicates the decision making process in
selection of the appropriate dissolution method and sub-
sequent data interpretation technique. Moreover, Skoug
and co-workers18 stressed that this consequence is the

reason dissolution studies and the defined specifications
so often generate strong interest during regulatory review
of solid oral dosage forms. As a result, the Center for Drug
Evaluation and Research (CDER) at the Food and Drug
Administration (FDA) has recently released guidelines
called Scale-Up and Post Approval Changes, commonly
referred to as SUPAC19 and Extended Release Solid Oral
Dosage Forms: Development, Evaluation and Application
of In vitro/In vivo Correlations, commonly known as
IVIVC,20 to be used by the pharmaceutical sponsor in
quality assurance and specific postapproval changes and
to demonstrate that the “dissolution profiles of prechange
product and postchange product are similar”. The impact
of the process and establishment of an in vitro and in vivo
performance (IVIVR) as a critical stage in development of
oral controlled release products has been further high-
lighted in the recent work of Devane and Butler.21

The current sophistication in formulation of new modi-
fied release drug delivery systems and associated diversity
in dosage form design necessitates the development of new
procedures or appropriate modification to the existing
apparatus as an alternative for dissolution measure-
ments.22,23 More recently, it has been shown that the
complex hydrodynamics and three-dimensional fluid flow
pattern produced by the USP paddle24 within different
regions of the dissolution vessel varies significantly with
a relatively more stagnant region at the bottom portion of
the vessel.25,26 Consequently, to mimic and more closely
reflect the possible in vivo dosage form surface exposure,
have reliable dissolution data, and be able to discriminate
between release behavior of various modified release
formulations, it becomes apparent that a better under-
standing of the role of hydrodynamics in relation to delivery
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system and release mechanisms are necessary for the
development of alternative dissolution methods.22,23

In general, the design of alternative dissolution methods
may be approached in one of two ways or a combination.
First, the method might consider the establishment of in
vitro testing conditions similar to an actual in vivo setting.
This approach may encompass instrumental developments
mimicking gastrointestinal peristaltic motion with combi-
nation of flow-through methods for ensuring sink condition
maintenance. All media used in testing of dosage forms
should also be very similar to fluids comprising the
gastrointestinal compartment particularly with respect to
composition. Furthermore, other technical considerations
may incorporate fabrication materials that are in contact
with the dosage to possibly behave as pliable, flexible
gastrointestinal tissue. Irrespective of the extent to which
the ideal testing conditions are achieved, this approach
becomes a mammoth task flawed by numerous inconsis-
tencies. The second and more amenable approach is to
establish in vitro dissolution conditions that may provide
drug release profiles very similar to deconvoluted (i.e.,
fraction absorbed) blood plasma profiles through different
levels of correlation as described in the USP. This entails
an establishment of in vitro-in vivo correlation through
manipulation of process variables such as selection of
appropriate dissolution media systems taking into consid-
eration sink condition maintenance and/or manipulation
of fluid flow hydrodynamics by use of additional devices
within the standard dissolution vessel. A useful example
of the latter suggestion is the reported ring/mesh assembly
used for the in vitro enhancement of dosage form position-
ing and surface area exposure in order to simulate hydro-
dynamically comparable conditions to that of in vivo.27,28

Generally reviews, theoretical papers, and research
publications on the subject of dissolution have focused on
standardizing, expanding, and developing useful math-
ematical and physical models principally due to apparent
unresolved mechanistic complexities in the thermodynamic
sense.29-34 On the basis of such past in-depth analyses,
researchers may presently use those concepts in experi-
mental design of alternative dissolution methods. There-
fore, to consolidate the principles governing the dissolution
process, this article will attempt to provide a brief theoreti-
cal perspective of dissolution theory and associated con-
cepts used in drug release from oral dosage forms. In
keeping with the significant research activities with hy-
drophilic swellable matrixes, priority will be given to the
optimization of dissolution studies pertaining to modified/
controlled release drug delivery from such systems. A
summary of attempts to improve the currently recom-
mended USP, 23 dissolution methodologies for swellable
sticking and swellable floatable delivery systems is pro-
vided, and the approaches recently used to overcome the
associated difficulties are referred to in the text.27 In
addition, aspects relating to the lack of an official in vitro
dissolution test method for lipid-filled capsules and the
strategy used to solve this dilemma is discussed.28 A critical
review on the advantages and limitations of commonly used
mathematical and statistical parameters for comparison
of dissolution data, including the newly developed FDA-
recommended f2 similarity factor and f1 difference factor,
also follows. The use of “chemical stabilizers” in dissolution
testing of drugs (such as ascorbic acid), normally suscep-
tible to rapid decomposition in solution, is discussed for a
gel-based controlled release product. We also briefly ex-
amine the problems associated with non-UV responsive
drugs and the implications of colorimetric adaptation for
the evaluation of release characteristics of both soluble and
insoluble active substances.

Fundamental Dissolution Theories
Dissolution of a solute is a multistep process involving

heterogeneous reactions/interactions between the phases
of the solute-solute, solute-solvent, solvent-solvent, and
at the solute-solvent interface. As one of the most com-
monly known mass transfer rate processes, the component
heterogeneous reactions may broadly be categorized into
(i) diffusion or convective transport of the solute from the
interface to the bulk phase; and (ii) the rate of solute
liberation and transport from and across the interfacial
boundaries.

Various researchers in the field have developed theories
to define the dissolution process and these have been
comprehensively reported.35-37 As three of the pioneering
theories in the field, this review will not be complete
without a brief description of the diffusion layer model,
surface renewal theory, and limited solvation theory.

Table 1 concisely depicts the principal mathematical
equations associated with the theories and highlights key
points regarding the theory. Selected information is derived
from the text of Abdou35 for diffusion layer and surface
renewal theories. The limited solvation theory is presented
from the original work of Goldberg and co-workers.38

In the diffusion layer theory, the simplest model used
to describe dissolution makes use of a single crystal in a
nonreactive environment. The initial step in solution of the
solid (solute or crystal) at the interface is usually very rapid
and results in the formation of a saturated stagnant layer
around the particle. This is contrasted by the second
diffusion step that is slow and becomes the rate-limiting
step in the dissolution process. In particular, the Noyes-
Whitney equation (eq 3) illustrates that one of the main
factors determining the rate of dissolution is drug solubil-
ity.37 From this it is understood that in vivo the dissolution
process may become the rate-limiting step if the rate of
solution is much slower than the rate of absorption. This
may be the case when the drug in question has a very low
solubility at both gastric and intestinal pH.

The surface renewal theory assumes an equilibrium at
the solute-solution interface is attained and that the rate-
limiting step in the dissolution process is mass transport.
The model is thought of as being continually exposed to
fresh dissolution medium. The agitating medium consists
of numerous eddies or packets into which the solute
diffuses and is carried to the bulk medium. Due to the
turbulence at the surface of the solute, there is no boundary
layer and therefore no stagnant film layer. In other words
the surface is continually being replaced with fresh me-
dium.

The limited solvation theory38 predicts that a crystal
undergoes dissolution through an interfacial process in the
dissolving medium. The true surface area of the crystal
must be considered since each face of the crystal may have
a different interfacial barrier. Hence each surface may
provide a different contribution to the dissolution process.

Basic Theories of Dissolution Profile Analysis
Table 2 in summary depicts four prominent theories used

in dissolution profile analysis, namely Wagner’s,39

Kitazawa’s,40-42 El-Yazigi’s,43 and Carstensen’s.44

Wagner’s theory39 for the interpretation of percent
dissolved-time plots of tablets and capsules relates the
apparent first-order kinetics under sink conditions to the
fact that a percent dissolved value at a certain time may
be equivalent to the percent surface area generated at the
same time. Kitazawa’s theory40-42 showed that the biphasic
straight lines were obtained from plots of ln cs/(cs - c) vs t.
The first segment was due to tablet disintegration or
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disruption of the capsule shell, while the second segment
was obtained from this point onward to the end of the
dissolution. Through multiplication by volume the concen-
tration terms were changed to weight as depicted in eq 14.
This theory was seriously criticized because it assumed a
sudden increase in surface area rather than a continuous
change, as proposed by Wagner. The major difference
between the approach of El-Yazigi43 and Kitazawa is that
the former treats disintegration and dissolution as two
kinetically distinct processes. The application of the eqs
16 and 17 in Carstensen’s approach44 generated curves that
had skewed S shapes and followed Weibull or log-normal
distributions when the percent dissolved was plotted
against time. This may be attributed to the initial lag phase
in the dissolution process (also expected from the proposed
theory in terms of the time-dependent phases of disintegra-
tion, escape of particles through the basket, and dissolution
of initial particles).

Currently Recommended USP 23 Methods
The currently available USP-23 has been one of the most

valuable references to pharmaceutical scientists involved

in the area of dissolution studies. The available dissolution
methods within individual drug monographs with respect
to solid oral dosage forms have been divided, where
appropriate, into immediate and controlled or extended
release products. Irrespective of this division and promi-
nence given to differences in specifications such as toler-
ance (Q) values between immediate and controlled release
products, there are no substantial differences in the
methodologies used to test these products. Expected dif-
ferences in dissolution test methods may include variation
in the pH of the buffer medium depending on where the
designed controlled release product is to deliver the drug
or depending on the drug release rate, drug solubility, and
absorption window. In most cases, the monographs are not
up to date and the necessary refinements reflecting the
recent advances in research findings with respect to both
changes in media and methods are not included. With the
recent tendencies toward application of hydrophilic float-
able and/or sticking materials, new impetus has taken over
in drug delivery systems design. Another unspoken reason
for this shift in scientific momentum has been due to the
“sudden” expiration of drug product patents and concurrent

Table 1sSummary of Fundamental Dissolution Theoriesa

theoryb equations associated characteristics

diffusion layer35

Fick’s First Law Jix ) −Di (∂ci/∂x) (1) Considers diffusion only under steady-state conditions.
Fick’s Second Law ∂c/∂t ) D (∂2c/∂x2) (2) Used when drug concentration decreases with time; hence,

considers non-steady state conditions.
Noyes and Whitney dc/dt ) K (cs − ct) (3) Description of drug dissolution based on constant surface area.
Brunner and Tolloczko dc/dt ) kS (cs − ct) (4) Manipulation of Noyes−Whitney’s eq 3 by incorporation of surface area

term S. Proposed the formation of a stagnant layer around the dissolving
particle, a layer through which solute diffuses through into the bulk.

Nernst -
Brunner dc/dt ) kDS/vh (cs − ct)

If ct , cs (i.e. <10%) w dc/dt ) kDS/vhcs

If v and S are constant w dc/dt ) K

(5)
(6)
(7)

Manipulation of Fick’s first law and expansion of eq 4 by incorporation of
a diffusion coefficient D, stagnant layer thickness h, and volume of
dissolution medium v.

Hixson and Crowell Cube Root w0
1/3 − w1/3 ) (4πFη/3)1/3 (Dcs/hF)t

or w0
1/3 − w1/3 ) Kt

(8)
(9)

Originally developed for single particles but has been extended to use in
multiparticulate systems.

surface renewal35 Vdc/dt ) dW/dt ) S(γD)1/2 (cs − ct) (10) Assumes solid−solution equilibrium is achieved at the interface and that
mass transport is the rate-limiting step in the dissolution process.

limited solvation38 G ) kI(cs − ct) (11) An intermediate drug concentration less than saturation may exist at the
interfacial barrier between the solid surface and solvent. Different
faces of a crystal may have different interfacial barriers and therefore
make different contributions to the dissolution process.

a Key to symbols and abbreviations: Jix: flux (mg/cm2 s-1); Di: diffusion coefficient; ∂ci/∂x: concentration gradient; ∂c/∂t or dc/dt: drug dissolution rate; K:
first-order dissolution constant; cs: equilibrium drug concentration; ct: drug concentration at time t; k: dissolution constant; S: surface area; v: volume of
dissolution medium; h: thickness of stagnant layer; w0: initial powder weight; w: powder weight at time t; F: particle density; η: viscosity; h: thickness of
diffusion layer; γ: interfacial tension; G: dissolution rate per unit area; kI: effective interfacial transport constant. b Superscript numbers in first column denote
references.

Table 2sSummary of Basic Theories of Dissolution Profile Analysisa

theoryb equations associated characteristics

Wagner39 log(w∞ − w) ) log M − ks/2.303 (t − t°)
where M ) K/ksCsS°

(12)
(13)

Relates apparent first-order kinetics under sink conditions to the distribution of
available surface area and not dissolution per se. In case of exponential decrease
in surface area with time, then first-order kinetics could be related to dissolution data.

Kitazawa40-42 ln w∞/(w∞ − w) ) K′t (14) Assumes constant surface as long as sink is maintained. Under these conditions C∞

is not always equal to Cs. A plot of ln w∞/(w∞ − w) vs t yields a straight line
with slope as the dissolution rate constant K′.

El-Yazigi43 (100 − fs) ) 100kd/(kd − ks)e-kst − 100ks/(kd − ks)e-kdt (15) Disintegration and dissolution are consecutive first-order processes. Because
disintegration is usually much faster than dissolution, the semilog plot of
(100 − fs) vs t yields a biexponential curve.

Carstensen44 If q is small and F/q , 1
w ln m ) −qθ + ln m0
If q is large
w ln m ) −qθ + qθ2 + ln m0 6(F/q)3

(16)

(17)

Considered that the dissolution process in the USP basket proceeds in three steps:
some disintegration but particles not dislodged from basket; more disintegration
and particles move out of basket; more disintegration and first particles have
completely dissolved. These three phases have to be mathematically explained
to calculate the mass of solute undissolved at time t ) 0.

a Key to symbols and abbreviations: w∞: amount of drug in solution at infinite time; (w∞ − w): amount of undissolved drug; K: dissolution constant; ks:
dissolution rate constant; t: time in question; t°: time t ) 0; Cs: aqueous solubility of drug; S°: surface area at time t°; K′: dissolution constant; fs: cumulative
percentage of drug dissolved at time t; kd: disintegration rate constant; ks: dissolution rate constant; q: erosion constant; m: mass of undissolved solute; θ:
experimentally observed time; F: factor as a function of the intrinsic dissolution rate (either in basket or vessel), drug solubility, and particle density. b Superscript
numbers in first column denote references.
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progress and expansion of “generic” industries. The ap-
plication of new polymeric materials to enhance drug
delivery, particularly in certain aspects of controlled re-
lease, has from our experience led to the recognition of
limitations in the versatility of the currently recommended
USP-23 dissolution methods.24 This aspect has been ad-
equately demonstrated in the recent publications showing
the benefits of alternative dissolution approaches to the
currently recommended USP-23 methods applied to swell-
able sticking and swellable floatable delivery systems, the
summary of which is presented in the following sections.

Alternative Dissolution Methods and Examples
(i) Application of Ring/Mesh Assembly for Deter-

mination of Release Profiles from Swellable Low-
and High-Density MatricessAs pointed out above, new
modified release formulation technologies and diversity in
dosage form design necessitates the development of new
procedures or appropriate modification to the existing
apparatus as alternative dissolution measurement meth-
ods.22,23,27,28 For example, in dissolution studies of low-
density swellable, floatable controlled release drug delivery
systems, often position of the dosage form appears to be
close to the paddle shaft and liquid surface as illustrated
in Figure 1A (i.e., in schematic). On the other hand, when
a sinker such as the USP-recommended24 “wire helix” is
wound around the delivery system, position of the dosage
form will vary within the vessel (inconsistent hydrodynam-
ics), and its free three-dimensional swelling process would
be adversely affected and difficult to control.45 Further-
more, and contrary to floatable dosage forms, many drug
delivery systems having high density tend to adhere (stick)
to the bottom of the dissolution vessel as illustrated in
Figure 1C. This problem of sticking is accentuated with
the use of swellable polymers such as hydroxypropylmeth-
ylcellulose, hydroxypropylcellulose, and poly(ethylene ox-
ide). Under these conditions, the lower surface of the dosage
form is not exposed to the dissolution medium, and drug
release is limited to the exposed surfaces only. Similar
phenomena are unlikely to occur in the human gastrointes-

tinal tract. Furthermore, it may be anticipated that the
USP 23 Apparatus 1 (rotating basket method) may be used
to surmount this problem by allowing complete immersion
of the dosage form and full surface area exposure. However,
the early work of Withey and Bowker46 on fluid flow
dynamics clearly show that the rotating basket produces
nonreproducible flow patterns with least fluid flow in the
axial plane directly above and below the basket as well as
within the basket. In addition, our experience has shown
that some swellable delivery systems tend to expand
greater than the diameter of the basket and often float
against the flat base of the rotating shaft. These events
will result in restriction of swelling and erosion processes,
as well as limited surface exposure to dissolution medium.
More recently, it has been shown that the complex hydro-
dynamics and three-dimensional fluid flow pattern pro-
duced by the USP paddle within different regions of the
dissolution vessel varies significantly with a relatively more
stagnant region at the bottom portion of the vessel.25,26

Consequently, to mimic and more closely reflect the pos-
sible in vivo dosage form surface exposure, have reliable
dissolution data, and be able to discriminate between
release behavior of various modified release formulations,
a better understanding of the role of hydrodynamics,
delivery system, and release mechanisms together with the
development of alternative dissolution methods is appar-
ent.22,23

Recently Pillay and Fassihi27 have used a new device
(ring/mesh assembly) in conjunction with the paddle method
to study the influence of the position of various dosage
forms on release behavior and evaluated the release
profiles obtained with such modification with those derived
under standard dissolution conditions including the USP
23- recommended helical wire sinker used for swellable
floatable delivery systems (see schematic Figure 1). Model
drugs used included theophylline (0.85% water soluble at
25 °C) and diltiazem hydrochloride (>50% water soluble
at 25 °C). It was shown that for a low water-soluble drug
such as theophylline, full surface exposure was necessary
in order to accomplish complete drug release from the
delivery system (Figure 2a). This was accomplished by
placing the delivery system over the ring/mesh assembly
as depicted in Figure 1. This surface area exposure
phenomenon was also applicable to a floatable theophylline
system. Application of the USP-recommended helical wire
sinker to the swellable floatable theophylline delivery
system appeared to inhibit the three-dimensional swelling
process of the dosage form and consequently suppressed
drug release from the formulation (Figure 2b). Such a
limitation was alleviated by positioning the delivery system
below the ring/mesh assembly (Figure 1). In the case of
diltiazem hydrochloride (solubility in water >50% at 25 °C)
similar release differences as in the case of theophylline
(p < 0.05) were also observed when the sticking delivery
system was placed either in the vessel as recommended
by the USP 23 standard method or when it was positioned
over the ring/mesh assembly (Figure 2c). However, in the
case of a swellable floatable system containing the highly
soluble drug diltiazem hydrochloride, no differences in
release were found by employing the helical wire sinker,
placing the dosage form in the vessel as such or when the
delivery system was fully submerged under the ring/mesh
assembly (see Figure 2d). Hence, the nature of drug release
behavior from swellable floatable systems depended both
on full surface exposure and unhindered swelling as well
as drug solubility.

(ii) Evaluation of Drug Release from Lipid-Filled
Hardshell or Softgel CapsulessConsiderable interest
has been shown in the formulation of lipid-filled capsules
for the enhancement of either in vivo dissolution rates or

Figure 1sSchematic of drug delivery system positioning within a dissolution
vessel: (A) floatable system close to the paddle shaft; (B) floatable system
under the ring/mesh assembly; (C) sticking system adhering to bottom of
dissolution vessel; (D) sticking system placed over the ring/mesh assembly.
(Modified from Pillay and Fassihi27).
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bioavailability of bioactive agents.28,47,48 To ascertain that
drug is completely delivered from its formulation over an
appropriate time period and is able to reach and cross the
gut wall, an aqueous environment similar to the gut
luminal fluid and a sink resembling the lipoidal nature of
the gastrointestinal mucosa becomes a necessary condition
for the development of a prognostic in vitro test method.
Both softgel and hard shell capsules filled with vehicles
which are capable of self-emulsification (due to their ability
to form fine oil-in-water emulsions) offer great potential
for the oral delivery of insoluble hydrophobic and poorly
absorbable drugs. However, in vitro evaluation of such
dosage forms have thus far been problematic, since no
official dissolution method for lipid-based formulations as
yet has been established. This may be due to the relative
difficulties associated with the evaluation methodology of
lipid-based formulations. A greater challenge is presented
when poorly soluble drugs in a lipid-based vehicle are
presented as lipid-filled capsules for enhancement of
solubility. Such matrixes, however, are not soluble in
commonly used aqueous dissolution media. With some
conventional dissolution methods, the use of surfactants48-50

or hydro-alcoholic media47,50 have been recommended.
However, it is speculated that exposure of the gelatin shell
to such media may induce physical and/or chemical changes,
arising either through complex formation or cross-linking
reactions. Typically, sodium lauryl sulfate (SLS), an anionic
surfactant, is often employed in dissolution media; how-
ever, many researchers fail to recognize that SLS will bind
to cationic charges of gelatin at pH values equivalent to

Figure 3sA comparative illustration of the four dissolution designs employed
for the induction of different hydrodynamic conditions. Left panel: Key: I )
Position of either rotating basket or paddle with hydrodynamic arrangements
as follows. Design A: Centrally positioned in aqueous phase between
boundaries of organic phase and bottom of vessel. Design B: Halfway at
air/organic phase interface. Design C: Halfway at organic/aqueous phase
interface. Design D: Centrally positioned in aqueous phase between boundaries
of organic phase and ring/mesh assembly. Stirring rate of 75 rpm was used
in all designs with exception of design D where in addition 100 rpm was also
tested. II ) organic phase, i.e., 100 mL 1-octanol. III ) aqueous phase i.e.,
phosphate buffer: 400 mL for design A, 200 mL for designs B and C, 300
mL for design D. Note that 400 and 300 mL of phosphate buffer were employed
in designs A and D to ensure that basket and paddle are fully immersed in
aqueous phase. IV ) ring/mesh assembly. V ) Position of capsule either
within basket or below ring/mesh assembly. Right panel: Transfer profile of
lipid-based nifedipine capsule preparation derived under different hydrodynamic
conditions and designs as described above (N ) 3). (a) Profile obtained using
the USP 23 rotating basket method at 75 rpm (dissolution design A). (b) Profile
obtained using paddle over ring/mesh assembly halfway at air/organic interface
at 75 rpm (dissolution design B). (c) Profile obtained using paddle over ring/
mesh assembly halfway at organic/aqueous interface at 75 rpm (dissolution
design C). (d) Profile obtained using paddle over ring/mesh assembly in
aqueous phase at 100 rpm (dissolution design D). (Modified from Pillay and
Fassihi28).

Figure 2s(a) Theophylline release from a swellable sticking drug delivery
system. Key: b, delivery system placed over the ring/mesh assembly for full
surface exposure to the dissolution medium; O, delivery system dropped into
the vessel with one surface sticking to the bottom of the vessel. (b) Theophylline
release from a swellable floatable drug delivery system. Key: O, delivery
system placed under the ring/mesh assembly to prevent flotation to the surface
of the dissolution medium; b, delivery system dropped into the vessel and
allowed to float at the surface of the dissolution medium; 1, delivery system
enclosed within a helical wire sinker to prevent flotation to the surface of the
dissolution medium. (c) Diltiazem hydrochloride release from a swellable sticking
drug delivery system. Key: b, delivery system placed over the ring/mesh
assembly for full surface exposure to the dissolution medium; O, delivery
system dropped into the vessel with one surface sticking to the bottom of the
vessel. (d) Diltiazem hydrochloride release from a swellable floatable drug
delivery system. Key: O, delivery system placed under the ring/mesh assembly
to prevent flotation to the surface of the dissolution medium; b, delivery system
dropped into the vessel and allowed to float at the surface of the dissolution
medium; 1, delivery system enclosed within a helical wire sinker to prevent
flotation to the surface of the dissolution medium. (N ) 3 in all of the above
cases; standard deviations are not shown because they are smaller than the
symbol size; modified from Pillay and Fassihi27).
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gastric pH. These interactions may influence the solubility
and disintegration time of the shell and/ or true release
potential of the product. Therefore, difficulties that may
be experienced include, but are not limited to, exposure of
gelatin shell to the organic phase, separation of poorly
soluble drugs as metastable liquid crystals, lack of repro-
ducibility in dissolution data, dosage form and lipid flota-
tion in the dissolution vessel, etc.

In a recent report28,51 a method which encompasses the
development, design, and use of a modified two-phase
dissolution media system by a novel approach for testing
of either soft or hard shell lipid-filled gelatin capsules was
proposed. Nifedipine was chosen as the model compound
due to its water-insoluble nature (<10 µg/mL at 25 °C) and
high octanol-water partition coefficient (10000:1). The
experimental design takes advantage of the inherent
immiscibility of aqueous phosphate buffer and 1-octanol,
as well as the ability to modulate dissolution hydrodynam-
ics and position of the formulation in the aqueous phase
within the vessel (see Figure 3, i.e., schematic in left panel).
Furthermore, the organic phase will act as a sink for drug
removal from the aqueous phase in the dissolution vessels,
a concept also recognized and pointed out in the early work
of Gibaldi and Feldman52 on the establishment of in vitro
sink conditions in dissolution rate analysis and the merits
of using a two-phase dissolution media system.

With USP-23 Apparatus I, it was demonstrated that the
standard dissolution basket pores (mesh no. 40) and lack
of appropriate hydrodynamic conditions within the basket
have a significant limiting effect on drug release from the
oleaginous formulation; hence, incomplete release was
achieved (maximum of 50% released in 7 h; see profile in
Figure 3a in right panel). As depicted in Figure 3, different
hydrodynamics and various positionings of the rotating
paddle was attempted to afford complete drug transfer to
the upper organic 1-octanol phase from the lower aqueous
phosphate buffer phase. Note that each design is ac-
companied by its appropriate release profile as depicted
in Figures 3a-d in the right panel. With design C,
induction of fluid dilatation at the organic/aqueous inter-
face proved to be effective in encouraging rapid dissolution
of the capsule shell and subsequent self-emulsification of
the formulation. This essentially enabled complete drug
transfer in 6 h (96.84%) (see profile in Figure 3c in right
panel). Manipulation of the hydrodynamic conditions in the
case of design D proved crucial in determining the rate of
drug transfer and reproducibility of such a process (see
profile in Figure 3d in right panel).

(iii) Determination of Dissolution Profile under
Nitrogen Blanket for Oxidizable or Unstable Sub-
stancessA typical example of such substance evaluated
in our laboratory will be given below. Ascorbic acid displays
very poor stability characteristics in aqueous media in the
presence of oxygen. As a result during the release process
of ascorbic acid in a typical dissolution study, significant
degradation products are simultaneously formed. To sup-
press the degradation process initially, the dissolution
media can be purged with nitrogen gas while the gas flow
would continue throughout the dissolution study. To gener-
ate a blanket of nitrogen gas over the medium within the
vessel, individual vessels were sealed with the exception
of allowing enough tolerance for shaft rotation. A typical
profile obtained under such conditions is shown in Figure
4. Therefore full stability considerations and utilization of
appropriate analytical techniques for determination of
degradation and other byproducts is essential.

(iv) Glucosamine Release Study from Swellable
Hydrophilic Matrix SystemsTypically in any dissolu-
tion study, UV spectrophotometry measurements are more
preferable in terms of simplicity and cost saving. When

substances do not absorb UV light often derivatization or
complexation by addition of specific reagents may be
adapted. Glucosamine as such does not absorb UV light.
To measure the amount of glucosamine released, sufficient
quantity of ninhydrin was added to the dissolution medium
and color reduction as a result of glucosamine-ninhydrin
complex formation could have been measured. This, how-
ever, resulted in the medium penetration into the swellable
hydrophilic matrix causing significant peripheral stiffening
of the matrix as a result of intragel complexation and
suppression of release rate. As a result it was decided to
remove samples of glucosamine solution periodically from
the medium, adding to standard ninhydrin solution and
measuring the color changes spectrophotometrically. Under
these conditions, the rate constant of complex formation
has to be optimized.

(v) Use of Reverse-Binding Technique for Evalu-
ation of DMP 504, a Water-Insoluble Bile Acid
SequestrantsDMP 504 is a water-insoluble, cross-linked
polymeric bile acid used as a nonsystemic cholesterol
lowering agent, since it has the ability to bind bile salts
with a slow dissociation rate. A film-coated DMP 504 tablet
formulation was recently developed.53 To evaluate the
release characteristics of this dosage form, a new dissolu-
tion test method was proposed,53 since direct measurement
of drug concentration in the dissolution medium cannot be
accomplished due to the water-insoluble nature and the
fact that it has a binding function. A sodium cholate-
phosphate buffer solution was selected as a dissolution
medium. The amount of drug released from the tablet was
calculated from the amount of cholate bound by the
released drug at various time points using a binding
calibration curve. By HPLC analysis, the bound cholate
was calculated from the free cholate remaining in the
dissolution medium at different time intervals. Through
this approach it was determined that DMP 504 was
completely released from the film-coated tablets within 15
min. Furthermore, from recovery testing on the bile salt,
it was established that the reverse binding technique is
robust, and values obtained were representative of com-
plete release/binding.

Elementary and Supac-Based Dissolution Data
Analysis

In the past decade many approaches have been proposed
for the comparison of dissolution profiles.54-57 In spite of
the development of complicated approaches employing
multivariate analysis, time series models, and mathemati-
cal models, the main problem persisting in the comparison
process was the inability to define an exact measure of
quantification, a point strongly acknowledged by Shah et

Figure 4sTypical profile for release of ascorbic acid in aqueous medium
from a hydrophilic gel-based system (N ) 3) under standard dissolution
conditions showing significant degradation (b) and under modified conditions
using a constant nitrogen purge (O). (From Fassihi, unpublished data).
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al. in their recent work on dissolution profile analysis.2
Over the years, scientists have given much consideration
to use of the Weibull function,58,59 a model-dependent
approach, as depicted in eq 18:

where m is the percent dissolved at time t, a is the time
scale parameter, b is the shape factor, and T1 is the location
parameter. The shape factor, b, qualitatively defines the
curve, i.e., when b ) 1, the curve becomes a simple first-
order exponential. If b > 1, the drug release rate is slow
initially followed by an increase in release rate. The shape
factor also provides qualitative information on diffusion and
disintegration processes. The effective surface area for
dissolution will be maximum after a certain time at the
outset when b > 1, while when b e 1 no disintegration
occurs at all, and the rate of dissolution will decrease
steadily. The scale factor, a, provides a quantitative evalu-
ation by differentiating the curves along the time axis. As
pointed out by Polli and co-workers,60 the Weibull model
becomes fraught with an element of subjectivity because
the judgment of the researcher is used in devising criteria
for an adequate model fit. This further introduces a lack
of metric sensitivity since as with all model-dependent
approaches, no acceptance limits have been set as standard.
In addition, the success of this approach relies on linear-
izing the dissolution data. However, a considerable curva-
ture may be found in the upper region of the plot if the
accumulated fraction of drug dissolved is not 1.0. In
addition, the location parameter, which represents the lag
time before the actual onset of the dissolution process, has
to be estimated indirectly by a least-squares analysis or a
graphical trial and error technique.

Therefore, it may be useful to consider a second category
of analyses, i.e., model-independent treatment of dissolu-
tion data in order to determine the release profile similarity
and concomitant dissimilarity where applicable. In this
work we will focus on two classes of model-independency,
namely time point or ratio test approaches and pairwise
models. Model-independency, previously described by Re-
scigno,61 in general would generate results for which the
values do not depend on the selection of the specific
parameter for fitting the data, but are dependent on the
sampling times t1, t2,..., tn and on an appropriate coefficient
wj representing the weight that the sampling time tj has
in the determination of the specific fitted functions.

In the time point/ratio test approach the t50%, t70%, and
t90% values as well as the mean dissolution times (MDT50%,
MDT70%, MDT90%) are calculated for each formulation in
each of the replicate dissolution measurements. Application
of MDT provides more accurate drug release rate as
compared to the tx% approach and is determined as the sum
of the individual periods of time during which a specific
fraction of the total dose is released.62

The following equation (eq 19) may be used to calculate
the MDT for each percentage point:

where Mt is the fraction of dose released in time t̂i ) (ti +
ti - 1)/2, and M∞ corresponds to the loading dose.

In the pairwise approach, determination of a “difference
factor, f1”63 and “similarity factor, f2”19,20,63 (as outlined in
the SUPAC and IVIVC guidelines) using the mean per-
centage released values can be performed by using eqs 20
and 21. To validate the acceptance of the f1 and f2 fit factors,
calculations should be performed on the individual dis-

solution data of each formulation, which should reflect no
statistical difference (p > 0.05) to the mean dissolution
values.

The recent guidelines by the CDER at the FDA20

describes the necessary criteria for granting biowaivers for
specific changes in drug product manufacturing such as
formulation changes or even changes in manufacturing
site. To this end, the guidelines and specific published
work63 on extended release solid oral dosage forms describe
the mathematical treatment of dissolution data derived
from the pre- and postapproval changes by comparing their
release profiles using the “similarity factor, f2” which may
be defined as follows:

where n is the number of dissolution time points, wt is an
optional weight factor, Rt is the reference assay at time
point t, and Tt is the test assay at time point t. Note that
the “reference” and “test” products may be identical for-
mulations. Optimization of release profiles may be achieved
by the appropriate adoption of standard or alternative
dissolution methods. The f2 value between 50 and 100
suggests that the dissolution profiles are similar. The f2
value of 100 suggests that the test and reference release
profiles are identical, and as the value becomes smaller,
the dissimilarity between release profiles increases. Equa-
tion 20 is a logarithmic transformation of the sum of
squared error. It takes the average sums of squares of the
difference between test and reference profiles and fits the
result between 0 and 100. It is important to note that eq
20 is for the comparison of dissolution curves in which the
average difference between Rt and Tt is <100. The use of
the weight factor allows some values to be more important
than other values, where wt will be >1. If all values are
treated equally, then wt ) 1.0.

In addition, Moore and Flanner63 in their recent work
also describe an f1 fit factor or “difference factor” as follows:

where f1 describes the relative error between two dissolu-
tion profiles. “It approximates the percent error between
two curves. The percent error is zero when the test and
reference profiles are identical and increases proportionally
with the dissimilarity between the two profiles”.

Advantages and Limitations Associated with the
Time Point/Ratio Test and Pairwise Approaches

Used in Dissolution Data Treatment
The time point approach (tx%) for the interpretation of

dissolution data appears to be inadequate for complete
characterization of the profiles, since comparison of profiles
not following a single path or void of crossover are not
uncommon. Consequently, the choice of single data points
for the calculation of meaningful dissolution values are
questionable in the case of such issues revolving around
product bioequivalence. Similarly, the choice of MDT50%,
MDT70%, and MDT90% may not always provide accurate
information when profile crossover is too close. In the case
of immediate release products such crossover in drug

m ) 1 - exp[-(t - T1)
b/a] (18)

MDT ) ∑
i)1

n

t̂i

Mt

M∞
(19)

f2 ) 50 log{[1 +
1

n
∑
t)1

n

wt(Rt - Ti)
2]-0.5

× 100} (20)

f1 ) {∑
t)1

n

|Rt - Tt|

∑
t)1

n

Rt } × 100% (21)
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release profiles may not present a major problem since the
time scale of the release event is very short, often in the
range of a few minutes to hours. On the contrary, such
occurrences with controlled release products may have a
significant impact on both quality assurance during product
development and establishment of in vitro-in vivo cor-
relations. Therefore, in the characterization of such dis-
solution profiles, a more in-depth analysis of data could
provide a better description of the overall release profile.

Polli and co-workers60 recently undertook an extensive
study to mathematically and statistically evaluate various
methods for the comparison of dissolution profiles of
conventional metoprolol tartrate dosage forms for the
demonstration of IVIVC. One of the selected methods
included the application of the “similarity factor, f2”. In this
work60 as well as in studies from our lab,27,28 it is shown
that the similarity factor, f2” is useful in providing an
overall basis for dissolution profile comparisons. In addi-
tion, the fit factors evaluate curves that cross without a
canceling effect. This effect may be unavoidable when the
tx% and MDTx% models are used. While the method appears
accurate, one of the main difficulties experienced is the
“dependence of metric value on length of dissolution
profile”. When the “similarity-difference factor approach”
is employed in data treatment (pairwise procedure), it
becomes apparent that the selection and determination of
the number of dissolution time points play a critical role
in the calculation of the similarity factor value and the
subsequent decision as to whether the test and reference
profiles resemble each other or not. This observation is in
agreement with the latest addition to the CDER document
on the dissolution guidance for immediate release prod-
ucts.64 However, it should be noted that as yet no limit on
the selection of the dissolution time points has been
released in the case of modified release dosage forms. For
example, in the case of the high-density sticking formula-
tion of theophylline (Figure 2a), f2 values of 49.85 and 51.30
are obtained when time points (i.e., the n value) up to 30.5
and 35 h are respectively selected. This is also the case for
the high-density sticking system of diltiazem hydrochloride
(Figure 2c), i.e., f2 values of 47.57 and 52.09 are obtained
when time points up to 15 and 25 h are selected. Therefore,
marginal differences observed in the comparison of dis-
solution data between the “test” and “reference” products
may result in rejection of the test product as it is currently
stipulated in the guidelines.

Conclusions
Historically, the theories applied to dissolution have

remained unchanged, though to date their application and
basic understanding is essential for design and develop-
ment of sound alternative dissolution methodologies as well
as for deriving complementary statistical and mathematical
techniques for unbiased dissolution profile comparison. The
various approaches described in this review, including
intervention with the ring/mesh assembly, application of
two-phase dissolution media systems, use of reverse bind-
ing technique, chemical stabilization via constant nitrogen
gas purge into aqueous dissolution media, and chemical
complexation/interaction outside the dissolution vessel as
a colorimetric tool for analytical measurements, emphasize
the potential of new or alternative methods for both
qualitative and quantitative in vitro dissolution analysis.
In particular, and as defined by dissolution theories, strict
control of sink conditions by possibly mimicking the role
played by the lipoidal nature of the gastrointestinal tissue
in drug dissolution and absorption is primarily an absolute
necessity prior to validating any in vitro-in vivo compari-
son. Various model-dependent and independent techniques

have been used to characterize dissolution profiles for the
primary purpose of comparison. With the advent of inter-
national harmonization of scientific protocols and imple-
mentation of SUPAC guidelines including site-to-site manu-
facturing conditions, such process comparisons have
important regulatory implications. Although not infallible,
the most statistically viable approach at this stage appears
to be the use of f2 similarity factor and f1 difference factor.
As outlined earlier, one of the distinct features of these two
model-independent statistical measures surpassing all
other techniques for profile comparison is their unique
ability for complete profile characterization. However, more
data on their utility in conjunction with similarity of in
vivo drug absorption profiles will provide the ultimate
measure of their discerning potential.
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Abstract 0 The UPPER scheme uses four additive and two
nonadditive parameters and several well-known equations to calculate
21 physical properties of organic compounds strictly from molecular
structure. The scheme allows reasonable estimations of melting and
boiling points, aqueous and octanol solubilities, air−octanol, air−water,
and octanol−water partition coefficients, vapor pressure, and other
properties. In this report non-hydrogen bonding aromatic compounds
are used to evaluate a portion of the UPPER scheme.

Introduction
A number of group contribution methods of calculating

various physical properties of compounds such as melting
point, boiling point, aqueous solubility, octanol solubility,
partition coefficients, and vapor pressure have been re-
ported. Some of these have been reviewed by Lyman et al.1.
The most commonly used schemes for each property are
independent of one another and are based on different
models and assumptions for the molecule. Two notable
exceptions have been presented by Bondi2 and Joback and
Reid.3 These each use a single molecular fragmentation
scheme for the calculation of several physical properties.
Recently computational approaches have been used by
several groups.4-12 Unlike most existing schemes, the
UPPER (unified physical property estimation relationships)
scheme13,14 uses calculations that are simple, straightfor-
ward, and can be performed without a computer. They are
also based upon well-known physicochemical relationships.
The molecular descriptors used in the UPPER scheme are
well defined and highly intuitive. The UPPER scheme is
unique in its use of a combination of additive group
contribution values and simple nonadditive molecular
parameters that account for the effects of the overall
molecular geometry.

The UPPER scheme has many applications in the fields
of pharmaceutical, environmental, and material sciences.
Estimations of the above physical properties can provide
important insight regarding the pharmaceutical efficacy,
environmental fate, and industrial utility of a compound.

In this study estimated values for eight physical proper-
ties calculated by UPPER are compared to experimental
values obtained from the literature. Aromatic compounds
(benzenes, naphthalenes, anthracenes, phenanthrenes, and
biphenyls) substituted with non-hydrogen bonding groups

(i.e., methyl, fluoro, chloro, bromo, iodo, nitro) are used for
this evaluation.

Theoretical Background

UPPER is used to calculate a number of physical
properties directly from molecular structure. Four sets of
group contribution values are used to calculate four addi-
tive physical properties: heat of boiling, heat of melting,
molar volume, and the aqueous activity coefficient. The
breakdown of the molecule into its constitutive groups is
both simple and uniform for all the calculations. Addition-
ally, two nonadditive molecular descriptors that account
for molecular symmetry and flexibility are used to estimate
transition entropies. These six parameters are then used
to calculate several fundamental physical properties via
well-accepted equations.

Additive Molecular Parameterssthe change in en-
thalpy that accompanies a phase transition is the result
of the total intermolecular interactions of the molecule. It
can be assumed that a group (for example an aromatic CH3)
will make a nearly constant contribution to the molar
enthalpy change. On this basis the enthalpies of boiling
and melting can each be considered as the summation of
group contributions from constituent groups. Thus the
contribution of each group toward the molar heat of boiling
and melting can be quantitated as the sum of bi and mi
values, respectively. Simamora et al.15 and Krzyzaniak et
al.16 used multiple linear regression to generate bi and mi
values from literature data for thousands of aliphatic and
aromatic compounds. The bi and mi values15 used in this
study are shown in Table 1.

The molar volume of a liquid is the ratio of the molecular
weight to the density. Each group occupies a nearly
constant volume in a molecule that is designated as its vi
value. A number of group contribution schemes have been
used to estimate the molar volume. In this study the values
developed by Fedors17 are used and are shown in Table 1.

Myrdal et al.18-20 presented the AQUAFAC (aqueous
functional activity coefficients) scheme that considers the
group aqueous activity coefficient as an additive property.
The AQUAFAC model is based on an extensive database
(AQUASOL) of reported solubilities. The qi values18-22 that
are given in Table 1 are group contributions to the aqueous
activity coefficient of the solute.

Nonadditive Molecular ParameterssThe two non-
additive molecular descriptors that account for the geom-
etry of the molecule are the symmetry and flexibility
numbers. Dannenfelser et al.23 and Simamora et al.24 have

* To whom correspondence should be addressed. Tel: (520) 626-
1289, fax: (520) 626-4063, e-mail: yalkowsk@pharmacy.arizona.edu.
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described these parameters in detail. The external rota-
tional symmetry number (σ) is a measure of the rotational
degeneracy of the molecule. It is equal to the number of
orientations of a molecule that are identical with some
reference orientation. The assignment of molecular sym-
metry number is illustrated in Table 2. The flexibility (φ)
of a molecule is a measure of the number of stable torsional
conformations that it can assume. Since the molecules of
this study are considered rigid, they are all assigned a
flexibility number of unity. Note, biphenyls can assume

more than one conformation; therefore, the entropy of
fusion is approximated using the most stable conformation.
The ortho substituents on the biphenyl can result in
noncoplanarity of the molecule and therefore a correction
factor, OBIP, is used as shown in Table 1.

Calculation of the Physical PropertiessThe logic of
the UPPER scheme is illustrated in Figure 1. Twenty-one
physical properties are each calculated from other proper-
ties by the use of simple, well-established relationships
described below. The eight properties considered in this
study are outlined in bold in Figure 1. The numbers in the
following brief summary of the UPPER scheme correspond
to the numbers in Figure 1.

1. Heat of Boiling (∆Hb)sThe heat of boiling, or the
enthalpy of vaporization at the normal boiling temperature
(J/mol), is calculated as the summation of the bi values for
the constitutive groups of the molecule. Therefore,

where ni is the number of times the group bi appears in
the molecule.

2. Heat of Melting (∆Hm)sThe heat of melting, or the
enthalpy of fusion (J/mol) is analogously calculated as the
summation of the mi values for the constitutive groups of
the molecule, so that

Table 1sAdditive Parameters

group description bi mi vi qi

CAR substituted aromatic carbon −704 97 −3.9 0.525
CHAR unsubstituted aromatic carbon 5670 1940 15.1 0.321
CBR CAR involved in the bridging of two rings −704 97 −1.4 0.525
CBIP CAR involved in a biphenyl linkage −4890 −2140 −4.1 0.525
YCH3 methyl group attached to an aromatic ring 8040 2600 33.5 0.204
YF fluorine attached to an aromatic ring 5890 1950 18.0 −0.141
YCl chlorine attached to an aromatic ring 9330 3400 28.0 0.409
YBr bromine attached to an aromatic ring 10960 3900 34.0 0.645
YI iodine attached to an aromatic ring 13630 4440 35.5 0.887
YNO2 nitro group attached to an aromatic ring 13110 5072a 32.0 0.082
OBIP correction for ortho substituents in a biphenyl −1630 −1190 0.0 −0.123

a Note: This value is a misprint in ref 15.

Table 2sMolecular Symmetry Numbers (σ) of Some Compounds

Figure 1sSchematic representation of UPPER.

∆Hb ) ∑(nibi) (1)
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3. Entropy of Boiling (∆Sb)sThe entropy of boiling, or
the entropy of vaporization at the normal boiling point (J/
K-mol) is calculated by Trouton’s rule, which is applicable
to coal tar derivatives, including non-hydrogen bonding
aromatic compounds. Trouton’s rule states that

4. Entropy of Melting (∆Sm)sThe entropy of melting, or
the entropy of fusion (J/K-mol) is calculated by the Dan-
nenfelser and Yalkowsky equation23 that accounts for the
effects of symmetry (σ) and flexibility (φ) upon the prob-
ability of a molecule being properly oriented and conformed
for incorporation into the crystal lattice. The equation
states:

For the rigid molecules of this study φ ) 1 and eq 4
reduces to

(Note that for most organic compounds the value of σ is
either 1 or 2, and only 2% of compounds have σ exceeding
4.)

5. Heat Capacity Changes on Boiling (∆Cpb)sMyrdal et
al.25 estimated that the heat capacity change on boiling (J/
K-mol) is related to the flexibility of the molecule as:

For the rigid molecules of this study φ ) 1, and the above
eq 5 reduces to

6. Heat Capacity Changes on Melting (∆Cpm)sMackay26

and Yalkowsky and Mishra27 have shown that the heat
capacity change on melting can be approximated to be zero
for rigid molecules, i.e.,

7. Boiling Point (Tb)sThe boiling point (K) is calculated
as the ratio of the enthalpy of boiling (from eq 1) to the
entropy of boiling (from eq 3). Thus

8. Melting Point (Tm)sThe melting point (K) is calculated
as the ratio of the enthalpy of melting (from eq 2) to the
entropy of melting (from eq 4a).

9. Molar Volume (Vm)sThe molar volume (cm3/mol) is
calculated as the summation of the vi values.

10. Energy of Vaporization (∆Ev)sAccording to the
second law of thermodynamics

where ∆Eb is the change in energy of boiling at the boiling
point. The energy of vaporization, ∆Ev (J/mol) at any
temperature is related to its value at the boiling point by

where ∆Hb, ∆Cpb, and Tb are obtained from eqs 1, 5a, and
7, respectively, R is the gas constant, and T is 298 K.
Combining eqs 10 and 10a gives

11. Solubility Parameter (δ)sThe solubility parameter
(J/cm3)0.5 is an expression of the cohesion between like
molecules. It is calculated from the energy of vaporization
(from eq 10b) and the molar volume (from eq 9) by

12. Ideal Solubility of a Gas (Xi
g)sThe ideal mole

fractional solubility of a gas is the solubility that it would
have in a perfect solvent. It is calculated using the
integrated form of the Clausius-Clapyeron equation as

where ∆Sb, Cpb, and Tb are calculated from eqs 3, 5a, and
7, respectively.

13. Ideal Solubility of a Crystal (Xi
c)sThe ideal mole

fractional solubility of a crystalline solid is similarly
calculated from the van’t Hoff equation

According to eq 6, ∆Cpm ) 0; therefore, eq 13 can be
simplified to

where ∆Sm and Tm are calculated from eqs 4a and 8,
respectively. Note that when the melting point of a
compound is less than 298 K, the logarithm of the ideal
solubility of the crystal is zero or in other words it is
completely miscible. Also note that for solids of low sym-
metry the above eq 13a is approximately

14. Vapor Pressure (VP)sYalkowsky and Mishra28 showed
that the vapor pressure (atm) can be calculated from the
integrated form of the Clausius-Clapeyron equation

∆Hm ) ∑(nimi) (2)

∆Sb ) 88 (3)

∆Sm ) 56.5 - 19.1 log σ + 19.1 log φ (4)

∆Sm ) 56.5 - 19.1 log σ (4a)

∆Cpb
) -90 - 6.8 log φ (5)

∆Cpb
) -90 (5a)

∆Cpm
) 0 (6)

Tb )
∆Hb

∆Sb
)

∑nibi

88
(7)

Tm )
∆Hm

∆Sm
)

∑nimi

56.5 - 19.1 log σ
(8)

V ) ∑nivi (9)

∆Eb ) ∆Hb - RT (10)

∆Ev ) ∆Eb - (Tb - T)∆Cpb
(10a)

∆Ev ) ∆Hb - (Tb - T)∆Cpb
- RT (10b)

δ ) x∆Ev

V
(11)
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g )
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-
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+

∆Cpb
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ln
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T
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By incorporating eqs 12 and 13 the above equation can
be written as

If the compound is a liquid, eq 14a is reduced to eq 14b
as the crystal term drops out.

15. Activity Coefficient in Water (γw)sThe logarithm of
the aqueous activity coefficient (mol/L) is equal to the
summation of the AQUAFAC substituent group activity
coefficients.

16. Activity Coefficient in Octanol (γo)sThe octanol
activity coefficient (mol/L) is calculated by applying the
Scatchard-Hildebrand relationship to octanol. This gives

where Vu and δu are the molar volume and solubility
parameter of the solute calculated using eqs 9 and 11,
respectively, and φoct is the volume fraction of the solvent,
octanol. Using the solubility parameter for octanol as the
solvent, eq 16 becomes

Hildebrand and Scott29 showed that the critical temper-
ature, Tc, at which two liquids are completely miscible, is

where V is the arithmetic of the molar volumes of octanol
and the solute. If we assume the molar volume of the solute
is nearly same as octanol, 138 cm3/mol, i.e.,

then complete miscibility will be achieved if

which corresponds to 15.1 < δu < 27.1 in (J/cm3)0.5 at 298
K or higher temperature. As most organic compounds have
solubility parameters in this range, they are completely
miscible with octanol.

17. Solubility in Water (Sw)sThe aqueous solubility (mol/
L) for solids is calculated as the ratio of the ideal solubility
of the solute to its aqueous activity coefficient. In logarith-
mic terms this is

where log Xi
c and log γw are calculated from eqs 13a and

15, respectively. For liquids Xi
c is set equal to unity and

thus eq 17 reduces to

18. Solubility in Octanol (So)sLikewise the octanol
solubility (mol/L) is calculated as the ratio of the ideal
solubility of the solute to its octanol activity coefficient. For
a solid solute this is

where logXi
c, and log γo are calculated from eqs 13a and

16, respectively.
19. Air-Octanol Partition Coefficient (Kao)sThe air-

octanol partition coefficient (atm-L/mol) is calculated as the
ratio of the vapor pressure to the octanol solubility.

where log VP, and log So are calculated from eqs 14a and
18, respectively.

Air-Water Partition Coefficient or Henry’s Law Constant
(Kaw)sThe air-water partition coefficient (atm-L/mol) is
calculated as the ratio vapor pressure coefficient to the
aqueous solubility.

where log VP and log Sw are calculated from eqs 14a and
17, respectively.

21. Octanol-Water Partition Coefficient (Kow)sThe oc-
tanol-water partition coefficient is calculated as the ratio
of the aqueous activity coefficient to the octanol activity
coefficient.

where log γw and log γo are calculated from eqs 15 and 16,
respectively. Alternatively log Kow can be calculated either
by

where log Sw, log So, log Kao, and log Kaw are calculated
from eqs 17, 18, 19, and 20, respectively.

Data Collection
Four hundred and five rigid, non-hydrogen bonding

aromatic compounds including benzenes, naphthalenes,
anthracenes, phenanthrenes, and biphenyls substituted
with methyl, fluoro, chloro, bromo, iodo, and nitro groups
were used in this study. Data for melting and boiling
points,30-33 aqueous,31,33-37 and octanol38 solubilities, air-
water,33 air-octanol,42 and octanol-water33,43 partition coef-
ficients, and vapor pressure31,33,39-41 were taken from the
literature.

Additive ParameterssSimamora et al.,15 Fedors,17

Myrdal et al.,18,19 and Lee et al.21 reported the values of
the additive parameters used in this study. These are
shown in Table 1.

Nonadditive ParameterssSymmetry numbers as de-
scribed by Dannenfelser et al.23 and illustrated in Table 2
were assigned to each compound. Since the substituted
aromatics considered are rigid molecules φ is equal to unity
for all compounds.

Results and Discussion
Boiling PointsThe observed and predicted boiling

points are in good agreement as evidenced by the fit of the
data to the line of identity in Figure 2. The average

log VP ) log Xi
c - log Xi

g (14a)

log VP ) -log Xi
g (14b)

log γw ) ∑niqi (15)

log γo )
Vu(δoct - δu)2

φoct
2

2.3RT
(16)

log γoct )
Vu(21.1 - δu)2

φoct
2

2.3RT
(16a)

Tc )
V(δv - δu)2

2R
(16b)

V )
Voct + Vu

2
≈ 138 (16c)

|21.1 - δu| < x2RT
138

(16d)

log Sw ) log Xi
c - log γw (17)

log Sw ) -log γw (17a)

log So ) log Xi
c - log γo (18)

log Kao ) log VP - log So (19)

log Kaw ) log VP - log Sw (20)

log Kow ) log γw - log γo (21)

log Kow ) log So - log Sw (21a)

log Kow ) log Kaw - log Kao (21b)
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absolute error is 8.67 K for 191 compounds. Only 68 of the
191 compounds were used by Simamora et al.15 to generate
the bi values. These are denoted by open circles. The
remainder of the compounds are a true test and are denoted
by filled circles in Figure 2.

Melting PointsThe observed and predicted melting
points are shown in Figure 3. The average absolute error
is 23 K for 338 compounds. Over 85 of these compounds
were not used by Simamora et al.15 to generate mi values.
These compounds are represented by filled circles and are
a true test set for the relationship.

As melting point is dependent upon the arrangement of
the molecules in the crystal lattice as well as upon the
strength of the pairwise group interactions, it is more
difficult to predict than boiling point. The importance of
incorporating a nonadditive parameter along with the
group contributions is evident from the fact that the
calculation of the melting points without a symmetry term
yields a average absolute error of 30 K. The calculation of
the melting point by group contributions alone leads to the
same estimated melting point for constitutional isomers
while using the symmetry number distinguishes them
effectively.

Aqueous SolubilitysThe calculated solubility values
agree very well with the experimental data as shown in
Figure 4. The average absolute error of 0.38 log units for
165 compounds varying over 10 orders of of magnitude is
slightly less than a factor of 2.5. This is well within
experimental error of the reported data. One hundred and
thirty six compounds were used to generate qi values by
Myrdal et al.18,19 and Lee et al.21 using the true melting
points. It should be noted that in this study the aqueous
solubility was calculated using the calculated melting
points. Therefore the filled circles in Figure 4 represent a
true test set of melting point in determining solubility.

Octanol SolubilitysAlthough not much data is avail-
able for octanol solubility, UPPER appears to be applicable
to its prediction. The 22 reported octanol solubilities are
in reasonable agreement with the calculated values as
shown in Figure 5. The average absolute error is 0.40 log
units (or a factor of 2.5) for the 22 compounds. Note that
since no values were generated from octanol solubility data,
the whole data set represents a true test for eq 18.

Vapor PressuresAlthough no vapor pressure data has
been used in the generation of the mi or bi coefficients in
Table 1, the calculated vapor pressures are in very good
agreement with the reported values as evident from Figure
6. Of the compounds shown, 27 were used by Myrdal et
al.25 to generate the value of ∆Cpb, the heat capacity change

Figure 2sObserved vs predicted boiling point (K). (O) Compounds used in
the training set to generate bi values. (b) Compounds not used in the training
set.

Figure 3sObserved vs predicted melting point (K). (O) Compounds used in
the training set to generate mi values. (b) compounds not used in the training
set.

Figure 4sObserved vs predicted logarithm of molar aqueous solubility. (O)
Compounds used in the training set to generate qi values. (b) Compounds
not used in the training set.

Figure 5sObserved vs predicted logarithm of molar octanol solubility.
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on boiling. The average absolute error is 0.38 log units for
73 compounds with vapor pressures covering 11 orders of
magnitude. This is well within the error associated with
vapor pressure measurements.

Air-Water Partition Coefficient or Henry’s Law
ConstantsMost of the predicted values of the Henry’s law
constants for 37 compounds show good agreement with the
experimentally determined values. However, the error for
four compounds is unacceptably large. Because of these
points the average absolute error for total test set is 0.49
log units. The data are plotted in Figure 7.

Air-Octanol Partition CoeffficientsThe calculated
air-water partition coefficients of 25 compounds are in
reasonable agreement with the experimental data re-
ported42 with an average absolute error of 0.45 as shown
in Figure 8.

Octanol-Water Partition CoefficientsThe agree-
ment between measured and estimated partition coef-
ficients is shown in Figure 9. The average absolute error
of 0.40 is primarily due to over estimation of partition
coefficients greater than five. The good agreement between
the observed and the predicted partition coefficient values
below 105 (average absolute error of 0.25) is noteworthy
since none of the parameters used for the estimations are
based upon partitioning data. A note should be made that

the octanol-water partition coefficient calculated using eq
21 does not take into account the mutual solubilities of
octanol and water. This is probably one of the reasons for
the overestimations that are especially pronounced with
high partition coefficients.

Conclusion
Table 3 summarizes the results of estimating the eight

properties considered in this report. For each property it
gives the number of compounds studied and the average
absolute error of the estimate along with the range of the
experimental values. The average absolute error of all the

Figure 6sObserved vs predicted logarithm of vapor pressure (atm). (O)
Compounds used in the training set to generate ∆Cpb. (b) Compounds not
used in the training set.

Figure 7sObserved vs predicted logarithm of Henry’s Law Constant (atm-
L/mol).

Figure 8sObserved vs predicted logarithm of air−octanol partition coefficient
(atm-L/mol).

Figure 9sObserved vs predicted logarithm of the octanol−water partition
coefficient.

Table 3sSummary of Physical Property Estimation Results

range

property n average absolute error min max

Tb 191 8.67 348.00 636.00
Tm 338 23.12 178.00 651.00
log Sw 165 0.38 −11.62 −1.64
log So 22 0.40 −2.77 0.21
log VP 73 0.38 −12.30 −0.91
log Kaw 37 0.49 −1.40 0.88
log Kao 25 0.42 −9.62 −6.14
log Kow 128 0.40 1.85 11.46
log Kow (<105) 84 0.25 1.85 5.00
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logarithmic terms are generally of the same magnitude as
the error associated with the experimental measurements.
On the other hand the errors in estimation of the transition

temperatures exceed the accuracy of their measurement.
However, these errors are less than those produced by any
other predictive method and correspond to relatively small

Table 4sObserved and Predicted Properties for 66 Compounds

name
obsd
Tm

pred
Tm

obsd
Tb

pred
Tb

obsd
log
VP

pred
log
VP

obsd
log
Sw

pred
log
Sw

obsd
log
Kow

pred
log
Kow

obsd
log
Kaw

pred
log
Kaw

obsd
log
So

pred
log
So

obsd
log
Kao

pred
log
Kao

benzene 279 324 353 387 −0.91 −1.71 −1.64 −2.09 2.13 2.23 0.74 0.38 0.13
toluenelene 178 244 384 406 −1.43 −1.91 −2.21 −2.33 2.73 2.63 0.83 0.42 0.30
1,2-dimethylbenzene 248 259 417 424 −2.06 −2.29 −2.80 −2.74 3.15 3.04 0.75 0.46 0.30
1,3-dimethylbenzene 225 259 412 424 −1.96 −2.29 −2.82 −2.74 3.20 3.04 0.85 0.46 0.30
1,4-dimethylbenzene 286 292 411 424 −1.94 −2.29 −2.77 −2.74 3.18 3.04 0.76 0.46 0.30
1,2,3,-trimethylbenzene 248 274 449 443 −2.70 −2.67 −3.20 −3.15 3.59 3.45 0.53 0.48 0.30
1,2,4-trimethylbenzene 229 246 442 443 −2.57 −2.67 −3.31 −3.15 3.63 3.45 0.75 0.48 0.30
1,3,5-trimethylbenzene 228 334 438 443 −2.50 −2.94 −3.40 −3.41 3.58 3.45 0.88 0.48 0.04
1,2,4,5-tetramethylbenzene 353 326 470 462 −3.18 −3.29 −4.59 −3.78 4.00 3.86 1.40 0.49 0.08
pentamethylbenzene 323 304 504 481 −4.03 −3.52 −4.00 −4.02 4.56 4.27 0.50 0.25
chlorobenzene 228 260 405 420 −1.79 −2.20 −2.41 −2.54 3.02 2.84 0.54 0.34 0.30
1,2-dichlorobenzene 256 291 453 454 −2.68 −2.89 −3.02 −3.15 3.44 3.45 0.22 0.26 0.30
1,3-dichlorobenzene 249 291 445 454 −2.52 −2.89 −3.07 −3.15 3.49 3.45 0.41 0.26 0.30
1,4-dichlorobenzene 327 328 446 454 −2.92 −3.12 −3.31 −3.39 3.44 3.45 0.30 0.26 0.21 0.06
1,2,3,-trichlorobenzene 326 321 491 487 −3.42 −3.81 −4.10 −3.97 4.11 4.07 0.22 0.16 0.09
1,2,4-trichlorobenzene 289 289 487 487 −3.36 −3.60 −3.61 −3.77 3.97 4.07 0.22 0.16 0.30
pentachlorobenzene 357 383 548 555 −4.58 −5.85 −5.66 −5.75 5.12 5.29 −0.15 −0.10 −0.55 −0.45
hexachlorobenzene 500 585 596 588 −7.07 −7.67 −7.56 −7.41 5.41 5.90 −0.24 −0.26 −1.86 −1.51
fluorobenzene 231 231 358 381 −1.44 −1.80 −1.99 2.28 2.29 0.55 0.30
1,2,3,5-tetrafluorobenzene 238 356 365 −1.13 −2.31 −2.18 2.71 2.48 1.05 0.30
1,2,4,5-tetrafluorobenzene 277 268 363 365 −1.13 −2.38 −2.18 2.71 2.48 1.05 0.30
bromobenzene 242 270 429 439 −2.26 −2.57 −2.55 −2.78 2.99 3.08 0.39 0.20 0.30
1,2-dibromobenzene 277 310 497 491 −3.79 −3.50 −3.73 3.64 3.92 −0.05 0.19
1,3-dibromobenzene 266 310 491 491 −3.24 −3.79 −3.54 −3.73 3.75 3.92 −0.05 0.19
iodobenzene 244 281 461 469 −3.88 −3.21 −3.04 −3.02 3.27 3.32 −0.19 0.30
1,4-diiodobenzene 404 374 558 552 −5.62 −5.37 −4.71 4.39 4.41 −0.91
nitrobenzene 278 293 483 463 −3.08 −1.83 −2.21 1.85 2.51 −0.87 0.30
1,2-dinitrobenzene 390 357 540 −5.28 −4.04 −3.02 1.69 2.80 −2.26 −0.22
1,3-dinitrobenzene 363 357 570 540 −5.28 −2.46 −3.02 1.49 2.80 −2.26 −0.22
1,4-dinitrobenzene 445 402 540 −5.58 −3.38 −3.32 1.47 2.80 −2.26 −0.52
o-chlorotoluene 238 247 432 439 −2.30 −2.58 −3.52 −2.95 3.42 3.25 0.36 0.30
m-chlorotoluene 225 247 435 439 −2.58 −3.52 −2.95 3.28 3.25 0.36 0.30
o-fluorotoluene 211 221 386 400 −1.80 −2.40 2.78 2.70 0.60 0.30
m-fluorotoluene 186 221 388 400 −1.80 −2.40 2.78 2.70 0.60 0.30
m-bromotoluene 233 256 457 458 −2.97 −3.52 −3.18 3.50 3.48 0.22 0.30
o-nitrotoluene 269 277 498 482 −3.49 −2.31 −2.62 2.30 2.92 −0.87 0.30
m-nitrotoluene 288 277 503 482 −3.49 −2.46 −2.62 2.42 2.92 −0.87 0.30
1-chloro-4-nitrobenzene 356 324 515 497 −4.03 −2.92 −3.05 2.39 3.13 −0.98 0.07
2-bromochlorobenzene 261 270 477 472 −3.28 −3.19 −3.39 3.44 3.69 0.11 0.30
3-bromochlorobenzene 252 270 469 472 −3.28 −3.21 −3.39 3.72 3.69 0.11 0.30
1-fluoro-4-iodobenzene 300 283 455 464 −3.09 −3.13 −3.08 3.41 3.38 −0.01 0.30
1-methylnaphthalene 251 292 513 518 −4.29 −4.28 −3.70 −4.03 3.87 4.33 −0.35 −0.25 0.30
2-methylnaphthalene 307 292 514 518 −4.05 −4.28 −3.77 −4.03 3.86 4.33 −0.29 −0.25 0.30
1,4-dimethylnaphthalene 281 339 535 537 −4.65 −5.07 −4.14 −4.80 4.37 4.73 −0.51 −0.27 −0.07
anthracene 489 440 613 612 −8.40 −7.55 −6.39 −6.43 4.45 5.61 −1.40 −1.12 −1.91 −0.82
9-methylanthracene 352 405 631 −7.63 −7.83 −5.89 −6.67 5.07 6.02 −1.16 −0.65
phenanthrene 372 390 613 612 −8.40 −7.25 −5.26 −6.13 4.47 5.61 −1.49 −1.12 −0.45 −0.52
biphenyl 344 336 527 531 −4.89 −4.86 −4.31 −4.56 3.90 4.56 −1.54 −0.30 −0.13 0.00
o-chlorobiphenyl 307 274 527 546 −4.69 −4.90 −4.54 −4.75 4.30 5.05 −0.15 0.30
m-chlorobiphenyl 290 295 547 565 −5.00 −5.32 −4.88 −4.87 4.60 5.17 −0.45 0.30
p-chlorobiphenyl 348 329 557 565 −5.57 −5.60 −5.20 −5.15 4.50 5.17 −0.45 0.03
4,4′-dichlorobiphenyl 422 359 564 598 −7.32 −6.65 −6.56 −6.03 5.30 5.79 −0.62 −0.25
2,2′-dichlorobiphenyl 334 312 588 561 −5.58 −5.37 −5.27 −5.37 4.90 5.54 −0.01 0.17
3,3′-dichlorobiphenyl 302 359 598 −6.57 −6.65 −5.80 −6.03 5.30 5.79 −0.62 −0.25
2,2′,3,3′,4,4′,6-heptachlorobiphenyl 395 397 711 −9.56 −9.79 −8.30 −9.17 6.70 8.48 −0.62 −0.68
2,2′,3,3′,5,5′,6,6′-octachlorobiphenyl 434 507 726 −9.58 −10.83 −9.15 −10.32 8.97 −0.50 −1.35
2,2′,3,3′,4,4′,5,5′,6-nonachlorobiphenyl 478 452 778 −11.71 −12.01 −10.26 −10.94 9.71 −1.07 −1.23
2,2′,3,3′,4,4′,5,5′,6,6′-decachlorobiphenyl 578 576 793 −12.30 −13.06 −11.62 −12.10 10.20 −0.96 −2.77 −1.90
p-bromobiphenyl 338 583 −6.11 −5.55 −5.47 4.96 5.41 −0.64 −0.06
2,4,6-tribromobiphenyl 339 373 650 −8.00 −7.30 −7.23 6.03 6.86 −0.77 −0.36
fluoranthene 383 354 596 −7.91 −6.61 −5.92 −6.91 5.22 6.66 −0.76 −0.25 −0.76 −0.25 −8.12 −6.35
pyrene 423 444 596 −8.22 −7.21 −6.18 −7.51 5.18 6.66 −0.90 −0.85 −0.90 −0.85 −8.15 −6.35
chrysene 525 470 721 725 −9.24 −10.69 −8.54 7.30 −2.60 −1.23 −2.60 −1.23
perylene 551 535 709 −12.85 −10.63 −8.79 −9.92 6.25 8.35 −2.52 −1.57 −2.52 −1.57
benzo[a]pyrene 451 426 768 709 −11.15 −10.03 −7.82 −9.32 6.04 8.35 −1.60 −0.97 −1.60 −0.97
coronene 715 681 −14.60 −10.39 −9.33 −12.56 10.45 −2.37 −2.11 −2.37 −2.11
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errors in those logarithmic terms that are dependent upon
the melting point. Therefore, since none of the average
absolute errors exceeds half an order of magnitude, UPPER
can be expected to consistently provide reasonable (order
of magnitude) estimations of these properties.

The success of UPPER is due to three factors: its use of
well-established physicochemical relationships, its use of
a uniform breakdown of molecules into substituents, and
its use of nonadditive parameters. Because all property
values are calculated strictly from thermodynamically
sound relationships, UPPER itself is thermodynamically
sound. The use of mathematical relationships, which relate
one parameter to another, minimizes the need for ap-
proximations and eliminates the need to utilize multiple
structural breakdown schemes.

The use of nonadditive parameters to account for those
molecular properties that are not simply the sum of group
values is the most unique feature of UPPER. In the present
study the use of molecular symmetry improves the esti-
mation of melting point and enables the distinction of
constitutional isomers. Consequently, it improves the
estimation of solubility and vapor pressure which are both
calculated from the melting point. Note that although a
30 K error in melting point corresponds to a 0.3 log unit
error (i.e., a factor of 2) in either solubility or vapor
pressure. An error in the estimation of the melting point
has no effect on either air-liquid or liquid-liquid partition
coefficients.

There were no new fitted parameters generated or used
in this study. About one-third of the data set used in this
study is a true test of the group contribution values
previously determined by Simamora,15 Myrdal et al.,18,19

and Lee et al.21 A total of 119 boiling points, 86 melting
points, 29 aqueous solubilities, and 40 vapor pressures were
calculated strictly from the molecular structure as they
were not used in generating the group contributions
previously. Note that in this study the aqueous solubility
and vapor pressure were calculated from the calculated
melting and boiling points while both AQUAFAC coef-
ficients and the heat capacity change on boiling were
generated using the true melting and boiling temperatures.
The excellent agreement of the aqueous solubility and
vapor pressure values spanning almost 10 orders of mag-
nitude is noteworthy and suggests that UPPER can be used
to estimate values before actual costly experimentation.
Even higher accuracy can be achieved with the use of the
true melting point, an easily measurable property. For
example, the use of the true melting point gives an absolute
average error of 0.30.

The agreement of both the calculated air-water and
octanol-water partition coefficients reflects the strength
of the UPPER scheme as no partitioning data were used
in the generation of the group contribution values of Table
1.

Thus the overall UPPER scheme does remarkably well
as validated using 974 values for 8 biologically and
environmentally relevant properties of 405 rigid, non-
hydrogen bonding aromatic compounds. The logarithmic
values in Table 3 have average absolute errors that
correspond to less than a factor of 3 for all the properties
and less than a factor of 2 for most of the properties.

A representative set of 66 compounds is presented in
Table 4. All the data for 405 compounds are provided in
Supporting Information.

Supporting Information Availables Table of obseved and
predicted properties. This material is available free of charge via
the Internet at http://pubs.acs.org.
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Abstract 0 The monomeric analogue, LysB28ProB29-human insulin
(LysPro), has been crystallized using similar conditions employed to
prepare extended-acting insulin ultralente formulations. In the presence
of zinc ions, sodium acetate and sodium chloride, but without phenolic
preservative, LysPro surprisingly forms small rhombohedral crystals
with similar morphology to human insulin ultralente crystals with a
mean particle size of 20 ± 1 µm. X-ray powder diffraction studies on
the LysPro crystals prior to dilution in ultralente vehicle ([NaCl] ) 1.2
M) revealed the presence of T3R3

f hexamers. Consistent with human
insulin ultralente preparations, LysPro crystals formulated as an
ultralente suspension ([NaCl] ) 0.12 M) contain T6 hexamers indicating
that a conformational change occurs in the hexamer units of the
crystals upon dilution of the salt concentration. The pharmacological
properties of subcutaneously administered ultralente LysPro (ULP)
were compared to ultralente human insulin (UHI) using a conscious
dog model (n ) 5) with glucose levels clamped at basal. There were
no statistically significant differences between the kinetic and dynamic
responses of ULP compared to UHI [Cmax (ng/mL): 3.58 ± 0.76, ULP
and 3.61 ± 0.66, UHI; Tmax (min): 226 ± 30, ULP and 185 ± 42,
UHI; Rmax (mg/kg min): 11.2 ± 1.9, ULP and 13.3 ± 2.0, UHI; and
TRmax (min): 336 ± 11, ULP and 285 ± 57, UHI]. Although the Pro to
Lys sequence inversion destabilizes insulin self-assembly and greatly
alters the time action of soluble LysPro preparations, this modification
has now been found neither to prevent the formation of ultralente
crystals in the absence of phenolics nor to compromise the protracted
activity of the insulin analogue suspension.

Introduction
Extended-acting insulin preparations are microcrystal-

line suspensions that provide their protracted effect by slow
dissolution of the crystals and gradual release of insulin
into the blood stream. There are several approaches to
formulating extended-acting insulin preparations. One
example, ultralente human insulin (UHI),1 is a zinc-
insulin suspension composed predominantly of small rhom-
bohedral crystals and characterized by an intermediate to
long time-action profile. Ultralente is one of a series of
insulin-zinc suspensions (lente insulins) that were devel-
oped by Hallas-Møller and colleagues who determined that

the addition of zinc ions in preparations that had neutral
pH and no zinc-binding ions (i.e., no phosphate or citrate)
led to insulin formulations with protracted effects.2,3 This
series of zinc-insulin suspension formulations includes
ultralente (crystalline insulin particles), semilente (amor-
phous insulin particles), and lente (a mixture of amorphous
and crystalline insulin particles). A second approach to
making protracted insulin preparations is to depress
insulin solubility by adding basic peptides. This approach
is exemplified by the product Neutral Protamine Hagedorn
insulin (NPH). NPH is an intermediate-acting formulation
prepared by cocrystallization of insulin with the basic
peptide protamine.4,5

A recent study showed that the monomeric insulin
analogue, LysB28ProB29-human insulin (LysPro), can be
cocrystallized with the basic peptide protamine to form a
microcrystalline suspension having a time action nearly
identical to human insulin NPH.6 The cocrystallization of
LysPro with protamine requires the presence of both zinc
ions and phenolic preservatives. In other work, the X-ray
crystal structure of LysPro was reported.7 The crystals
were grown in the presence of both zinc ions and phenol,
and LysPro was found to crystallize as T3R3

f hexamers. The
quaternary structure of LysPro was described using the
T, Rf, and R nomenclature7,8 for insulin hexamers whereby
monomer subunits are named according to the conforma-
tion of the first eight amino acid residues of the B-chain.
In this notation, T refers to an extended conformation, R
to an R-helical conformation, and Rf to an extended
conformation for the first three residues and R-helical for
the remainder. These recent examples of LysPro crystal
forms have demonstrated an apparent requirement for the
presence of both zinc ions and phenolic preservatives to
initiate crystallization, presumably due to the ability of
these ligands to promote self-association. Indeed, numerous
studies exploring the solution properties of LysPro have
confirmed that the addition of zinc ions and phenolic
preservatives overcomes the otherwise destabilizing effect
on hexamer self-assembly caused by the sequence modifi-
cation in the region required for dimer formation.9-11

The role of ligand binding and its influence on insulin
self-assembly and crystallization is well-known for porcine
and human insulin species.12-16 One notable difference
between these insulin species and LysPro is their ability
to form discrete hexamers in the presence of zinc ions alone.
For example, crystals of porcine insulin grown in the
presence of zinc ions but without phenolic preservative
have been shown by X-ray crystallography to be composed
of T6 hexamers.16 Although high-resolution structural
analysis of ultralente crystals has been thwarted by poor
crystal diffraction characteristics and dimensions, atomic
force microscopy studies confirmed the presence of insulin

* Corresponding author: Phone: 317-276-6027, fax: 317-277-0833,
e-mail: defelippis_michael_r@lilly.com.

† Lilly Research Laboratories.
‡ Ottawa Civic Hospital.
§ Hauptman-Woodward Medical Research Institute and Roswell

Park Cancer Institute.
| Current address: Baxter Hemoglobin Therapeutics, Inc., Boulder,

CO 80301.

© 1999, American Chemical Society and 10.1021/js990107o CCC: $18.00 Journal of Pharmaceutical Sciences / 861
American Pharmaceutical Association Vol. 88, No. 9, September 1999Published on Web 08/07/1999



hexamers in the crystal lattice.17 Hexamers comprising
ultralente crystals likely adopt T6 or T3R3 conformations
since these crystallizations are conducted in the presence
of both zinc ions and sodium chloride, but in the absence
of phenolic preservatives, as this additive will not produce
the desired crystal form.18

The requirement for zinc ions and phenolic preservatives
to induce crystal formation of LysPro offers a unique
challenge to preparing an ultralente-type suspension of this
analogue. Such a preparation may have a more desirable
time-action profile compared to currently available ex-
tended-acting insulin suspensions, thus providing the
impetus for undertaking the present study to explore the
feasibility of producing ultralente LysPro (ULP). A variety
of physicochemical techniques were used to characterize
the solid material comprising the resulting ULP suspension
to determine how the properties compare to authentic UHI.
Pharmacological properties of ULP obtained using a con-
scious dog model are also reported.

Experimental Section

ChemicalssLysPro was manufactured by Eli Lilly and Com-
pany using recombinant DNA technology. All chemicals were
pharmaceutical grade and were obtained from various suppliers.
Humulin U (40 U/mL) (Eli Lilly and Company) was used as a
comparator.

Preparation of Crystals and FormulationsA stock solution
was prepared containing approximately 22 mg/mL LysPro. The
endogenous level of zinc in the LysPro solid was supplemented
by the addition of appropriate volumes of an acidic zinc oxide
solution (10 mg/mL) to achieve a final zinc ion concentration of
0.24 mg/mL. The pH was lowered to 2.5-3.0 with 10% hydrochloric
acid to aid dissolution of the LysPro solid. A separate buffer
solution was prepared containing 21.3 mg/mL sodium acetate and
186.7 mg/mL sodium chloride. The pH of the buffer solution was
adjusted empirically with 10% sodium hydroxide such that the
combination of 62.5% of the LysPro solution and 37.5% of the
buffer solution afforded a crystallization mixture having pH 5.5.
Combination of the two solutions in the ratio indicated resulted
in the immediate formation of a white, flocculent precipitate. The
final crystallization mixture contained 14 mg/mL LysPro, 0.15 mg/
mL zinc ions, 8.0 mg/mL sodium acetate, and 70 mg/mL sodium
chloride. The glass, conical flask containing the crystallization
mixture was mounted in a mixing apparatus and stirred continu-
ously with a stainless steel paddle at 100 rpm. A small amount
(<1% v/v) of human insulin seed crystals (Eli Lilly and Company)
was added to the crystallization mixture shortly after combination.
Small, rhombohedral crystals were visible by microscopy within
24 h. Crystallizations were allowed to proceed for 24-96 h at room
temperature.

The ultralente LysPro (ULP) preparations used for animal
testing were formulated to contain final concentrations of 1.4 mg/
mL (40 U/mL) LysPro, 0.084 mg/mL zinc ions, 1.6 mg/mL sodium
acetate, 7.0 mg/mL sodium chloride, and 1.0 mg/mL methylpara-
ben at pH 7.3. To make the formulation, a stock diluent solution
was prepared containing 1.11 mg/mL methylparaben, 0.89 mg/
mL sodium acetate, and 0.077 mg/mL zinc ions. The diluent
solution was mixed with the 400 U/mL ultralente LysPro concen-
trated suspension (ULP C/S) described above in a 9:1 ratio and
adjusted to the final pH with 10% hydrochloric acid and/or 10%
sodium hydroxide.

Optimization of Crystallization ConditionssThe effects of
four variables (zinc ion concentration, sodium acetate concentra-
tion, sodium chloride concentration, and pH) on ULP crystalliza-
tion were evaluated using a full-factorial experimental design. All
possible combinations of high and low values for each variable were
tested, and a total of 16 trials and 4 centerpoints were performed
in a randomly assigned order. The high/low concentrations for the
four variables in the crystallization were 0.20 versus 0.29 mg/mL
zinc ion, 4.0 versus 12.0 mg/mL sodium acetate, 40 versus 100
mg/mL sodium chloride, and pH 5.0 versus pH 6.0. Crystal
morphology and time at which crystals formed were used as
endpoints.

Analytical MethodssThe concentration of LysPro in the solid
and solution phases of the suspension was determined by HPLC.
An aliquot of suspension was centrifuged and the supernatant
decanted and retained for analysis. Distilled water, equal to the
original volume of the suspension, was added to wash the pellet.
The pellet was suspended and centrifuged, and the supernatant
from the wash was discarded. This water wash procedure was
repeated three times. After the final wash, the pellet was dissolved
in a volume of 0.01 N hydrochloric acid equal to the volume of the
original sample and 3 µL of 9.6 N hydrochloric acid per milliliter
of solution. The dissolved pellet and supernatant fraction were
analyzed with a reversed phase gradient method using a mobile
phase of sulfate buffer and acetonitrile (pH 2.3), a C18 column
(Spherisorb ODSII, 10 cm × 4.6 mm) temperature controlled at
40 °C and UV detection at 214 nm.

Microscopy and Particle Size DeterminationssCrystal
morphology was evaluated using a Zeiss Axioskop microscope
equipped with a differential phase-contrast accessory. Approxi-
mately 5 µL of a resuspended sample was placed on a glass
microscope slide and covered with a cover slip. Photographs were
taken at 400× magnification. Edge dimensions were estimated
with the aid of an ocular micrometer scale graticule subdivided
into 10 µm divisions.

Particle size distributions were performed using a Coulter
Multisizer and sampling stand (Miami, FL). The aperture tube
orifice size was 100 µm. A 0.20 mL aliquot of resuspended sample
was pipetted into 100 mL of a solution containing ISOTON II
(Miami, FL). Particle size data were collected for 50 s and are
reported as volume percent mean diameter (D4,3).

Powder DiffractionsSamples were loaded into a 0.8 mm glass
capillary along with mother liquor. The capillaries were then
centrifuged in order to pack the microcrystals into a pellet at the
bottom of the mother liquor, excess mother liquor was removed,
and the capillaries were then sealed. Each capillary was placed
on a Rigaku R-AXIS II-C image plate system and RU-200 rotating
anode generator with graphite monochromated Cu KR radiation
(λ ) 1.54178 Å) at 290 K. Following a 10- to 15-h exposure, the
plot of intensity versus 2θ of the powder diffraction image was
generated with the X12B software.19 Backgrounds were subtracted
from the peaks, and relative intensities were calculated for each
diffraction peak. This procedure was employed for the ULP C/S
prior to dilution to prepare the ULP preparation, ULP suspension
(40 U/mL), and human insulin ultralente (40 U/mL).

Large, single crystals of T6 human insulin were grown according
to published procedures,16 and a preliminary refinement of single-
crystal diffraction data measured from these crystals showed the
structure to be identical to that of the published structure.16 A
sample of the single crystals was ground into a fine powder in the
presence of mother liquor, and the procedure described above was
repeated.

As no powder diffraction data are available for the various T3R3
f

and R6 forms of human insulin whose structures have been
published,13-15,20,21 powder patterns were simulated from the
single crystal intensity data. Because of the 3-fold symmetry axis
in space group R3, two or more general and independent reflections
will make a contribution to each powder diffraction peak. Since
single crystal data from protein crystals frequently have missing
data, particularly at very low values of sin θ/λ, multiple sets of
data for T6 porcine16 and human (unpublished results) insulin,
T3R3

f human insulin (chloride,14 4′-hydroxyacetanilide,20 p-hy-
droxybenzamide21), and T3R3

f LysPro7 and a second unpublished
set of data were merged using SORTAV from the DREAR suite of
data reduction program package22 to minimize missing data.
Although the resulting merged data were carefully checked to
ensure that there were no missing data which would alter the
intensity patterns of the resulting simulated powder diffraction
patterns, one strong reflection was absent from the T3R3

f human
insulin data. The merged squares of the structure factor ampli-
tudes (F2) were multiplied by the Lorentz and polarization factors
(Lp ) (1 + cos2 2θ)/(sin2 θ cos θ) to give intensities corresponding
to powder data. The resulting intensities were plotted as a function
of 2θ after applying a broadening function to simulate the powder
diffraction pattern as obtained from the R-AXIS image plate
system.

I2θ ) ∑Ihkl exp - [8.66 × (2θhkl - 2θ)]2 (1)
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Particular care must be taken in applying the correct unit cell
constants in powder patterns from single-crystal intensities. Due
to the relationship between the Miller indices (hkl) and the cell
constants, small differences in cell constants

where a*, b*, c*, a*, â*, and γ* are the reciprocal lattice constants
and

will displace the position of the powder diffraction peak relative
to nearby peaks altering the appearance of the simulated powder
diffraction pattern. While single-crystal data are available for T3R3

f

LysPro human insulin,7 no data are available for the T6 form. As
a result of the T f R conformational transition in human insulin,
the a-dimension in the unit cell decreases from 81.91 to 80.83 Å
while the c-dimension increases from 34.13 to 37.76 Å. It should
also be noted that due to the sequence inversion in LysPro, the
a-dimension in the T3R3

f form decreases by 2.29 Å relative to that
of human insulin. To a first approximation, it is possible to
calculate the expected cell dimensions for T6 LysPro based upon
the observed changes in cell dimensions of human insulin.

In this way, a simulated powder pattern can be calculated for
T6 LysPro using expected T6 cell constants for LysPro and
intensities from human insulin.

PharmacologysThe pharmacokinetic and pharmacodynamic
properties of UHI and ULP were assessed following previously
described procedures.6 Briefly, five normal conditioned mongrel
dogs weighing 15-25 kg each underwent one study with ULP and
one with UHI. For each animal, an 18 h fast was followed by three
basal samples, a somatostatin infusion (0.3 µg/kg min), and, after
a 10 min interval, a 0.5 IU/kg subcutaneous dose of either ULP
or UHI. Plasma glucose was monitored at approximately 5 min
intervals, and 20% glucose was infused continuously and at a
variable rate to maintain near basal fasting glycemia. Additional
samples were collected approximately every 5 min for 45 min,
every 10 min for 40 min, every 15 min for 30 min, every 20 min
for 40 min, every 25 min for 150 min, and then every 30 min until
840 min. Plasma insulin was determined by radioimmunoassay
and glucose using the glucose oxidase method.

Interpolated plasma insulin and glucose profiles were compared
using analysis of variance with time as a repeated measure. An
overall comparison was made between the two groups (ULP and
UHI), as well as of the interaction between group and time. Kinetic
and pharmacodynamic parameters were compared using paired
t-tests. The following parameters were evaluated for the interpo-
lated insulin curves: Cmax, the maximal insulin or LysPro con-
centration reached following its subcutaneous injection during the
clamp study; Tmax, the time at which Cmax was attained; insulin
area, the area under the insulin or LysPro curve, deemed to be
representative of the total amount of exogenous insulin or LysPro
which is absorbed during the course of the study; Rmax, the
maximal rate of glucose infusion which was achieved during the
course of the clamp and TRmax, the time at which Rmax was
achieved. The cumulative rate of glucose infusion was also
calculated. All data are reported as means ( SEM.

Results
Preparation and Characterization of ULPsThe

ULP preparation was prepared following a similar method
used to produce ultralente (bovine, human, or porcine)
insulin suspensions.18 The procedure essentially involves
preparing two solutions: an acidic protein solution contain-

ing excess zinc, and a separate precipitation solution
containing sodium acetate and sodium chloride. The pre-
cipitation solution pH was appropriately adjusted to achieve
crystallization conditions around the isoelectric point of
LysPro (pI ) 5.5). Upon combination of the protein and
precipitation solutions, a flocculated, white precipitate
immediately formed. Evaluation of the crystallization
mixture by microscopy indicated that small rhombohedral
crystals formed within 24 h; however, crystal growth was
allowed to continue for up to 96 h to completely transform
any remaining amorphous material. Although ULP crystals
were observed to form in the absence of seed crystals (data
not shown), a small amount of human insulin seed crystals
(<1% v/v) were added to the crystallization reaction to
improve the uniformity of the crystallization.23 The addition
of seed crystals was also noted to decrease the time
required for complete crystallization.

Crystallization was routinely halted after 96 h by dilut-
ing the crystallization mixture into a diluent solution
containing methylparaben. A dilution to 40 U/mL was
prepared to match the concentration of the comparator UHI
sample. The size and morphology of the ULP crystals
comprising the suspension were evaluated by microscopy
and found to be very similar to those contained in the UHI
sample (data not shown). The ULP crystals were estimated
to have edge lengths of approximately 5-15 µm. Mean
particle size for the crystals was determined to be 20 ( 1
µm as measured by the Coulter particle size technique
(data not shown). This result is in good agreement with
the mean particle size of the commercial UHI sample. The
completeness of crystallization in the final formulated
preparation was assessed by comparing the amounts of
LysPro in the solid and solution phases. Reversed-phase
HPLC analysis revealed that the solid phase contained
approximately 40 U/mL of LysPro whereas less than 0.05
U/mL of LysPro was found in the soluble fraction.

The conditions for preparing ULP crystals were further
evaluated using a standard four-variable, full-factorial
experimental design. The effects of zinc concentration,
sodium acetate concentration, sodium chloride concentra-
tion, and pH were studied, and the results are summarized
as follows: (i) pH had a very pronounced effect on ULP
crystallization with pH 5.5 being optimal; (ii) no crystals
formed at pH 5.0, regardless of the other conditions, and
although some crystallization occurred at pH 6.0, these
crystals were typically small, slow-growing and of poor
quality compared to the crystals grown at pH 5.5; (iii)
sodium acetate concentrations had little effect on crystal-
lization within the parameters of the current experiments;
(iv) an interaction between zinc and sodium chloride
concentration was observed; that is, the effect of zinc
concentration on crystallization depends on the sodium
chloride concentration; (v) the centerpoint conditions (i.e.,
those closely matching the procedure for preparing UHI)
reproducibly formed the highest quality crystals character-
ized by rhombohedral morphology with uniform size and
well-defined edges forming within 24-48 h.

To characterize further the ULP suspension and possibly
identify the nature of the LysPro hexamers comprising the
crystals, powder diffraction studies were performed. X-ray
powder diffraction has been used for many years as a
means of identifying organic and inorganic microcrystalline
samples. The d-spacing and intensity can be calculated for
each diffraction line, and the resulting information provides
an accurate and reproducible fingerprint of the material
in question. This method can also be used to distinguish
between different crystalline polymorphs of the same
compound. While powder diffraction has rarely been ap-
plied to proteins due to lack of sufficient microcrystalline
material and the requirement that the protein remain

Qhkl ) h2a*2 + k2b*2 + l2c*2 + 2klb*c*cos R* +
2lhc*a*cos â* + 2hka*b*cos γ* (2)

d ) 1.0/(Qhkl)
1/2 (3)

a(T6 LysPro) ) a(T3R3
f LysPro) × [a(T6 human)/

a(T3R3
f human)] (4)

c(T6 LysPro) ) c(T3R3
f LysPro) × [c(T6 human)/

c(T3R3
f human)] (5)
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immersed in its mother liquor, it is certainly capable of
identifying various polymorphs by changes in d-spacings
and intensities of the resulting powder pattern. In the case
of crystals of hexameric insulin, the low resolution powder
lines (0° < 2θ < 12°) provide a definitive way in which to
identify the hexamer type within a crystal due to signifi-
cant differences in the unit cell constants of the three
different hexamer types, T6, T3R3

f, and R6.
The powder diffraction results are summarized in Table

1 where the 2θ values and relative intensities are listed
for the measured and simulated powder patterns obtained
for the various insulin forms. An examination of the
simulated powder patterns for the rhombohedral or mono-
clinic R6 forms shows no similarity to that of the observed
powder patterns for UHI, either of the ULP samples
(concentrated or diluted) or T6 human insulin. Neither is
there any similarity of the R6 forms to the simulated
powder patterns for T6 or T3R3

f LysPro or human insulin.
Therefore, it is clear that neither of the ultralente forms

possess R6 hexamers in either rhombohedral or monoclinic
unit cells.

A comparison of the simulated and observed powder
patterns for T6 human insulin showed that they are in quite
good agreement in both 2θ and intensities for each peak,
suggesting that preferred orientation is not a serious
problem. As noted earlier, some care must be taken in
comparing the powder patterns from human insulin to that
of LysPro, since the small changes in unit cell constants
are sufficient to alter the 2θ values of certain diffraction
peaks.

With one exception, a very strong diffraction peak is
observed at a 2θ value of approximately 2.20° for all T6 or
T3R3

f samples. This strong peak has Miller indices of
(-2,1,0) and is a consequence of rows of insulin hexamers
spaced 40.2 Å apart and perpendicular to the a- and b-axes.
The presence of this strong peak in the unknown ultralente
diffraction patterns is indicative of the presence of hexam-

Table 1s2θ and Relative Intensity Data Derived from Powder Diffraction Patternsa

ULP UHI T6KP T6 T6HI T3R3
fKP T3R3

fHI ULP C/S R6R R6M

b 2.10(19)
2.25(100) 2.24(81) 2.18(81) 2.17(67) 2.16(86) 2.22(100) 2.18(3) 2.25(63)

2.48(28)
2.66(18) 2.66(15) 2.71(27)

c 2.92(3)b 2.88(3) 2.88(3)b 2.88(3)
3.24(69)s

3.46(50) 3.44(60) 3.50(48) 3.46(97)
3.63(13) 3.67(58) 3.78(36)a 3.68(36) 3.70(43) 3.84(5) 3.78(22) 3.85(8)

4.12(11) 4.08(22) 4.12(12) 4.02(11)
4.28(17)s 4.32(52) 4.24(12) 4.19(13) 4.22(14) 4.20(46)
4.44(23) 4.44(4) 4.38(8) 4.40(4) 4.43(19)

4.87(3)s 4.88(46)
5.29(76) 5.22(100) 5.24(73) 5.15(82) 5.18(77) 5.18(60) 5.12(73) 5.18(62) 5.10(100) 5.14(64)

5.54(51)
5.77(32) 5.71(86) 5.78(60) 5.65(58) 5.70(66) 5.82(42) 5.76(90)a 5.80(87) 5.70(99)
6.12(47) 6.10(66) 6.13(41) 5.98(30)a 6.08(36) 5.94(63)

6.36(82) 6.26(87)a
6.58(66) d 6.60(100) 6.61(30)s

6.88(44) 6.88(77) 6.90(100) 6.82(100)a 6.86(100)a 6.76(13)s 6.74(27)
7.26(11) 7.18(28)s 7.22(24) 7.10(38) 7.16(35) 7.08(27)
7.60(13) 7.48(19) 7.56(15) 7.44(13) 7.48(16) 7.58(46) 7.66(40) 7.64(50) 7.46(100)a

7.81(49) 7.71(27) 7.78(30) 7.70(24)
8.02(20) 8.05(16)s 7.90(27) 8.02(13) 8.06(19) 8.00(44) 7.92(80) 8.01(85)a 7.98(78)

8.14(18)s 8.28(21)s 8.31(38) 8.36(32) 8.20(96)
8.53(3)s 8.67(32) 8.58(32) 8.64(37) 8.54(14)
8.80(18) 8.74(34) 8.88(65) 8.74(61)

9.09(23) 9.16(30) 9.14(35) 9.06(70) 9.14(54) 9.08(71)
9.33(24) 9.23(47) 9.26(30) 9.30(30) 9.40(31) 9.46(62)a 9.36(56)

9.40(45)
9.66(29) 9.71(27) 9.56(31)a 9.61(27) 9.66(27) 9.66(47) 9.54(100) 9.62(81)

9.80(22)s 9.90(23) 9.72(75)a
10.21(6) 10.14(19) 10.07(24)a 10.07(15) 10.12(20) 10.17(11) 10.02(26) 10.18(17)s 10.15(64) 10.22(75)a

10.39(5) 10.44(8)b 10.40(12) 10.34(23)s 10.45(25)s
10.50(9) 10.66(9) 10.71(8) 10.73(13) 10.58(37) 10.66(29) 10.68(14)

10.81(4) 10.80(9)
10.97(13)s

11.14(8) 11.24(12)s 11.29(8)a 11.07(13)s 11.06(9) 11.25(27)
11.45(16) 11.44(19) 11.34(12)

11.34(12)b 11.39(12) 11.36(2) 11.33(24)
11.68(4) 11.58(16) 11.72(16) 11.66(22)

11.95(11) 11.82(20) 11.92(13)
12.33(5) 12.17(23) 12.33(19) 12.04(13) 12.15(20) 12.24(25) 12.33(19) 12.08(17) 12.20(22)

a 2θ (degrees) and relative intensities (in parentheses) for the four measured powder diffraction patterns and the six simulated powder diffraction patterns.
Codes are as follows: ULP, observed powder pattern for LysPro Ultralente in the presence of 7 mg/mL NaCl; UHI, observed powder pattern for human insulin
Ultralente in the presence of 7 mg/mL NaCl; T6KP, simulated powder pattern for T6 LysPro; T6, observed powder pattern for T6 human insulin; T6HI, simulated
powder pattern for T6 human insulin; T3R3

fKP, simulated powder pattern for T3R3
f LysPro; T3R3

fHI, simulated powder pattern for T3R3
f human insulin; ULP C/S,

observed powder pattern for LysPro Ultralente in the presence of 70 mg/mL NaCl; R6R, simulated powder pattern for the rhombohedral R6 human insulin; and
R6M, simulated powder pattern for the monoclinic R6 human insulin. A broad peak is designated by the letter b following the intensity; a shoulder on a larger peak
by s; and an asymmetric peak by a. b Low angle data were not measured for the rhombohedral R6 human insulin structure. c There is a very small broad peak
at this value of 2θ, but its intensity is too small to estimate. d The (−3,4,2) reflection which comprises 99% of the intensity of this peak was not measured in the
human insulin data.
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ers in the crystals. The one exception is that of T3R3
f human

insulin, but in this case, due to the very low value of θ, a
portion of the peak was obscured by the beam stop during
the measurement of the data.

While there are similarities in the 2θ values for the
crystals containing either T6 or T3R3

f hexamers, there are
several peaks which are quite characteristic of one or the
other forms. For example, peaks at average 2θ values of
2.66, 3.45, 4.10, and 6.58° are only observed in the
simulated powder patterns for T3R3

f human insulin or T3R3
f

LysPro. Likewise, peaks at 2.88, 4.22, 6.06, and 9.32° are
only observed in the simulated powder patterns for T6
human insulin. Therefore, these peaks can be used as a
very sensitive indicator of the conformation of the hexamer
present in the unknown ultralente samples.

An examination of the observed powder pattern for ULP
C/S grown in the presence of 70 mg/mL sodium chloride
shows that it contains peaks at 2.71, 3.50, 4.12, and 6.60°,
but none at 2.88, 4.22, 6.06, and 9.32° 2θ. Thus, the powder
diffraction pattern clearly identifies this sample to be made
up of T3R3

f hexamers. In contrast, the observed powder
patterns for ULP and UHI having sodium chloride con-
centrations of 7 mg/mL contain peaks at 2.92, 4.30, 6.11,
and 9.28°, but none at 2.66, 3.45 or 4.10, or 6.58° 2θ, which
is completely consistent with the presence of a T6 hexamer
in the crystal structure.

Pharmacological CharacterizationsULP was com-
pared to UHI with respect to both its plasma concentration
and glucose requirements following subcutaneous injection.
During the study, glucose concentrations were monitored,
and its intravenous infusion was adjusted to maintain
near-basal concentrations (a clamp procedure). The rate
of glucose infusion, in turn, defines the action of insulin
administered. For UHI, the basal (fasting, preexperimen-
tal) glucose concentration was 109 ( 3 mg/dL. Hourly
glucose concentrations thereafter were 116 ( 5, 118 ( 8,
120 ( 7, 117 ( 2, 110 ( 2, 117 ( 4, 112 ( 3, 112 ( 2, 117
( 3, 115 ( 4, 111 ( 1, 118 ( 3, and 111 ( 5 mg/dL. For
ULP, the basal glucose concentration was 105 ( 2 mg/dL
with hourly concentrations of 113 ( 6, 110 ( 5, 110 ( 6,
111 ( 5, 105 ( 6, 116 ( 6, 113 ( 6, 113 ( 4, 111 ( 6, 114
( 5, 114 ( 5, 113 ( 6, and 111 ( 3 mg/dL. There was no
difference between the two groups (F ) 0.47 and p ) 0.51)
or any divergence between them in time (F ) 0.80 and p )
0.55). The stability of the clamp procedure was indicated
by the absence of change in the glucose level over time (F
) 1.78 and p ) 0.15).

Figure 1 shows the insulin and LysPro concentrations
following the subcutaneous injection of the UHI and ULP
preparations. The profile of the two curves is similar, and
the LysPro concentrations appear to be slightly higher.
Analysis of variance, however, indicates that the two curves
are not distinguishable (F ) 0.94 and p ) 0.36), nor do
they diverge in time (F ) 0.31 and p ) 0.77). Within the
limits of the current study, there are no discernible
differences between the responses of the two preparations.
The concentration profiles were found to decrease to
between 20 and 40% of peak values by the end of the study
(14 h after injection). As shown in Table 2, the average
maximal concentration (Cmax) of human or LysPro achieved
in these studies is similar (approximately 3.6 ng/mL). The
time at which these peaks occur is also not different
(approximately 200 min), and the area under the curves
remains analogous at ∼1500 ng-min/mL. Within the bounds
of this comparison, there are no differences in the kinetic
parameters examined.

The rate of glucose infusion necessary to maintain
fasting glycemia is shown in Figure 2. Inspection of the
data reveals an almost identical pattern of glucose infusion
over the course of the study. On the basis of statistical

analysis, there is no indication of either an overall group
difference or any divergence of the behavior of the groups
in time (analysis of variance results: group, F ) 1.77 and
p ) 0.24; time, F ) 3.81 and p ) 0.06; group x time, F )
0.94 and p ) 0.42). Both preparations yield very similar
peaks approximately 5 h after injection and decrease
thereafter until 14 h. The profiles are therefore essentially
identical. A plot of the cumulative amount of glucose
infused following subcutaneous administration is shown in
Figure 3. This cumulative amount is obtained by integrat-
ing the glucose infusion curves. Inspection of these data

Figure 1sPlasma human insulin or LysPro concentrations following admin-
istration of subcutaneous injections of either commercial UHI (O) or ULP
suspension (b) at time zero. The dose used was 0.5 U/kg. Concentrations
were measured using radioimmunoassays. Error bars represent the average
of five test animals.

Table 2sPharmacokinetic and Pharmacodynamic Parameters
Following Subcutaneous Administration of UHI and ULP
(means ± SEM)

parameter UHI ULP T p

Cmax (ng/mL) 3.61 ± 0.66 3.58 ± 0.76 0.074 0.94
Tmax (min) 185 ± 42 226 ± 30 −0.97 0.39
insulin area (ng-min/mL) 1340 ± 257 1760 ± 305 −1.38 0.24
Rmax (mg/kg-min) 13.3 ± 2.0 11.2 ± 1.9 1.06 0.35
TRmax (min) 285 ± 57 336 ± 11 −0.94 0.40
total glucose infuseda (g/kg) 4.95 ± 0.70 4.20 ± 0.70 1.086 0.34

a Total glucose infused until t ) 840 min.

Figure 2sRates of glucose infusion necessary to maintain fasting glycemia
during the glucose clamp imposed following subcutaneous injection of either
commercial UHI (O) or ULP suspension (b). The dose used was 0.5 U/kg.
Plasma glucose concentrations were measured using a glucose oxidase
method. Error bars represent the average of five test animals.
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show the consistent result that the ultralente preparations
of human insulin and LysPro require very similar amounts
of glucose to cover their subcutaneous injections. The
pharmacodynamic parameters calculated were the maxi-
mum rate of glucose infusion (Rmax), the time at which this
was achieved (TRmax), and the total amount of glucose
infused over 14 h and are shown in Table 2. Corroborating
the comparison of the curves of glucose infusion, these
parameters are all statistically equivalent. Maximal glu-
cose infusion rates are ∼12 mg/kg-min and are reached at
approximately 5 h after injection of either preparation. A
total of about 4.5 g/kg of glucose is infused in each case.

Discussion
LysPro Crystallizes in the Absence of Phenolic

PreservativessOn the basis of the wealth of X-ray
crystallographic data on wild-type insulins (bovine, human,
and porcine), it is clear that the crystals are composed of
precisely oriented hexamer units. Studies on the precrys-
tallization stage of 2Zn-porcine insulin further demon-
strated that crystal growth proceeds by the addition of
hexamers, indicating the importance of solution state self-
association to crystallization.24 Because the wild-type
insulin species are known to self-associate into well-defined
hexamers in the presence of zinc ions alone, the preparation
of ultralente suspensions is straightforward. In contrast,
LysPro aggregates nonspecifically in the presence of zinc
ions, producing high molecular weight species11 suggesting
that crystallization is unlikely to proceed without modifica-
tion to the ultralente procedure. We hypothesized that the
inclusion of a phenolic preservative in the crystallization
media might be necessary, as it is known that LysPro will
form well-defined hexamers in the presence of both this
ligand and zinc ions.9,11 Indeed, previous studies describing
the preparation of NPH crystals of LysPro demonstrated
the necessary requirement of producing LysPro hexamers
by the addition of both zinc ions and phenol prior to
initiating crystallization.6

Contrary to the expected outcome, ultralente crystals of
LysPro did form in the absence of phenolic preservative
with a procedure similar to that used for wild-type insulins.
The fact that LysPro forms crystals with morphology and
dimensions indistinguishable from human insulin ul-
tralente crystals suggests that the concentrations of zinc
and halide ions override the destabilizing effects of the
Pro,Lys amino acid inversion driving the formation of
LysPro hexamers. The high sodium chloride concentration
(1.2 M) used in the crystallization media may also serve

to inhibit nonspecific high-order aggregation by an elec-
trostatic effect.

Evidence for a T3R3
f f T6 Structural Transforma-

tionsPowder diffraction studies revealed that both the
ULP and UHI formulations are composed of crystals
containing T6 hexamers. While T3R3

f crystals of LysPro
have been previously prepared, this is the first report
demonstrating the crystallization of LysPro as T6 hexam-
ers. Furthermore, our studies provide definitive data on
the nature of the crystals comprising UHI suspensions.
Such information has heretofore been inaccessible due to
the poor diffraction quality of the crystals. We also note
that the presence of methylparaben in either the ULP or
UHI formulations does not affect hexamer conformation
(i.e., inducing the T f R transition). In contrast to the T6
hexamer conformation identified in the ultralente formula-
tions, the ULP C/S sample was found to contain T3R3

f

hexamers.
While it may appear that the differences between the

two LysPro ultralente samples present an anomaly, since
one is T6 and the other T3R3

f, there is a simple explanation
for this behavior. Diffraction quality single crystals of
insulin have been transformed from T6 to T3R3

f by reducing
the sodium chloride content to less than 0.3 M,25,26 and a
similar transformation can be effected from R6 to T3R3

f by
reducing the phenol concentration (unpublished results).
Single crystals treated in such a fashion still retain their
diffraction properties despite the occurrence of the R f T
transition in the crystal structure. In this study, the
dilution of the sodium chloride concentration from 1.2 to
0.12 M as formulated for animal testing is sufficient to
induce the R f T transition, resulting in a crystalline
powder sample made up of T6 hexamers. Thus, the original
ULP C/S crystals grown at 1.2 M sodium chloride contain
T3R3

f hexamers, and the dilution to 0.12 M sodium chloride
transforms these crystals to T6. These results also show
that despite differences in a formulated insulin preparation
as compared to the crystallizing media used to prepare
diffraction quality single crystals, the formulated micro-
crystals possess a structure nearly identical to that ob-
tained from single-crystal diffraction studies.

Pharmaceutical RelevancesThe primary motivation
for exploring the feasibility of preparing a LysPro ultralente
formulation was to compare the time-action profile to that
of wild-type insulin preparations. A study comparing the
activity of bovine, human, and porcine ultralente showed
that all preparations evaluated displayed a duration of
activity in excess of 30 h.27 However, bovine ultralente
displayed a flat, essentially peakless profile although it was
noted that a consistent peak was not evident due to the
wide variability between subjects. The authors also con-
cluded that any one of the ultralente formulations is
suitable to provide basal insulinemia in clinical practice.
Nevertheless, a peakless profile with a time-action greater
than 24 h is considered highly desirable in certain diabetes
treatment regimens.

Atomic force microscopy studies have provided evidence
that the difference in time action between bovine ultralente
compared to either human or porcine ultralente may be
related to packing and orientation of insulin hexamers at
the crystal-solution interface.17 In bovine ultralente crys-
tals, the hexamers on the predominant faces [(010) and
(110)] are oriented “edge-on” to the aqueous medium,
limiting solvent penetration into the crystals and conse-
quently further retarding dissolution. Conversely, the
predominant exposed crystal surface of human and porcine
ultralente crystals is the (001) crystal plane. Hexamer
orientation on this face allows for easier penetration of
solvent through the crystal surface, contributing to more
rapid dissolution. Given this diversity in ultralente crystal

Figure 3sCumulative glucose infusion following subcutaneous injection of
either commercial UHI (O) or ULP suspension (b). Results are based on the
integration of the curves shown in Figure 2. Error bars represent the average
of five test animals.
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morphology, it is reasonable to evaluate the pharmacologi-
cal properties of insulin analogue suspensions especially
in light of the inherent immunological issues associated
with bovine insulin preparations.28 The pharmacological
data collected on ULP indicate that it has a time-action
profile that is more consistent with human rather than
bovine insulin ultralente. This result is nonetheless inter-
esting considering the perturbed self-association properties
of LysPro. Despite the “monomeric” nature of LysPro,
crystallization as an ultralente form did not result in any
significant decrease in duration of activity compared to
UHI.
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Abstract 0 The aqueous solubility of liquids and solids, as log SW,
has been correlated with an amended solvation equation that
incorporates a term in ΣR2

H × Σâ2
H, where the latter are the hydrogen

bond acidity and basicity of the solutes, respectively. Application to a
training set of 594 compounds led to a correlation equation with a
standard deviation, SD, of 0.56 log units. For a test set of 65
compounds, the SD was 0.50 log units, and for a combined correlation
equation for 659 compounds, the SD was 0.56 log units. The
correlation equations enable the factors that influence aqueous
solubility to be revealed. The hydrogen-bond propensity of a compound
always leads to an increase in solubility, even though the ΣR2

H ×
Σâ2

H term opposes solubility due to interactions in the liquid or solid.
Increase in solute dipolarity/polarizability increases solubility, whereas
an increase in solute excess molar refraction, and especially, volume
decrease solubility. The solubility of Bronsted acids and bases is
discussed, and corrections for the fraction of neutral species in the
saturated solution are graphically presented.

Introduction
The solubility of liquids and solids in water is a very

important molecular property that influences the release,
transport, and extent of absorption of drugs in the body
and that is a key determinant of the environmental fate of
agrochemicals and pollutants in the environment. Not
surprisingly, numerous methods for the prediction of
aqueous solubilities have been suggested. We restrict our
discussion primarily to methods that include solid solutes
because methods that predict only liquid solubilities are
of limited use.

One of the first predictive methods for aqueous solubili-
ties was that of Irmann,1 who set up a group contribution
scheme for liquid hydrocarbons and halocompounds. For
solids, Irmann used an additional term, ∆Sm(Tm - T)/1364,
where ∆Sm is the entropy of fusion (melting) at the melting
point Tm. A value of 13 cal deg-1 mol-1 was taken for ∆Sm,
leading to the following simplified correction term

In eq 1, mp is the melting point in °C; for liquids, the term
(mp - 25) is taken as zero. Irmann1 gave no statistical
analysis, but we have used Irmann’s original data, exclud-
ing compounds for which the observed solubility was given
as approximate, and give details in Table 1. Several other
group contribution schemes have been constructed,2-5 some
of which2 do not require any mp correction term.

The UNIFAC and UNIQUAT methods are also group
contribution schemes and have been used to estimate
aqueous solubilities.6,7 Because the reference state for
solutes in these methods is the pure liquid, they require a
knowledge of the solute enthalpy of fusion or an ap-

proximate mp correction term for solids. Another type of
group contribution scheme is used in the AQUAFAC
program,8-13 which was applied to 970 compounds.10 Again,
either the entropy of fusion or the mp is needed for solid
solutes.

A number of correlations are based on theoretically
calculated descriptors.14-18 None of these require any mp
correction term for solids and therefore are capable of
predicting aqueous solubilities from structure. Interest-
ingly, there is no discussion14-18 on why it is not necessary
to include a correction for solids.

Quite different types of calculation were initiated by
Hansch and co-workers,19 who showed that there was a
relationship (eq 2) between log SW (the solubility in mol
dm-3) and the water-octanol partition coefficient (log Poct)
for a training set of 156 liquids

Yalkowsky and Valvani20 extended the applicability of this
relationship by incorporation of similar terms to those used
by Irmann1 for solids. They showed that the entropy of
fusion could be estimated and that the entropy of fusion
term could be replaced by a mp correction term as in eq 3
(compare eq 1). Several related equations were put
forward:10,21,22

In eq 3, and elsewhere, n is the number of data points, SD
is the standard deviation, r is the correlation coefficient
and F is the F-statistic. Values of log Poct in eq 4 were not
experimental ones but were calculated by the CLOGP
program. The entropies of fusion were a combination of
experimental and calculated values, using eq 5 where σ is
the rotational symmetry number. However, the compound
mp is still needed to apply eq 4, so log SW values cannot be
calculated from structure.

Mobile Order Theory23-25 has recently been applied to
the estimation of aqueous solubility with impressive re-
sults.24 However, the method requires not only the entropy
of fusion of solid solutes (or a mp correction term), but also
a modified nonspecific solute cohesion parameter. The
latter is obtained either from experimental solubilities in
hydrocarbon solvents or is “...deduced by analogy to similar
compounds.”24

- 0.0095(mp - 25) (1)

log SW ) -1.339 log Poct + 0.978

n ) 156, SD ) 0.472, r2 ) 0.874 (2)

log SW ) -1.05 log Poct - 0.012(mp - 25) + 0.87

n ) 155, SD ) 0.308, r2 ) 0.979 (3)

log SW ) -1.00 log Poct - ∆Sm(mp - 25)/1364 + 0.87

n ) 873 (4)

∆Sm ) 13.5 - 4.6(log σ) (5)
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In Tables 1 and 2 we summarize the methods that have
been applied more generally; that is, to large sets of
structurally diverse compounds. It is not always easy to
compare different methods because some have been con-
structed using only a training set, others have used both a
training set and a test set. In addition, various statistics
have been used to describe the goodness of fit between
observed and calculated log SW values in a training set and
between observed and predicted log SW values in a test set.
We prefer the SD, given by SD ) x[∑(log SWobs - log
SWcalc)2/(n - 1 - p)] (where p is the number of param-
eters), but the average absolute error (AAE) is sometimes
used. Defined as AAE ) ∑(|log SWobs - log SWcalc|)/n, the
AAE is always much smaller than the corresponding SD
value. In addition, some workers list outliers but other
workers do not. Because the number of outliers can be very
large (42 out of 300 for the general case in ref 16), care
has to be taken in judging one model against another.
Wherever possible in Tables 1 and 2, we have calculated
the SD, as already described, to provide a uniform basis of
comparison. Even then, comparisons of the various models
is difficult. Bodor and Huang15 obtain a very low SD value
of 0.30 log units for a 331 compound data set, using 18
theoretically calculated descriptors, and Sutter and Jurs17

find even lower SD values of 0.27 and 0.22 for a 123
compound data set. Myrdal and co-workers,10 however, find
a much larger SD of 0.56 for an 873 compound training
set using the AQUASOLVE model. However, the 331
training set15 includes very few complicated molecules and
the 123 compound data set17 no complicated molecules at
all, whereas the 873 training set10 is much more diverse.

Our conclusion is that for training sets that do not
contain compounds of complicated structure, SD values as
low as 0.30 log units may be obtained, but that for training
sets that contain more varied compounds, SD values will
not be lower than ∼0.50 log units. Myrdal and co-workers10

point out that the experimental solubilities themselves are
a source of considerable error and note that recorded log
SW values for anthracene differ by 1.85 log units, and for
fluoranthene by 1.15 log units. Hence, for training sets that
contain a reasonable proportion of complicated structures,
for many of which only one solubility determination has
been made, experimental error probably precludes SD
values less than around ∼0.50 log units. What is also
evident from Tables 1 and 2 is that there is no advantage,
as regards SD values, of methods that require additional
solute properties. Because there are very considerable
advantages in methods that calculate log SW from struc-
ture, especially in view of the importance of high through-
put screening, our eventual aim is indeed to calculate
aqueous solubility from structure.

Methodology

Our method starts with the following general solvation equa-
tion,26

Here, the dependent variable, log SP, is a property of a series
of solutes in a given system, such as log Poct or log SW, and the
independent variables are solute descriptors as follows:26 R2 is an
excess molar refraction in units of (cm3 mol-1)/10, π2

H is the
dipolarity/polarizability, ΣR2

H is the overall or summation hydrogen-
bond acidity, Σâ2

H is the overall or summation hydrogen-bond
basicity, and Vx is the McGowan characteristic volume27 in units
of (cm3 mol-1)/100. The coefficients in eq 6 are found by multiple
linear regression analysis, using a set of solutes for which the
descriptors are known. There are numerous applications of eq 6
to physicochemical properties, both by ourselves28-47 and by other
workers,48-59 so that eq 6 can be regarded as a well-established
general equation.

Table 1sModels for the Correlation and Prediction of Aqueous
Solubility (log SW) that Require Additional Data (∆Sf, mp, δ′)

training set test set

N SD outliers N SD outliers ref

168 0.31a AAE (0.17) none 1
694 AAE (0.38) none 4
68 0.61b AAE (0.45) none 7

167 0.24 none 20
205 0.40c none none 24
873 0.56d none 97 0.56d AAE (0.41) none 10
873 0.80e none 97 0.80e AAE(0.61) none 10

a Calculated in this work. The AAE is given by AAE ) ∑(|log SWobs − log
SWcalc|)/n. b Calculated in this work from data in Tables 2 and 3 in ref 7.
c Calculated in this work. Note that the value in ref 24 at the foot of Table 4
is incorrect. d Aquasolve method. The SD value for the test set has been
calculated in this work, and we have taken the SD value for the training set
to be the same. e Equation 4. The SD value for the test set has been calculated
in this work, and we have taken the SD value for the training set to be the
same.

Table 2sModels for the Correlation and Prediction of Aqueous
Solubility (log SW) that Do Not Require Additional Data

training set test set

N SD outliers N SD outliers ref

469a 0.46 none 25 0.50 none 3
12 0.37 1

483b 0.53 none 25 0.55 none 3
19 0.86 2

123c 0.22 4 13 0.23 none 17
123d 0.28 4 13 0.28 none 17
258 0.37 42 16
411 0.57 none 18
331 0.30 none 17 0.34 none 15

a Model I, that is not too general. A later analysis4 gives AAE ) 0.50 for
694 compounds. b Model II, that is very general. A later analysis4 gives AAE
) 0.56 for 614 compounds. c Using a neural network with nine descriptors.
d Using a linear model with nine descriptors.

Figure 1sThe application of the solvation equation. Full lines show the
pathway using experimental descriptors and broken lines show the pathway
using calculated descriptors.

log SP ) c + rR2 + sπ2
H + aΣR2

H + bΣâ2
H + vVx (6)
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The application of eq 6 is summarized in Figure 1 (full lines).
Various sets of physical properties, already calibrated through
known solvation equations, can be used to assign descriptors,
exactly as detailed before.60 In this way, a database of descriptors
for some 3500 compounds has been established. If a new property,
X, is to be investigated, the experimental database is used to obtain
a correlation equation for the new property, through eq 6. Thus
we have recently constructed47 an equation for water-chloroform
partition coefficients, log Pchl, for solutes as neutral species.

Once such an equation has been set up, more values of the
dependent variable can be predicted from the experimental
database of descriptors, as shown by the full lines in Figure 1.
However, a further step is to calculate descriptors from structure,
so that values of property X may be predicted from structure. This
prediction is essential for any fast throughput screening of drugs,
agrochemicals, etc. We have just completed a computer program,
ABSOLVE, for the calculation of descriptors from structure;61 this
is then tantamount to a method for the prediction from structure
of any property, X, for which we have solvation equations, as
shown by the broken lines in Figure 1.

The aim of the present work is to obtain an equation for the
correlation of log SW values, without the need for a mp correction,
using a large training set and also a reasonably large test set of
compounds. Together with the program ABSOLVE, we will then
be in a position to predict solubilities from structure.

Results and Discussion

Construction of an Equation for log SWsWe have
used a number of databases to set out values of log SW for
664 solids and liquids. We excluded five compounds from
the 664 data set (cyclopropyl-5-spirobarbituric acid, uracil,
chlorpheniramine, fentanyl, and adenine) because a pre-
liminary analysis showed that these four were large
outliers to all the equations we constructed. In addition

we have not included any dicarboxylic acids, such as
phthalic acid and succinic acid, partly because we have not
yet finalised descriptors for these and partly because
preliminary analyses suggest that calculated values of log
SW are always too positive. A total of 659 compounds were
left for the final analysis. Every tenth compound in a
random order was selected to form a test set, to give 594
compounds as a training set and 65 compounds as a test
set. The total set of 664 compounds is given in the
Appendix. The smaller test set of 65 compounds is in Table
3. Application of eq 6 to the 594 training set yielded eqs 7
and 8, with SD values of 0.56 and 0.63 log units, respec-
tively; note that fewer compounds were used in eq 7,
because of lack of mps. These SD values are not far short
of the SD values obtained for models that have been applied
to large data sets3,18 (see Tables 1 and 2).

It is somewhat surprising that eq 6 has led to the reason-
able eqs 7 and 8, because eq 6 was not set up at all to

Table 3sTest Set of Compounds

compound log SW exp log SW calc error compound log SW exp log SW calc error

2,2-dimethylbutane −3.550 −3.293 0.257 diphenylmethane −4.080 −4.347 −0.267
3-methylheptane −5.160 −4.416 0.744 2,3-dimethylnaphthalene −4.720 −4.790 −0.070
hexadecane −8.400 −8.909 −0.509 anthracene −6.350 −5.361 0.989
cycloheptane −3.510 −3.697 −0.187 pyrene −6.176 −6.108 0.068
2-methylbut-1-ene −2.730 −2.324 0.406 benzo[j]fluoranthene −8.000 −7.513 0.487
buta-1,3-diene −1.870 −1.547 0.323 1,4-difluorobenzene −1.970 −1.972 −0.002
ethyne 0.290 −0.122 −0.412 1,2,3,5-tetrachlorobenzene −4.630 −4.789 −0.159
trichloromethane −1.170 −1.591 −0.421 3-chlorobiphenyl −4.880 −4.951 −0.071
hexachloroethane −3.670 −4.237 −0.567 2-bromonaphthalene −4.400 −4.609 −0.209
1-chlorohexane −3.120 −3.242 −0.122 4-chloroiodobenzene −4.030 −4.417 −0.387
tribromomethane −1.910 −2.478 −0.568 anthraquinone −5.190 −3.709 1.481
1-bromoheptane −4.430 −4.074 0.356 3-methylaniline −0.850 −1.470 −0.620
bromodichloromethane −1.540 −1.835 −0.295 N-ethylaniline −1.700 −2.222 −0.522
methyl butyl ether −0.990 −0.965 0.025 3-nitrotoluene −2.440 −2.552 −0.112
tetrahydrofuran 1.150 0.167 −0.983 2,4-dinitrotoluene −2.820 −2.200 0.620
2-ethylhexan-2-al −2.460 −2.052 0.408 lidocaine −1.710 −2.431 −0.721
heptan-2-one −1.450 −1.354 0.096 2-methylbenzoic acid −2.060 −1.761 0.299
propyl formate −0.490 −0.497 −0.007 2-aminobenzoic acid −1.520 −1.021 0.499
pentyl acetate −1.890 −1.847 0.043 3,5-dimethylphenol −1.400 −1.823 −0.423
ethyl heptylate −2.740 −2.946 −0.206 2,4-dichlorophenol −1.550 −2.266 −0.716
acetonitrile 0.260 0.803 0.543 2,3,4,6-tetrachlorophenol −3.100 −3.506 −0.406
diethylamine 1.030 0.395 −0.635 4-hydroxybenzoic acid −1.410 −1.110 0.300
acetamide 1.580 1.850 0.270 1-phenylethanol −0.920 −1.087 −0.167
trichloroacetic acid 0.600 −0.023 −0.623 2,4-dimethylpyridine 0.380 −0.696 −1.076
pentan-2-ol −0.290 −0.442 −0.152 morpholine 1.965 1.587 −0.378
2-methylpentan-1-ol −1.110 −1.221 −0.111 codeine −1.520 −2.318 −0.798
3,3-dimethylbutan-1-ol −0.500 −1.222 −0.722 17a-methyltestosterone −3.999 −4.318 −0.319
2,4-dimethylpentan-2-ol −0.920 −1.483 −0.563 5-ethyl-5-(3-methylbutyl)barbital −2.658 −2.580 0.078
decan-1-ol −3.630 −3.423 0.207 5-allyl-5-phenylbarbital −2.369 −3.309 −0.940
pent-4-ene-1-ol −0.150 −0.315 −0.165 carbofuran −2.800 −3.102 −0.302
diethyl disulfide −2.420 −2.593 −0.173 fenoxycarb −4.700 −4.821 −0.121
isopropylbenzene −3.270 −3.576 −0.306 propoxur −2.050 −1.631 0.419
1,4-diethylbenzene −3.750 −4.090 −0.340

log SW ) 0.579 - 0.576R2 + 0.980π2
H + 1.233ΣR2

H +

3.389Σâ2
H - 4.079Vx - 0.010(mp - 25)

n ) 411, SD ) 0.564, r2 ) 0.915, F ) 724,
AAE ) 0.389 (7)

log SW ) 0.849 - 1.061R2 + 0.851π2
H + 0.646ΣR2

H +

3.279Σâ2
H - 4.050Vx

n ) 594, SD ) 0.630, r2 ) 0.895, F ) 1004,
AAE ) 0.470 (8)
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correlate quantities such as log SW. There is a fundamental
difference between processes such as water-solvent parti-
tions, to which eq 6 has previously been applied, and
solubility in water. In the former processes, the thermo-
dynamic standard states are those of unit molar concentra-
tion and unit activity in both the aqueous and the solvent
phase. For solubility in water, the standard states are unit
molar concentration and unit activity in the aqueous phase,
but the pure liquid or solid (as the other phase). As pointed
out before,62 the standard state of pure liquid or pure solid
is equivalent to a different standard state for each com-
pound. Now eq 6 is constructed for processes in which
different solutes have the same standard state in each
phase. In chemical terms, this means that a solute in a
given phase is surrounded by the phase molecules, whereas
for the standard state of pure liquid or solid, the solute is
surrounded by itself. Difficulties in application to aqueous
solubility of equations similar to eq 6 have previously been
encountered; for example, aliphatic and aromatic com-
pounds give rise to quite different correlation equations.63

We can amend eq 6 to incorporate terms that reflect
interactions in the pure liquid or solid. A term in ΣR2

H ×
Σâ2

H will deal with hydrogen-bond interactions between
acid and basic sites in the solid or liquid, and a term in
π2

H × π2
H with dipole/dipole interactions. The best equa-

tions constructed on these lines are

Inspection of eqs 7-10 shows that there is little to be
gained by inclusion of the mp correction term (compare
Tables 1 and 2). The equations with the cross-term are
significantly better than those without this term, and eq 9
is better than eq 10. However, the practical advantages of
eq 10 quite outweigh the better fit of eq 9; in any case, eq
10 compares well with the equations listed in Table 2 that
cover a wide range of compound type.

We can probe the predictive capability of eq 10 through
the test set of 65 compounds given in Table 3, where the
observed and calculated log SW values for eq 10 are given.
The SD value for the 65 compound test set is 0.496 log
units, AAE ) 0.397, and av error ) -0.122, which we can
take as an estimate of the predictive power of eq 10.

Finally, we can combine the training set and test set and
obtain eq 11 for the total of 659 compounds.

We consider eq 11 to be the best equation we have
constructed from the general solvation descriptors, and
conclude that an amended version of eq 6, containing the
extra ΣR2

H × Σâ2
H term, can correlate and predict log SW

values to ∼0.56 log units. The calculated values of log SW
from eq 11 are included in the Appendix.

There are particular experimental difficulties with re-
gard to compounds that have very low solubilities. To
ascertain if such compounds were exerting any undue
influence on the regression, we re-ran the correlation
leaving out the very insoluble compounds. We also left out
separately the very soluble compounds, and finally omitted
both the very insoluble and very soluble compounds. A
summary of the resulting equations is given in Table 4,
where the coefficient of the product term ΣR2

H × Σâ2
H is

denoted as ‘k’. By comparison with eqs 10 and 11, changes
in the regression coefficients are not very pronounced and
so there is little disrupting effect of compounds with very
low or very high solubilities.

More important effects probably arise when the solid in
equilibrium with the saturated solution is a hydrate,
because the solubility of the hydrate will not be the same
as the unhydrated solid, to which all the correlation
equations refer. In addition, solubilities may depend on the
physical form of a solid, for example whether it is amor-
phous or crystalline.

The Factors that Influence Aqueous Solubilitys
Unlike most regression equations for log SW, eqs 10 and
11 can be interpreted to show the physicochemical proper-
ties of the compound that influence aqueous solubility. We
have already noted that most studies of aqueous solubility
in which correlations are constructed without any correc-
tion term for solids do not discuss why a correction term is
unnecessary. Neither eq 10 nor eq 11 include a solid
correction term, and it seems obligatory to comment on
this. The two main properties that lead to an increase in
solubility are hydrogen-bond acidity and hydrogen-bond
basicity; these properties no doubt reflect the strong
hydrogen-bond basicity and strong hydrogen-bond acidity
of water as a bulk solvent.28,29 However, if the compound
is itself both a hydrogen-bond acid and a hydrogen-bond
base, then intermolecular hydrogen-bond interactions will
lead to an increase in mp and to a decrease in solubility.
Thus, the product term, ΣR2

H × Σâ2
H, takes the place (at

least partly) of a solid correction term.

Table 4sCorrelation Equations Without Compounds of Low and High Solubilitiesa

coefficients statistics

r s a b k v c r2 SD n AAE conditionb

−1.025 0.799 2.026 4.003 −2.953 −3.900 0.450 0.912 0.539 610 0.402 1
−0.891 0.693 2.160 4.231 −3.459 −3.913 0.451 0.901 0.534 636 0.388 2
−0.912 0.713 2.015 3.965 −3.047 −3.781 0.348 0.884 0.512 587 0.385 3
−1.020 0.813 2.124 4.187 −3.337 −3.986 0.510 0.918 0.562 594 0.409 4
−1.004 0.771 2.168 4.238 −3.362 −3.987 0.518 0.920 0.557 659 0.408 5

a All equations are without any mp correction term. b (1) Omit very soluble compounds; (2) omit very insoluble compounds; (3) omit both very soluble and very
insoluble compounds; (4) eq 10; (5) eq 11.

log SW ) 0.403 - 0.484R2 + 0.814π2
H + 1.956ΣR2

H +

4.018Σâ2
H - 1.130ΣR2

H × Σâ2
H -4.067Vx -

0.010(mp - 25)

n ) 411, SD ) 0.496, r2 ) 0.934, F ) 819,
AAE ) 0.245 (9)

log SW ) 0.510 - 1.020R2 + 0.813π2
H + 2.124ΣR2

H +

4.187Σâ2
H - 3.337ΣR2

H × Σâ2
H - 3.986Vx

n ) 594, SD ) 0.562, r2 ) 0.918, F ) 1089,
AAE ) 0.409 (10)

log SW ) 0.518 - 1.004R2 + 0.771π2
H + 2.168ΣR2

H +

4.238Σâ2
H - 3.362ΣR2

HΣâ2
H - 3.987Vx

n ) 659, SD ) 0.557, r2 ) 0.920, F ) 1256,
AAE ) 0.408 (11)
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Now all hydrogen-bond acids, with the exception of
carbon acids, are also hydrogen-bond bases, so that the
effect of hydrogen-bonding on solubility will be a resultant
of the two single terms and the product term, as shown in
Table 5 for some representative acids. It is quite clear that
the net result of the presence of hydrogen-bond acid and
hydrogen-bond base groups will increase solubility. The
intermolecular acid-base interaction in a solid or liquid,
given by the ΣR2

H × Σâ2
H term, reduces the hydrogen-bond

effect but still leaves a negative resultant. For the large
number of compounds that are hydrogen-bond bases, but
not acids, there is a straightforward effect of increased
solubility (also shown in Table 5). As already mentioned,
there are but few compounds that are hydrogen-bond acids
and yet have no or very little hydrogen-bond basicity.
Again, there will be virtually no cross-term, and all the
effect of hydrogen-bond acidity will be toward an increase
in solubility, as shown for trichloromethane. The single
terms in the descriptors ΣR2

H and Σâ2
H both lead to an

increase in solubility. The other ‘polar’ term in eq 10 is s.π2
H

that leads also to an increase in solubility. It might be
expected that intermolecular interactions, such as dipole/
dipole or dipole/induced dipole would lead to an increase
in mp and, again, a decrease in solubility. However, the
product term π2

H × π2
H is not significant, no doubt because

it is very well correlated with π2
H which leads to an increase

in solubility. However the coefficient of π2
H in eq 10 is very

much less than for the solubility of gases and vapors, so
that dipolar effects within the solid or liquid counteract to
some extent the solute/water effects that lead to increased
solubility.

Two other terms in eq 10, rR2 and vVx, both result in a
decrease in solubility; the r and v coefficients in eq 10 are
markedly more negative than in the solvation equation for
gaseous solubility. The R2 descriptor refers to the propen-
sity of a solute to interact with surrounding σ and π
electrons, the negative r coefficient suggesting that such
interaction within the solid or liquid is much larger than
the corresponding interaction between the solute and bulk
water. Although the Vx descriptor refers to the size of the
solute, the vVx term for the solubility of gaseous solutes
will be the resultant of two opposing effects, (i) a cavity
effect that arises from the disruption of solvent-solvent
interactions and leads to a negative coefficient, and (ii) a
general solute-solvent dispersion interaction that leads to
a positive coefficient. For the solubility of gaseous solutes
in water, the v coefficient is negative (-0.869) so that the
unfavorable cavity effect dominates.29 In solids and liquids,
part of the cohesive forces will be general disper-
sion interactions that help to hold the solid or liquid

together. These interactions within the solid or liquid will
lead to an increase in mp, to a decrease in solubility, and
to a much more negative v coefficient in eq 10, as observed
(-3.986).

Thus, the sign and magnitude of the coefficients in eq
10 can be interpreted in terms of known chemical interac-
tions, both between the compound and water, and between
molecules of the compound itself. Such interpretation, in
turn, leads to information about the physicochemical
factors that influence the aqueous solubility of solids and
liquids.

We note that in Mobile Order Theory23-25 the terms in
solute volume are interpreted as originating from a balance
of entropic effects. The negative dependence of solubility
on solute volume arises24 from the mobile order entropy
decrease of the hydrogen-bonded water molecules on
introduction of the solute. We have used a cavity theory to
interpret volume and other effects because we have used29

this type of theory (i.e., scaled particle theory64) previously
to obtain quantitative estimates of cavity terms for solution
of gases and vapors in water.

The Solubility of Bronsted Acids and BasessGrant
and Higuchi65 have noted the effect of pH on the solubility
of Bronsted acids and bases and have given equations for
the variation of solubility with pH.65 Most studies on the
correlation and prediction of solubility ignore this pH
dependency; none of the studies in Tables 1 and 2 mention
this problem at all.

If a Bronsted acid, such as a carboxylic acid, is dissolved
in water, the pH of the resulting solution will depend both
on the acid pKa and on the total concentration of the acid
in solution. For a given acid, the greater the concentration,
the lower will be the pH and the larger will be the
proportion of the neutral species. Hence, for acids with the
same pKa, the pH of the saturated solution will decrease
as the solubility increases. For acids that are quite soluble,
the proportion of neutral species will therefore be larger
than for acids that are sparingly soluble. Our eq 11 and,
indeed, all the other correlation equations in Tables 1 and
2, refer to the solubility of the neutral species, N, so that
the predicted (neutral) solubility will be less than the
observed solubility, T or SW, with the difference depending
on the acid pKa value and the actual solubility.

In Figure 2 we give the calculated values of N/T, the
fraction of the neutral species, for a series of acids of pKa
3, 4.37, and 5 as a function of the observed total solubility,
log SW (log T). For an acid with a pKa of 4.37 or 5, N/T is

Table 5sHydrogen-Bond Effects on Solubility (log SW)

compound
2.124
ΣR2

H
4.187
Σâ2

H
−3.337

ΣR2
H × Σâ2

H resultant

acetic acid 1.30 1.84 −0.90 2.24
trichloroacetic acid 2.02 1.17 −0.89 2.30
benzoic acid 1.25 1.67 −0.79 2.14
phenol 1.27 1.26 −0.60 1.93
4-nitrophenol 1.75 1.09 −0.71 2.12
ethanol 0.79 2.01 −0.59 2.20
2,2,2-trifluoroethanol 1.21 1.05 −0.48 1.78
estratriol 2.97 5.11 −5.70 2.38
aniline 0.55 1.72 −0.36 1.91
benzamide 1.04 2.81 −1.10 2.75
pyrazole 1.15 1.88 −0.81 2.22
morpholine 0.13 3.81 −0.18 3.76
progesterone 0.00 4.77 0.00 4.77
trichloromethane 0.32 0.08 −0.01 0.39

Figure 2sValues of N/T for Bronsted acids as a function of the total solubility,
log SW. Acids pKa values are 3 (0), 4.37 (b), and 5 ()), determined value
(2) for p-toluic acid.
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larger than ∼0.5 even down to log SW values of -4. Now
an error of a factor of 0.5 (or 2.0) corresponds to an error
of 0.3 log units and is not very important in the context of
SD values of 0.5 log units. However, for very insoluble
acids, with log SW of -5 or -6, errors of one or two log
units will arise if no consideration is given to ionization of
Bronsted acids. For stronger acids with pKa ) 3, large
errors will arise at log SW values less than around -3.5
units.

We have chosen one of our pKa values as 4.37 because
this is the pKa of p-toluic acid, studied in considerable detail
by Strong and co-workers.66 Their determined N/T value
for p-toluic acid in the saturated solution at 25 °C is shown
in Figure 2, and our calculated value is in excellent
agreement.

A similar ionization phenomenon occurs in the solubility
of Bronsted bases. Many drug molecules, of course, are
strong Bronsted bases, with pKa values of the conjugate
acid ranging from 8 to 10. We give in Figure 3 plots of our
calculated N/T values for three series of bases with pKa )
8, 9, and 10 as a function of the observed solubility, log
SW. If we consider substantial errors in predicted values
to arise when N/T is less than ∼0.5, these errors will be
the case for bases with log SW < -4 (pKa 10), < -5 (pKa 9)
and < -6 (pKa 8).

We can compare observed solubilities with those calcu-
lated from eq 10 for the neutral species for Bronsted acids
and bases in our data set. In Table 6 are given values for
strong Bronsted acids, that is, acids with pKa values <4.
Only in the case of trichloroacetic acid is the value of N/T

<0.5 (0.480) for the saturated solution. The observed
solubility would therefore be ∼0.32 log units more than the
calculated solubility. For all the other acids in Table 6, the
difference will be even less. Inspection of Table 6 shows
that for three acids, the observed - calculated log SW values
are -1.2 to -1.5 units, so that other interfering factors are
far more important than ionization, at least for the acids
in Table 6.

A similar table can be constructed for the strong bases,
those with pKa > 10 (see Table 7). There is a general trend,
with (observed - calculated) log SW values always positive
by ∼0.7 log units, on average. However, this trend cannot
be accounted for by ionization; even the value of 0.80 for
N/T for dibutylamine would make a difference of only 0.1
log units.

It seems, therefore, that only for very insoluble strong
Bronsted acids and Bronsted bases will ionization lead to
significant errors in calculation. However, it is worth
pointing out that solubilities calculated with eqs 10 or 11,
or by the methods summarized in Tables 1 and 2, refer to
the solubility of the neutral species. For Bronsted acids and
bases this will be the solubility in solutions of pH near to
the compound pKa (see Figures 2 and 3). The observed
solubility is that at the pH of the saturated solution. This
observed solubility does not refer to any specific pH, but
to a pH that has to be calculated from the observed (total)
solubility and the compound pKa. If the solubility of a
Bronsted acid or base is required at a given pH of 7 or 7.4,
for example, then Figures 2 and 3 can be used to obtain
the correction factor N/T, at least if the difference in pH
between the saturated solution and the given pH is not
too large.

Conclusions

An amended solvation equation can satisfactorily cor-
relate and predict log SW values to 0.56 log units.The
descriptors used in the correlation equations are either
calculated from structure (R2 and Vx) or are obtained from
experimental data (π2

H, ΣR2
H, Σâ2

H) as shown by the full
lines in Figure 1. Now that the ABSOLVE program for the
calculation of π2

H, ΣR2
H, and Σâ2

H is in place, the corre-
lation equations set up in this work will enable log SW

values to be predicted from structure in a high throughput
manner, as shown by the broken lines in Figure 1.
Although the correlation equations are for neutral species,
corrections for Bronsted acids and Bronsted bases can be
made from the predicted log SW value and a (predicted)
pKa value.

Figure 3sValues of N/T for Bronsted bases as a function of the total solubility,
log SW; pKa values are 8 (0), 9 (b), and 10 ()).

Table 6sObserved and Calculated log SW Values for Strong Bronsted
Acids (pKa < 4)

acid obs calc obs − calc pKa

trichloroacetic acid 0.600 −0.023 0.623 0.65
o-aminobenzoic acid −1.520 −1.021 −0.499 2.11
chloroacetic acid 1.810 0.858 0.952 2.82
m-bromobenzoic acid −2.276 −1.771 −0.505 2.85
o-chlorobenzoic acid −1.890 −1.544 −0.346 2.94
salicylic acid −1.820 −1.515 −0.305 2.98
p-nitrobenzoic acid −2.800 −1.577 −1.223 3.42
m-nitrobenzoic acid −1.680 −1.557 −0.123 3.49
m-chlorobenzoic acid −2.590 −1.790 −0.800 3.87
o-toluic acid −2.060 −1.761 −0.299 3.95
p-bromobenzoic acid −3.539 −2.171 −1.368 3.97
p-chlorobenzoic acid −3.310 −1.863 −1.447 3.98

Table 7sObserved and Calculated log SW Values for Strong Bronsted
Bases (pKa > 10)

base obs calc obs − calc pKa

octylamine −1.460 −2.151 0.691 10.57
hexylamine −0.250 −1.038 0.788 10.64
butylamine 0.960 0.057 0.903 10.66
pentylamine 0.270 −0.491 0.761 10.64
heptylamine −0.900 −1.600 0.700 10.66
propylamine 1.520 0.618 0.902 10.69
ethylamine 2.060 1.169 0.891 10.70
triethylamine −0.140 −0.363 0.223 10.85
diethylamine 1.030 0.395 0.635 11.04
dibutylamine −1.440 −1.804 0.364 11.25
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AppendixsObserved and Calculated Aqueous Solubilities (mol dm-3) as log Sw

ref compound
log

SW obs
log SW calc

(eq 11) ref compound
log

SW obs
log SW calc

(eq 11)

62 methane −0.900 −0.477 16 propyne −0.410 −0.451
62 ethane −1.360 −1.038 78 1-butyne −1.240 −1.161
62 propane −1.940 −1.600 4 1-pentyne −1.640 −1.656
62 butane −2.570 −2.162 4 1-hexyne −2.360 −2.254
67 2-methylpropane −2.550 −2.162 78 3-hexyne −1.990 −2.300
4 pentane −3.180 −2.723 78 1-heptyne −3.010 −2.906

78 2-methylbutane −3.180 −2.723 4 1-octyne −3.660 −3.463
4 hexane −3.840 −3.285 4 1-nonyne −4.240 −4.020
4 2-methylpentane −3.740 −3.285 78 dichloromethane −0.630 −0.990
4 3-methylpentane −3.680 −3.285 4 trichloromethane −1.170 −1.590
4 2,2-dimethylbutane −3.550 −3.285 4 tetrachloromethane −2.310 −2.595

78 2,3-dimethylbutane −3.650 −3.285 78 chloroethane −1.060 −1.022
4 heptane −4.530 −3.847 4 1,1-dichloroethane −1.290 −1.353

78 2,2-dimethylpentane −4.360 −3.847 4 1,2-dichloroethane −1.060 −1.293
78 2,3-dimethylpentane −4.280 −3.847 4 1,1,1-trichloroethane −2.000 −2.175
78 2,4-dimethylpentane −4.260 −3.847 4 1,1,2-trichloroethane −1.480 −1.703
78 3,3-dimethylpentane −4.230 −3.847 4 1,1,2,2-tetrachloroethane −1.740 −2.211
78 2,2,3-trimethylbutane −4.360 −3.847 4 1,1,1,2-tetrachloroethane −2.180 −2.520
4 octane −5.240 −4.408 78 pentachloroethane −2.600 −3.032

78 2-methylheptane −5.080 −4.408 4 hexachloroethane −3.670 −4.225
78 3-methylheptane −5.160 −4.408 4 1-chloropropane −1.470 −1.573
78 4-methyloctane −6.050 −4.408 4 2-chloropropane −1.410 −1.487
4 2,2,4-trimethylpentane −4.740 −4.408 78 1,2-dichloropropane −1.600 −1.808

78 2,3,4-trimethylpentane −4.800 −4.408 4 1,3-dichloropropane −1.620 −1.839
78 nonane −5.880 −4.970 4 1-chlorobutane −2.030 −2.128
78 2,2,5-trimethylhexane −5.050 −4.970 78 1-chloro-2-methylpropane −2.000 −2.048
78 decane −6.980 −5.532 4 2-chlorobutane −1.960 −2.061
78 undecane −7.590 −6.094 4 1-chloropentane −2.730 −2.688
78 dodecane −7.670 −6.655 4 2-chloro-2-methylbutane −2.510 −2.851
78 tetradecane −7.960 −7.779 78 1-chlorohexane −3.120 −3.243
78 hexadecane −8.400 −8.902 67 1-chloroheptane −4.000 −3.797
4 cyclopentane −2.640 −2.477 14 chloroethylene −1.750 −1.109
4 methylcyclopentane −3.300 −3.001 4 1,1-dichloroethylene −1.640 −1.732

78 propylcyclopentane −4.740 −4.124 4 cis-1,2-dichloroethylene −1.300 −1.379
78 pentylcyclopentane −6.080 −5.243 4 trichloroethylene −1.960 −2.279
4 cyclohexane −3.100 −3.081 4 tetrachloroethylene −2.540 −3.121
4 methylcyclohexane −3.850 −3.613 4 hexachloro-1,3-butadiene −4.920 −5.116

78 cis-1,2-dimethylcyclohexane −4.300 −4.181 78 bromomethane −0.790 −0.820
78 trans-1,4-dimethylcyclohexane −4.470 −4.096 4 dibromomethane −1.170 −1.563
78 ethylcyclohexane −4.250 −4.163 4 tribromomethane −1.910 −2.474
78 cycloheptane −3.510 −3.688 4 tetrabromomethane −3.140 −3.738
78 cyclooctane −4.150 −4.313 4 bromoethane −1.090 −1.287
78 decalin −5.190 −4.981 4 1,2-dibromoethane −1.680 −1.716
62 ethylene −0.400 −0.601 4 1-bromopropane −1.730 −1.848
62 propylene −1.080 −1.174 4 2-bromopropane −1.590 −1.768
62 1-butene −1.940 −1.732 4 1-bromobutane −2.370 −2.404
15 2-methylpropene −2.330 −1.732 4 1-bromo-2-methylpropane −2.430 −2.404
4 1-pentene −2.680 −2.287 67 1-bromopentane −3.080 −2.962

67 cis-2-pentene −2.540 −2.335 67 1-bromohexane −3.810 −3.516
4 trans-2-pentene −2.540 −2.320 67 1-bromoheptane −4.430 −4.072

78 2-methyl-1-butene −2.730 −2.314 67 1-bromooctane −5.060 −4.630
78 3-methyl-1-butene −2.730 −2.257 4 iodomethane −1.000 −1.303
78 2-methy-2-butene −2.560 −2.353 67 diiodomethane −2.340 −2.419
4 1-hexene −3.230 −2.834 78 iodoethane −1.600 −1.766

78 2-methyl-1-pentene −3.030 −2.846 4 1-iodopropane −2.290 −2.322
4 1-heptene −3.730 −3.409 4 2-iodopropane −2.090 −2.264
4 trans-2-heptene −3.820 −3.437 4 1-iodobutane −2.960 −2.878
4 1-octene −4.440 −3.973 67 1-iodoheptane −4.810 −4.543
4 1-nonene −5.050 −4.531 4 bromochloromethane −0.890 −1.315

78 1-decene −5.510 −5.096 4 bromodichloromethane −1.540 −1.841
78 1,3-butadiene −1.870 −1.539 4 chlorodibromethane −1.900 −2.119
4 2-methyl-1,3-butadiene −2.030 −2.094 4 1-chloro-2-bromoethane −1.320 −1.691

78 2,3-dimethyl-1,3-butadiene −2.400 −2.525 4 1,1,2-trichlorotrifluoroethane −3.040 −2.624
4 1,4-pentadiene −2.090 −1.988 78 1,2-dichlorotetrafluoroethane −2.740 −2.410
4 1,5-hexadiene −2.680 −2.556 4 diethyl ether −0.090 −0.337
4 cyclopentene −2.100 −1.874 4 dipropyl ether −1.100 −1.427

78 cyclohexene −2.590 −2.499 4 diisopropyl ether −1.100 −1.635
4 1-methylcyclohexene −3.270 −3.073 4 dibutyl ether −1.850 −2.543

78 cycloheptene −3.180 −3.065 4 methyl propyl ether −0.390 −0.441
78 1,4-cyclohexadiene −2.060 −2.022 4 methyl butyl ether −0.990 −0.945
16 ethyne 0.290 −0.132 4 methyl tert-butyl ether −0.240 −0.228

874 / Journal of Pharmaceutical Sciences
Vol. 88, No. 9, September 1999



Appendix (continued)

ref compound
log

SW obs
log SW calc

(eq 11) ref compound
log

SW obs
log SW calc

(eq 11)

4 ethyl propyl ether −0.660 −0.859 4 methyl acrylate −0.220 −0.253
4 propyl isopropyl ether −1.340 −1.444 4 glyceryl triacetate −0.600 0.726
4 ethyl vinyl ether −0.850 −0.391 4 malonic acid diethyl ester −0.820 −0.534
4 dimethoxymethane 0.480 0.787 4 acetonitrile 0.260 0.795
4 1,1-diethoxyethane −0.430 0.589 4 propionitrile 0.280 0.421
4 1,2-diethoxyethane −0.770 0.149 4 acrylonitrile 0.150 0.347
4 1,2-propylene oxide −0.590 0.701 14 ethylamine 2.060 1.200

68 tetrahydrofuran 0.490 0.182 14 propylamine 1.520 0.650
4 2-methyltetrahydrofuran 0.110 −0.151 14 butylamine 0.960 0.089
4 tetrahydropyran −0.030 −0.369 14 pentylamine 0.270 −0.460
4 propionaldehyde 0.580 0.549 14 hexylamine −0.250 −1.007
4 butyraldehyde −0.010 −0.004 14 heptylamine −0.900 −1.569
4 valeraldehyde −0.850 −0.542 14 octylamine −1.460 −2.121
4 caproaldehyde −1.300 −1.086 14 diethylamine 1.030 0.429

14 2-ethylbutanal −1.520 −1.103 4 dipropylamine −0.460 −0.665
14 2-ethylhexanal −2.130 −2.237 14 dibutylamine −1.440 −1.771
4 tert-crotonaldehyde 0.320 0.294 14 trimethylamine 1.320 0.855

14 2-ethyl-2-hexanal −2.460 −2.043 4 triethylamine −0.140 −0.321
4 2-butanone 0.520 0.310 11 tripropylamine −2.282 −1.853
4 2-pentanone −0.190 −0.244 4 nitromethane 0.260 0.628

67 3-pentanone −0.280 −0.271 4 nitroethane −0.220 0.148
15 3-methyl-2-butanone −0.120 −0.259 4 1-nitropropane −0.800 −0.492
4 2-hexanone −0.800 −0.799 4 2-nitropropane −0.620 −0.404

15 3-hexanone −0.830 −0.814 4 chloropicrin −2.000 −2.069
15 3-methyl-2-pentanone −0.670 −0.797 4 acetamide 1.580 1.859
4 4-methyl-2-pentanone −0.740 −0.797 4 N,N-dimethylacetamide 1.110 1.344

15 3,3-dimethyl-2-butanone −0.720 −0.815 4 urea 0.960 2.317
67 2-heptanone −1.450 −1.348 4 o-ethyl carbamate 0.850 0.787
4 4-heptanone −1.300 −1.353 4 acetic acid 2.000 1.184

15 2,4-dimethyl-3-pentanone −1.300 −1.358 4 hexanoic acid −1.060 −0.994
67 2-octanone −2.050 −1.894 4 decanoic acid −3.440 −3.191
4 2-nonanone −2.580 −2.467 4 methacrylic acid 0.000 0.047

15 5-nonanone −2.580 −2.466 4 chloroacetic acid 1.810 0.870
67 2-decanone −3.300 −3.018 4 trichloroacetic acid 0.600 −0.014
4 cyclohexanone −0.600 −0.284 15 methanol 1.560 1.594

24 carvone −2.060 −2.704 15 ethanol 1.100 1.043
24 camphor −1.960 −2.152 15 1-propanol 0.620 0.492
24 menthone −2.350 −2.626 4 2-propanol 0.430 0.698
4 methyl formate 0.580 0.607 4 1-butanol 0.000 −0.058
4 ethyl formate 0.150 0.076 67 2-methylpropan-1-ol 0.100 −0.074
4 propyl formate −0.490 −0.495 16 butan-2-ol 0.470 −0.074

15 isopropyl formate −0.630 −0.392 4 1-pentanol −0.600 −0.615
15 butyl acetate −1.370 −1.046 4 2-pentanol −0.290 −0.409
4 isobutyl formate −1.010 −0.958 4 3-pentanol −0.240 −0.432

15 isopentyl formate −1.520 −1.517 4 2-methylbutanol −0.470 −0.638
15 methyl acetate 0.460 0.361 16 3-methylbutan-1-ol −0.510 −0.611
4 ethyl acetate −0.040 −0.180 16 2-methylbutan-2-ol 0.150 −0.332
4 propyl acetate −0.720 −0.743 69 3-methyl-2-butanol −0.180 −0.431
4 isopropyl acetate −0.550 −0.644 4 2,2-dimethylpropanol −0.400 −0.512
4 isobutyl acetate −1.210 −1.203 4 1-hexanol −1.240 −1.167
4 pentyl acetate −1.890 −1.841 4 2-hexanol −0.890 −0.962
4 isopentyl acetate −1.920 −1.764 4 3-hexanol −0.800 −0.975
4 methyl propionate −0.140 −0.217 69 2-methylpentanol −1.110 −1.191
4 ethyl propionate −0.660 −0.753 4 3-methyl-2-pentanol −0.720 −1.191
4 methyl butyrate −0.820 −0.757 69 4-methylpentanol −1.140 −1.176
4 ethyl butyrate −1.280 −1.296 69 2-methyl-2-pentanol −0.490 −0.868
4 propyl butyrate −1.920 −1.855 69 3-methyl-2-pentanol −0.710 −0.968
4 methyl pentanoate −1.360 −1.321 4 4-methyl-2-pentanol −0.800 −0.965
4 ethyl pentanoate −1.750 −1.839 4 2-methyl-3-pentanol −0.700 −1.005

62 propyl propanoate −1.340 −1.299 69 3-methyl-3-pentanol −0.360 −0.910
62 pentyl propanoate −2.250 −2.417 4 2-ethyl-1-butanol −1.170 −1.211
62 methyl hexanoate −1.870 −1.854 69 2,2-dimethyl-1-butanol −1.040 −1.229
62 ethyl hexanoate −2.350 −2.394 4 3,3-dimethyl-1-butanol −0.500 −1.191
62 ethyl heptanoate −2.740 −2.940 4 3,3-dimethyl-2-butanol −0.620 −1.015
62 methyl octanoate −3.170 −2.963 4 1-heptanol −1.810 −1.730
62 ethyl octanoate −3.390 −3.499 4 2-heptanol −1.550 −1.525
62 methyl nonanoate −3.380 −3.515 4 3-heptanol −1.470 −1.515
62 ethyl nonanoate −3.800 −4.058 4 4-heptanol −1.400 −1.517
62 methyl decanoate −4.690 −4.074 69 2-methyl-2-hexanol −1.080 −1.424
62 ethyl decanoate −4.100 −4.611 69 3-methyl-3-hexanol −0.980 −1.458
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Appendix (continued)

ref compound
log

SW obs
log SW calc

(eq 11) ref compound
log

SW obs
log SW calc

(eq 11)

4 3-ethyl-3-pentanol −0.850 −1.495 4 2,3-dimethylnaphthalene −4.720 −4.790
69 2,2-dimethylpentanol −1.520 −1.785 4 2,6-dimethylnaphthalene −4.890 −4.718
4 2,4-dimethyl-2-pentanol −0.920 −1.445 4 1-ethylnaphthalene −4.170 −4.784
4 2,4-dimethyl-3-pentanol −1.220 −1.591 4 2-ethylnaphthalene −4.290 −4.728
4 1-octanol −2.390 −2.282 78 1,2,3,4-tetrahydronaphthalene −4.370 −3.825
4 2-octanol −2.090 −2.059 4 indan −3.040 −3.309

69 3-octanol −1.980 −2.077 4 acenaphthene −4.630 −4.369
4 2-methyl-2-heptanol −1.720 −1.994 4 acenaphthylene −3.960 −4.105
4 3-methyl-3-heptanol −1.600 −2.014 4 fluorene −5.000 −4.608
4 2-ethyl-1-hexanol −2.110 −2.315 4 1-methylfluorene −5.220 −5.170

67 1-nonanol −3.010 −2.835 4 anthracene −6.350 −5.361
69 2-nonanol −2.740 −2.628 4 2-methylanthracene −6.960 −5.826
69 1-decanol −3.630 −3.395 4 9-methylanthracene −5.890 −5.869
69 2-undecanol −2.940 −3.745 4 9,10-dimethylanthracene −6.570 −6.345
69 1-dodecanol −4.800 −4.502 4 phenanthrene −5.260 −5.121
69 1-tetradecanol −5.840 −5.614 78 1-methylphenanthrene −5.850 −5.713
69 1-pentadecanol −6.350 −6.170 78 2-methylphenanthrene −5.840 −5.713
69 1-hexadecanol −7.000 −6.726 4 fluoranthene −6.000 −5.975
69 1-octadecanol −8.400 −7.842 4 benzo[a]fluorene −6.680 −6.794
4 cyclohexanol −0.440 −0.636 4 benzo[b]fluorene −8.040 −6.767

69 cycloheptanol −0.880 −1.219 67 pyrene −6.176 −6.115
69 cyclooctanol −1.290 −1.834 4 7,12-dimethylbenz[a]anthracene −7.020 −8.125
69 4-pentene-1-ol −0.150 −0.284 4 naphthacene −8.600 −7.071
69 1-hexene-3-ol −0.590 −0.879 67 chrysene −8.057 −6.932
4 2-butoxyethanol −0.420 −0.239 78 5-methylchrysene −6.590 −7.494
4 ethanethiol −0.600 −0.797 78 6-methylchrysene −6.570 −7.494
4 butanethiol −2.180 −1.910 78 5,6-dimethylchrysene −7.010 −8.056

70 dimethyl sulfide −0.450 −0.574 67 triphenylene −6.726 −6.666
70 diethyl sulfide −1.340 −1.539 67 perylene −8.804 −7.404
70 di-n-propyl sulfide −2.580 −2.647 4 benzo[b]fluoranthene −8.230 −7.380
70 diisopropyl sulfide −2.240 −2.452 4 benzo[j]fluoranthene −8.000 −7.519
70 dimethyl disulfide −1.440 −1.514 4 benzo[k]fluoranthene −8.490 −7.604
70 diethyl disulfide −2.420 −2.581 78 cholanthrene −7.850 −7.453
4 thiourea 0.320 1.139 4 3-methylcholanthrene −7.920 −8.037
4 triethyl phosphate 0.430 0.226 71 benzo[a]pyrene −8.699 −7.832
4 benzene −1.640 −1.956 4 benzo[e]pyrene −7.800 −7.917
4 toluene −2.210 −2.509 67 benzo[ghi]perylene −9.018 −8.509
4 ethylbenzene −2.770 −3.048 78 picene −7.870 −8.803
4 o-xylene −2.800 −3.018 4 fluorobenzene −1.800 −2.024
4 m-xylene −2.820 −3.008 78 1,3-difluorobenzene −2.000 −2.153
4 p-xylene −2.770 −2.998 78 1,4-difluorobenzene −1.970 −1.978
4 propylbenzene −3.370 −3.609 78 benzyl trifluoride −2.510 −2.500
4 isopropylbenzene −3.270 −3.572 4 chlorobenzene −2.380 −2.749
4 1,2,3-trimethylbenzene −3.200 −3.479 4 1,2-dichlorobenzene −3.050 −3.419

78 1,2,4-trimethylbenzene −3.310 −3.466 4 1,3-dichlorobenzene −3.040 −3.517
4 1,3,5-trimethylbenzene −3.400 −3.469 4 1,4-dichlorobenzene −3.270 −3.480

78 2-ethyltoluene −3.210 −3.519 4 1,2,3-trichlorobenzene −4.000 −4.173
78 4-ethyltoluene −3.110 −3.500 78 1,2,4-trichlorobenzene −3.590 −4.162
4 butylbenzene −4.060 −4.159 4 1,3,5-trichlorobenzene −4.480 −4.223
4 isobutylbenzene −4.120 −4.169 4 1,2,3,4-tetrachlorobenzene −4.570 −4.766
4 tert-butylbenzene −3.660 −4.066 4 1,2,3,5-tetrachlorobenzene −4.630 −4.800

78 1,2-diethylbenzene −3.280 −4.097 4 1,2,4,5-tetrachlorobenzene −5.560 −4.792
4 1,4-diethylbenzene −3.750 −4.084 4 pentachlorobenzene −5.650 −5.374

78 1,2,4,5-tetramethylbenzene −4.590 −4.059 4 hexachlorobenzene −7.680 −5.999
78 2-isopropyltoluene −3.760 −4.043 78 2-chlorotoluene −3.520 −3.355
78 4-isopropyltoluene −3.770 −4.012 78 4-chlorotoluene −3.080 −3.313
4 pentylbenzene −4.640 −4.714 78 benzyl chloride −2.390 −2.182
4 tert-pentylbenzene −4.150 −4.713 4 1-chloronaphthalene −3.930 −4.360
4 pentamethylbenzene −4.000 −4.602 4 2-chloronaphthalene −4.140 −4.363
4 hexylbenzene −5.210 −5.281 69 2-chlorobiphenyl −4.540 −4.991

78 hexamethylbenzene −5.230 −4.921 69 3-chlorobiphenyl −4.880 −4.960
4 styrene −2.820 −2.964 4 bromobenzene −2.550 −2.977

78 diphenylmethane −4.080 −4.348 78 1,2-dibromobenzene −3.500 −4.019
4 bibenzyl −4.620 −4.910 78 1,3-dibromobenzene −3.540 −4.061

67 biphenyl −4.345 −4.262 4 1,4-dibromobenzene −4.070 −4.056
78 4-methylbiphenyl −4.620 −4.831 4 1,3,5-tribromobenzene −5.600 −5.132
4 naphthalene −3.600 −3.598 4 1,2,4,5-tetrabromobenzene −6.980 −5.880
4 1-methylnaphthalene −3.700 −4.164 78 2-bromotoluene −2.230 −3.587

78 2-methylnaphthalene −3.770 −4.124 78 4-bromotoluene −3.190 −3.527
4 1,3-dimethylnaphthalene −4.290 −4.769 78 1-bromonaphthalene −4.350 −4.690
4 1,4-dimethylnaphthalene −4.140 −4.790 4 2-bromonaphthalene −4.400 −4.617

67 1,5-dimethylnaphthalene −4.679 −4.789 67 iodobenzene −3.010 −3.420
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Appendix (continued)

ref compound
log

SW obs
log SW calc

(eq 11) ref compound
log

SW obs
log SW calc

(eq 11)

78 1-iodonaphthalene −4.550 −5.156 24 p-fluoroacetanilide −1.780 −1.113
14 o-fluorobromobenzene −2.700 −3.285 24 p-chloroacetanilide −2.843 −1.808
14 m-fluorobromobenzene −2.670 −3.245 24 p-bromoacetanilide −3.083 −2.085
20 o-chlorobromobenzene −3.190 −3.898 11 4-nitroacetanilide −2.692 −1.831
20 m-chlorobromobenzene −3.210 −3.919 71 phenacetin −2.350 −1.741
20 p-chlorobromobenzene −3.630 −3.883 24 lidocaine −1.710 −2.405
20 o-chloroiodobenzene −3.540 −4.425 4 benzoic acid −1.550 −1.055
20 m-chloroiodobenzene −3.550 −4.417 4 o-toluic acid −2.060 −1.742
20 p-chloroiodobenzene −4.030 −4.427 4 m-toluic acid −2.140 −1.662
14 p-bromoiodobenzene −4.560 −4.639 4 p-toluic acid −2.600 −1.609
4 anisole −1.850 −2.038 4 o-chlorobenzoic acid −1.890 −1.517

78 2-chloroanisole −2.460 −2.916 4 m-chlorobenzoic acid −2.590 −1.771
72 3-chloroanisole −2.780 −2.896 4 p-chlorobenzoic acid −3.310 −1.848
72 4-chloroanisole −2.780 −2.782 67 2-bromobenzoic acid −2.276 −1.739
4 diphenyl ether −3.960 −4.579 67 4-bromobenzoic acid −3.539 −2.157
4 benzaldehyde −1.190 −1.362 4 m-nitrobenzoic acid −1.680 −1.530
4 p-methoxybenzaldehyde −1.490 −1.527 4 p-nitrobenzoic acid −2.800 −1.554
4 acetophenone −1.280 −1.533 4 o-aminobenzoic acid −1.520 −1.020
4 benzophenone −3.120 −3.564 4 aspirin −1.720 −1.132
4 anthraquinone −5.190 −3.728 4 phenylacetic acid −0.890 −1.088
4 methyl benzoate −1.850 −1.890 71 ibuprofen −3.760 −3.927
4 ethyl benzoate −2.320 −2.407 71 naproxen −4.202 −3.892
4 dimethyl phthalate −1.660 −1.315 4 phenol 0.000 −0.728
4 diethyl phthalate −2.350 −2.310 4 2-methylphenol −0.620 −1.440
4 di(2-ethylhexyl)phthalate −6.960 −8.942 4 3-methylphenol −0.680 −1.256
4 benzonitrile −1.000 −1.446 67 p-cresol −0.730 −1.331
4 phthalonitrile −2.380 −1.103 4 2,4-dimethylphenol −1.190 −1.819
4 aniline −0.410 −1.012 67 2,6-dimethylphenol −1.290 −1.963
4 o-toluidine −2.210 −1.501 67 3,4-dimethylphenol −1.380 −1.734
4 m-methylaniline −0.850 −1.458 4 3,5-dimethylphenol −1.400 −1.800
4 p-methylaniline −1.210 −1.435 67 2,4,6-trimethylphenol −2.050 −2.393
4 o-chloroaniline −1.520 −1.959 4 p-tert-butylphenol −2.410 −2.767
4 m-chloroaniline −1.370 −1.816 4 thymol −2.220 −2.813
4 p-chloroaniline −1.660 −1.768 4 p-phenylphenol −3.480 −3.182
4 o-nitroaniline −1.960 −1.747 4 2-chlorophenol −1.060 −1.564
4 m-nitroaniline −2.190 −1.438 4 3-chlorophenol −0.700 −1.372
4 p-nitroaniline −2.370 −1.234 4 4-chlorophenol −0.700 −1.297
4 ethyl-p-aminobenzoate −2.100 −2.031 4 4-bromophenol −1.090 −1.603

24 risocaine −2.452 −2.598 67 2,3-dichlorophenol −1.300 −2.222
24 butamben −3.082 −3.173 4 2,4-dichlorophenol −1.550 −2.249
4 N-methylaniline −1.280 −1.611 67 2,6-dichlorophenol −1.790 −2.224
4 N-ethylaniline −1.700 −2.208 67 3,4-dichlorophenol −1.250 −1.810
4 N,N-dimethylaniline −1.920 −2.459 67 3,5-dichlorophenol −1.340 −1.829
4 N,N-diethylaniline −3.030 −3.586 67 2,3,4-trichlorophenol −2.670 −2.570
4 1-naphthylamine −1.920 −2.446 67 2,3,5-trichlorophenol −2.670 −2.600
4 p,p′-biphenyldiamine −2.700 −2.744 67 2,3,6-trichlorophenol −2.640 −2.705
4 benzylamine −1.540 −0.426 4 2,4,5-trichlorophenol −2.210 −2.641

24 procaine −1.780 −2.226 4 2,4,6-trichlorophenol −2.340 −2.667
71 diphenylamine −3.504 −3.632 67 2,3,4,5-tetrachlorophenol −3.150 −3.258
4 azobenzene −2.750 −4.283 67 2,3,4,6-tetrachlorophenol −3.100 −3.491
4 nitrobenzene −1.800 −1.865 67 2,3,5,6-tetrachlorophenol −3.370 −3.387
4 o-nitrotoluene −2.330 −2.422 4 pentachlorophenol −4.280 −3.475
4 m-nitrotoluene −2.440 −2.565 4 o-methoxyphenol −1.960 −1.211
4 p-nitrotoluene −2.490 −2.426 4 p-hydroxybenzaldehyde −0.960 −0.671
4 o-chloronitrobenzene −2.550 −2.614 4 o-aminophenol −0.720 −0.471
4 m-chloronitrobenzene −2.770 −2.587 4 p-aminophenol −0.800 −0.129
4 p-chloronitrobenzene −2.920 −2.748 4 o-nitrophenol −1.740 −1.862
4 o-nitroanisole −1.960 −2.157 4 m-nitrophenol −1.010 −1.035
4 p-nitroanisole −2.410 −2.113 4 p-nitrophenol −0.740 −0.853
4 1,2-dinitrobenzene −3.100 −1.981 4 salicylic acid −1.820 −1.479
4 1,3-dinitrobenzene −2.290 −1.657 4 p-hydroxybenzoic acid −1.410 −1.074
4 1,4-dinitrobenzene −3.390 −1.656 4 1,2-benzenediol 0.620 −0.424
4 2,4-dinitrotoluene −2.820 −2.219 4 1,3-benzenediol 0.810 −0.274
4 2,6-dinitrotoluene −3.000 −2.303 4 1,4-benzenediol −0.170 −0.322
4 2,4,6-trinitrotoluene −3.220 −2.116 24 methylparaben −1.827 −1.481
4 1,3,5-trinitrobenzene −2.890 −1.554 4 ethyl-p-hydroxybenzoate −2.350 −2.018
4 1-nitronaphthalene −3.540 −3.718 4 o-hydroxybenzamide −1.820 −1.109
4 2,3-dichloronitrobenzene −3.480 −3.374 4 p-hydroxyacetanilide −1.030 −1.022
4 3,4-dichloronitrobenzene −3.200 −3.436 4 1-naphthol −2.220 −2.638
4 benzamide −0.960 −0.401 4 2-naphthol −2.280 −2.540
4 acetanilide −1.330 −0.893 4 phenylmethanol −0.400 −0.785
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Abstract 0 Study of recombinant human tissue factor pathway
inhibitor (rhTFPI) solubility shows (1) an inverted bell-shaped pH−
solubility profile with a broad solubility minimum between pH 5 and
10 such that the solubility minimum midpoint is 2−3 pH units away
from its isoelectric point; (2) a negative temperature−solubility
coefficient; (3) a strong dependence of solubility on the valence of
electrolytes, with both multivalent cations and anions enhancing this
effect; and (4) a significant increase of solubility in the presence of
charged polymers. At pH 6−7, rhTFPI solubility−salt profiles display
typical salting-in and salting-out biphasic effects. At a slightly lower
pH (pH 5), a third phase in addition to the salting-in and salting-out
phases was observed at low ionic strength conditions (5 to 50 mM)
where rhTFPI solubility increased as salt concentration decreased.
The salting-out constant for rhTFPI in NaCl is 1.04 M-1 and is
independent of the pH of the solution. Resolubilization of rhTFPI
precipitates revealed that “insolubility precipitates” (seen during buffer
exchanges) resulted from protein solute saturation and could be
redissolved by “native” solvent conditions. On the other hand, “instability
precipitates” (typically seen after exposure to elevated temperatures
or extended storage periods) were caused by insoluble protein
aggregate formation and required strongly denaturing conditions to
redissolve.

Introduction
Tissue factor pathway inhibitor (TFPI), formerly known

as lipoprotein associated coagulation inhibitor (LACI)1 or
extrinsic pathway inhibitor (EPI),2 is an endogenous inhib-
itor of tissue factor-mediated blood coagulation. It forms a
quaternary complex with tissue factor, factor VIIa, and
factor Xa. This complex prevents factor Xa from participat-
ing in the formation of prothrombinase complex, thus
blocking the generation of thrombin from prothrombin.3

Recombinant human tissue factor pathway inhibitor
(rhTFPI) expressed from Escherichia coli is a pharmaceuti-
cally important protein. In animal studies, rhTFPI has
been shown to be effective in preventing thrombosis in a
rabbit model of vascular trauma.4 In a baboon sepsis model
and a rabbit focus-of-infection model, rhTFPI was associ-
ated with a marked improvement in survival rate compared
with that of the placebo.5,6

The E. coli-derived rhTFPI lacks glycosylation and is
sparingly soluble in physiological media (approximate
solubility in aqueous media under physiological pH condi-
tions is 0.2 mg/mL). Chaotropic agents (e.g., urea) have
been employed to maintain its solubility during the puri-
fication process.7 The low solubility of rhTFPI poses a
significant challenge during process and formulation de-
velopment, product manufacturing, and clinical adminis-
tration of this molecule.

Protein solubility has recently been reviewed in a
number of publications.8-10 Although it is known that pH
and salt conditions can have a modulatory effect, strategies
for enhancing the solubility of proteins at or near physi-
ological conditions are usually derived through trial and
error, and differ considerably from one protein to the other.
Low solubility is often thought to result from a combination
of electrostatic and hydrophobic interactions between
protein-solvent and protein-protein molecules.11 The
solubility of a protein apparently depends on subtle solvent
disturbances in the distribution of charged, polar, and
hydrophobic residues on the protein surface. However,
because the key interactions dictating the mechanisms of
insolubility and precipitation are not fully understood, an
empirical approach is often taken when attempting to
increase the solubility of a protein.

The solubility properties of rhTFPI are unique in being
significantly influenced by the distribution of both posi-
tively and negatively charged residues in clustered domains
on the polypeptide chain. The rhTFPI molecule consists of
an acidic amino-terminal region, three Kunitz-type do-
mains in tandem, and a basic carboxyl-terminal region
(Figure 1).7,12 Inter- and intramolecular electrostatic in-
teractions between the two charged termini may confer
poor solubility characteristics on the protein under physi-
ological conditions. One goal of the present investigation
was to understand the solubility behavior of rhTFPI under
various pH, salt, and formulation conditions to aid in
developing robust manufacturing processes and an ap-
propriate formulation for this protein.

A second goal of this study was to understand precipita-
tion phenomena in pharmaceutical proteins using rhTFPI
as an example. Protein precipitation resulting from changes
in protein solubility is a common occurrence during puri-
fication and formulation processes. It is often not dif-
ferentiated from the formation of insoluble protein aggre-
gates caused by protein instability resulting from exposure
to stress conditions encountered during production pro-
cesses or extended storage. For example, a temperature
change during processing could either alter protein solubil-
ity, resulting in protein precipitation, or affect protein
stability, leading to protein aggregation and precipitation.
In this article, we have designated a protein precipitate
originating from an excess amount in a saturated solution
as an “insolubility precipitate”. In contrast, a protein
precipitate attributable to changes in stability has been
labeled as an “instability precipitate”. Because the mech-
anisms of creation of the two precipitates are different, it
was hoped that the characterization of these precipitate
types would aid in developing approaches to prevent their
formation during processing and storage of the protein.

Materials and Methods
MaterialssRecombinant human TFPI was expressed in E. coli

and purified by a series of chromatographic, diafiltration, and
associated procedures described previously.7,12,13 The purified
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protein, 10 mg/mL in a solution containing 150 mM NaCl and 2
M urea buffered with 20 mM sodium phosphate at pH 7, was
stored at -70 °C as a frozen bulk. This protein was used as the
starting material for all solubility studies. Dextran (MW 10 000),
dextran sulfate (MW 10 000), poly-L-arginine hydrochloride (MW
11 800), poly-L-glutamine (MW 10 100), and poly-L-glutamic acid
sodium salt (MW 1000) were purchased from Sigma Chemical Co.
Poly(acrylic acid) (MW 10 000) was purchased from Polysciences,
Inc. All buffer solutions for solubility screening and resolubilization
experiments were prepared by Chiron Media Service Groups using
reagent grade chemicals.

Solubility ScreeningsA dialysis method was used for the
solubility screening experiments. Approximately 2-3 mL of
rhTFPI bulk was loaded into a dialysis tubing (Spectra/Por 7 from
Spectrum Inc., MWCO 3500) and dialyzed against 50- to 100-fold
excess buffer solution (three exchanges per run) at either 4 °C or
ambient temperature for 12 to 24 h. The dialysate was filtered
through a 0.2-µm filter (Spin-X centrifuge tube filters from Corning
Costar Corp.) to remove visible precipitate, and the resulting clear
protein solution was analyzed for concentration of remaining
soluble rhTFPI by ultraviolet (UV) absorbance and/or one of two
high-performance liquid chromatography (HPLC) methods. Bio-
activity, based on the anticoagulation role of TFPI, was assessed
by measuring in vitro prothrombin time.

UV Absorbance MeasurementsUV absorbance of protein
solutions was measured using a Hewlett-Packard Diode Array
spectrometer (Model 8452). Absorbance at 278 and 400 nm for
protein solutions (P278 and P400) and buffer solutions (B278 and B400)
was recorded using a 1.0-cm path length quartz cuvette. The
concentration of rhTFPI in mg/mL was calculated using an
extinction coefficient of 0.68 (mg/mL) -1cm-1 according to the
following expression:

High-Performance Liquid Chromatography (HPLC)s
Cation-exchange HPLC (CEX-HPLC) was performed on a Phar-
macia Mono-S HR 5/5 glass column using a Waters 626 LC system

with a 717 heater/cooler autosampler. The column was equili-
brated with 80% mobile phase A (70:30 v/v, 20 mM sodium acetate:
acetonitrile at pH 5.4) and 20% mobile phase B (70:30 v/v, 20 mM
sodium acetate and 1 M ammonium chloride:acetonitrile at pH
5.4). After injection, the protein was eluted by increasing mobile
phase B to 85% in 21 min at a flow rate of 0.7 mL/min. The rhTFPI
eluted at ∼16.5 min as a single peak and was detected by UV
absorbance at 280 nm with a Waters 486 absorbance detector.
Data acquisition and processing were performed on a Perkin-Elmer
Turbochrom system. Protein concentration was estimated by
integrating the peak area and comparing it with a standard curve
generated from samples of known concentrations.

Reversed-phase HPLC (RP-HPLC) was performed on a Rainin
Microsorb-MVC8 column (5 cm × 4.6 mm, 5 µm, 300 Å) using a
Waters 626 LC system with a 717 heater/cooler autosampler. The
column was equilibrated with 86% mobile phase A (30% acetoni-
trile/0.45% TFA) and 14% mobile phase B (60% acetonitrile/0.45%
TFA). After injection, the protein was eluted by increasing mobile
phase B to 20% in 6.5 min, then to 68% in 15.5 min, and finally to
100% in 17 min at a flow rate of 1 mL/min. Eluted protein was
detected by UV absorbance at 280 nm with a Waters 486
absorbance detector. Data acquisition and processing were per-
formed on a Perkin-Elmer Turbochrom system.

The Prothrombin Time BioassaysThe in vitro Prothrombin
Time bioassay (PT assay) was performed on a Coag-A-Mate RA4
instrument (Organon, Teknika). Samples were first diluted to 150
µg/mL with a urea buffer (2 M urea, 20 mM sodium phosphate,
250 mM NaCl, pH 7.2) and then to 30 µg/mL with a Tris buffer
(50 mM Tris, 100 mM NaCl, 1 mg/mL bovine serum albumin, pH
7.5). Finally, standards of known rhTFPI concentrations were
diluted to 18, 15, 12 and 9 µg/mL and test samples to ∼15 and 12
µg/mL by the Tris buffer. A 10-µL aliquot of diluted sample was
first mixed with 90 µL of Verify I (Organon Teknika) in a plastic
test tray (Organon Teknika) and the tray was then placed into
the Coag-A-Mate instrument. A 200-µL aliquot of Simplastin Excel
(Organon Teknika) was added to each well to initiate the clotting
process. The clotting times for test samples and standards were
recorded. The clotting time for the test sample was converted to

Figure 1sStructure of rhTFPI with the charged amino acid side chains marked. The three Kunitz-type domains are also shown.

[(P278 - P400) - (B278 - B400)]/0.68 (1)
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rhTFPI potency by interpolation on the standard curve, which
plotted the natural log of the clotting time versus rhTFPI
concentration.

Circular Dichroism (CD) MeasurementsFar UV CD spec-
tra of rhTFPI samples were obtained with a JASCO-710 spec-
tropolarimeter (Jasco Inc., Easton, MD) using a 0.2-mm path
length cylindrical quartz cell.

Results
Solubility Screening StudiessThe solubility of

rhTFPI in 10 mM sodium phosphate at pH 7 is <0.5 mg/
mL. Known amounts of a number of solubilizing solutes
were added to this buffer to enhance the aqueous solubility
of rhTFPI, and the data are shown in Figure 2. We have
divided the tested solutes into three classes: minor, moder-
ate, or good solubilizing agents. Minor solubilizers were
defined as compounds that enhanced rhTFPI solubility by
several fold to a concentration not exceeding 1 mg/mL;
these include NaCl, KCl, mannitol, sorbitol, sucrose, gly-
cine, leucine, glutamic acid, polysorbate 20, polysorbate 80,
dextran, and poly-L-glutamine. Moderate solubilizers were
defined as those compounds that increase rhTFPI solubility
into the range of 1 to 5 mg/mL; these include lysine,
arginine, aspartic acid, succinic acid, malic acid, and
tartaric acid. Finally, good solubilizers were those that
increased rhTFPI solubility to concentrations >5 mg/mL.
These include MgCl2, Na2SO4, (NH4)2SO4, maleic acid, citric
acid, poly-L-glutamic acid, poly-L-arginine, dextran sulfate,
and poly(acrylic acid). The classification reveals a clear
pattern. Neutral compounds, polymers, and monovalent
ions have a marginal effect on rhTFPI solubility, whereas
multivalent electrolytes and ionic polymers exhibit a more
marked effect.

There was a modest temperature effect on rhTFPI
solubility. Solubility of rhTFPI at 4 °C was slightly higher
than that measured at ambient temperature. This was
independent of the type of solvent tested. Thus, rhTFPI
has a negative temperature coefficient for solubility.

Effect of pH on SolubilitysThe solubility of rhTFPI
as a function of pH was investigated in the pH range 3-11
buffered by either 20 mM sodium acetate, sodium glutamate,
sodium succinate, sodium phosphate, or glycine. Because
the pH profile of a protein may depend on the ionic
strength,14 we included 150 mM NaCl in the buffer systems
to minimize the difference in ionic strength for these

buffers. The function appeared as an inverted bell-shaped
curve (Figure 3) with a minimum solubility trough between
pH 5 and pH 10. The lowest solubility was ∼0.5-1 mg/mL
centered near pH 7, which is 2-3 pH units away from the
isoelectric point of rhTFPI (9.2). Below pH 4.5 and above
pH 10.5, rhTFPI solubility rose sharply and eventually
exceeded 10 mg/mL.

Effect of Ionic Strength on SolubilitysWe investi-
gated the dependence of rhTFPI solubility on ionic strength
in NaCl solutions buffered by sodium phosphate at pH 5,
6, and 7 and by sodium acetate at pH 5. Figure 4 shows
the logarithm of rhTFPI solubility as a function of the ionic
strength at the three pH conditions. The ionic strength, I,
was defined as

where Ci is the concentration of the ith ion and Zi is the
charge on the ith ion. At pH 6 and 7, rhTFPI solubility
shows typical “salting-in” and “salting-out” biphasic curves.
The solubility initially increased with ionic strength to ∼1
M and then decreased at subsequent, higher ionic strengths.
The entire solubility curve at pH 6 was lower than that at
pH 7. At pH 5, buffered by either phosphate or acetate, a
triphasic solubility curve was observed. At this pH, the
rhTFPI solubility curve in the normal salting-in and
salting-out regions was lower than the curve at pH 6. In
contrast to the behavior at pH 6 and 7, a large part of the
salting-in phase was diminished. Instead, a third phase at
low ionic strength conditions was observed in which rhTFPI
solubility increased as the ionic strength decreased.

The salting-out part of the solubility curves at pH 5
(0.5-2 M ionic strength), 6, and 7 (1-2.5 M ionic strength)
exhibited a linear dependence of the logarithm of the
solubility value on ionic strength. This part of the solubility

Figure 2srhTFPI solubility in various solvent systems at 4 °C (shaded) and
ambient temperature (open). All solutions were buffered at pH 7 by 10 mM
sodium phosphate, which is also shown as the control. Concentrations of
tested compounds were 150 mM for salts and amino acids, 5% (w/v) for
mannitol and sorbitol, 9% (w/v) for sucrose, 0.1% (w/v) for polysorbates, 0.5%
(w/v) for dextran, dextran sulfate, and poly(acrylic acid), 0.75 mM for poly-L-
glutamine, and 1 mM for poly-L-glutamic acid and poly-L-arginine. Poly-L-
glutamine, poly-L-glutamic acid, and poly-L-arginine show only ambient
temperature solubility data.

Figure 3sDependence of rhTFPI solubility on pH in 150 mM NaCl and 20
mM buffer of sodium acetate (triangle), sodium phosphate (diamond), glycine
(inverted triangle), sodium L-glutamate (square), and sodium succinate (circle).

Figure 4sDependence of logarithm rhTFPI solubility on the ionic strength in
sodium chloride solutions buffered with 5 mM sodium acetate at pH 5 (filled
diamond) and sodium phosphate at pH 5 (open triangle), pH 6 (open square),
and pH 7 (open circle).

I ) 1/2 Σ Ci Zi
2 (2)
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curve was analyzed by the following empirical equation:8

where S is protein solubility, â is a constant, Ks is the
salting-out constant, and I is the ionic strength. The two
salting-out parameters, â and Ks, were calculated (Table
1). Results in Table 1 show the parameter â (solubility
extrapolates to zero salt concentration without considering
the salting-in effect) depended on pH, whereas the salting-
out constant Ks did not and was averaged to be 1.04 M-1.
These results are consistent with similar data for other
proteins.15

Resolubilization of Insolubility PrecipitatessProtein
precipitates are usually formed from one of two distinct
mechanisms. (1) exceeding the solubility limit of the protein
in the medium leads to an “insolubility precipitate”; and
(2) a partial or complete unfolding of the protein resulting
in aggregation that eventually gives rise to an “instability
precipitate”. The latter is so-called because this type of
precipitate is usually seen as a result of prolonged storage
of the protein. Experiments were designed to understand
these processes by examining the resolubilization behavior
of the two types of precipitates in selected media.

A double-dialysis approach was employed for investiga-
tion of the insolubility precipitate. In the first step of this
experiment, insolubility precipitates were generated within
dialysis bags. A bulk solution of rhTFPI was dialyzed
against phosphate-buffered saline (PBS) because of its
rather limited solubility in this medium. One bag contain-
ing the precipitate was removed, and the amount of soluble
protein was measured to obtain a control solubility value
for each experiment. In a subsequent step, the remaining
dialysis bags containing precipitate were transferred into
resolubilizing media such as sodium citrate, arginine, or
urea, and further dialyzed against those media. After
completion of this second dialysis step, the amount of
soluble protein in the bag was measured. We compared the
amount of rhTFPI resolubilized by a given medium with
the control solubility in PBS obtained from the first step
to evaluate the effect of the resolubilization condition. We
also measured the in vitro bioactivity of the resolubilized
rhTFPI to assess its conformational state.

The resolubilization results are shown in Table 2. The
control sample (dialyzed against PBS only) showed that
0.69 mg of the initial 10 mg of rhTFPI present per mL in
the bag remained soluble after the first dialysis step; that
is, >90% of the protein precipitated. In the second dialysis
for resolubilization, 0.15 M arginine was able to convert
approximately one-fourth to one-third of the precipitated
amount into soluble protein, and 0.15 M sodium citrate
converted almost the entire precipitate into soluble protein.
Urea proved to be another good resolubilization agent, with
2 M urea converting half and 8 M urea converting all of
the precipitated rhTFPI into soluble protein. A slightly
higher recovery in 8 M urea than the starting concentration
was probably caused by concentration due to osmotic
pressure produced during dialysis.

The addition of 0.1 M dithiothreitol (DTT) to the two
different concentrations of urea produced dissimilar effects.
In 2 M urea containing 0.1 M DTT, almost no soluble
rhTFPI was detected after the second dialysis step, showing
that the presence of DTT had an adverse effect on resolu-
bilization in the more dilute urea solution. In contrast, 0.1
M DTT in 8 M urea had little effect on the resolubilization
of rhTFPI. Regardless of its effect on resolubilization, DTT
evidently produced conformational changes in the rhTFPI
molecule. The bioactivity data in Table 2 indicate that
resolubilized rhTFPI remained fully active (within the
(20% variation of the assay) except when DTT was present
in the resolubilization medium.

To understand the role of DTT in the resolubilization
studies more clearly, the urea/DTT resolubilization experi-
ment was repeated using a broader urea concentration
range (Figure 5). When the amount of rhTFPI resolubilized
in the second dialysis step was plotted as a function of the
urea concentration in the dialysis medium, an initial low
phase was followed by a transition phase and a high
recovery phase regardless of the presence of DTT. However,
the transition occurred at a much lower urea concentration
(∼1.5 M) in the absence of DTT. In 1.5 M urea, rhTFPI
was still biologically active, as determined by the PT assay.
Measurements by CD or fluorescence showed that the
molecule retained its native conformation (data not shown).
With DTT present in the resolubilization medium, the
transition was shifted to a higher urea concentration (∼3.5
M). Because disulfide bonds have been shown to play a
critical role in folding and conformational stability of
Kunitz-domain-containing proteins,16 it is thought that
reduction of these bonds by DTT may have resulted in the
exposure of hydrophobic regions to the aqueous medium,
leading subsequently to rhTFPI denaturation. Thus, stron-
ger denaturing conditions were needed to resolubilize the
precipitated protein when DTT was present in the medium.

To test this hypothesis further, we analyzed rhTFPI in
8 M urea with and without DTT by CD and a RP-HPLC
procedure. As shown in Figure 6, the far UV CD spectrum

Table 1sSalting-Out Parameters for rhTFPI in Sodium Chloride
Solutions Buffered by Either Acetate or Phosphate to pH 5, 6, and 7a

pH (buffer species) â Ks (M-1)

5 (sodium acetate) 0.51 0.95
5 (sodium phosphate) 0.56 0.99
6 (sodium phosphate) 1.90 1.09
7 (sodium phosphate) 2.07 1.12

a The salting-out parameters were calculated by linear fitting salting-out
part of the solubility curves from 0.5 to 2 M ionic strength for pH 5 and from
1 to 2.5 M ionic strength for pH 6 and 7.

Table 2sResolubilization of rhTFPI Solubility Precipitatea

resolubilization buffer
soluble rhTFPI

(mg/mL)
specific

bioactivity

control (PBS) 0.69 1.10
PBS + 2 M urea 5.52 0.82
PBS + 8 M urea 12.2 1.04
PBS + 2 M urea + 0.1 M DTT 0.01 0.10
PBS + 8 M urea + 0.1 M DTT 11.4 0.11
0.15 M L-arginine 3.01 0.92
0.15 M sodium citrate 9.44 1.01

a The concentration of soluble rhTFPI was measured by the RP-HPLC
method regardless of peak shift for samples containing DTT. Specific bioactivity
was estimated from the PT assay results versus the protein concentration
measured by the RP-HPLC.

Figure 5sResolubilization of rhTFPI “insolubility precipitate” in urea solvents
in the absence (circle) and presence (square) of 0.1 M DTT.

log S ) â - Ks I (3)
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of rhTFPI in 8 M urea resembles the spectra in both 2 M
urea and PBS, but with a slight loss of conformation,
whereas addition of 0.1 M DTT in 8 M urea results in a
significant loss of secondary structure. Similarly, RP-HPLC
chromatograms showed that the rhTFPI peak eluted at 13
min in both a control sample without urea and an 8 M urea
sample. With the addition of 0.1 M DTT in the 8 M urea
solution, the rhTFPI peak shifted to 17.5 min, indicating
increased hydrophobicity of the protein under this condi-
tion. These observations support the conclusion that reduc-
tion of disulfide bonds by DTT unfolds the protein, thus
exposing hydrophobic regions at the surface.

Resolubilization of Instability PrecipitatessInsta-
bility precipitates of rhTFPI were generated by incubating
a 0.4 mg/mL rhTFPI solution in 10 mM sodium phosphate
at pH 7, 150 mM NaCl, and 0.005% polysorbate 80 at 40
°C for various periods of time. Under these conditions, the
major degradation pathway of the protein has been deter-
mined to be protein aggregation that eventually results in
formation of a visible precipitate over time. Stability
samples at t ) 0, 3, and 13 days were withdrawn and were
analyzed for remaining soluble protein after removal of the
visible precipitate by filtration. Samples containing pre-
cipitate (i.e., without filtration) were also dialyzed against
0.1 M sodium citrate, 2 M urea, and 8 M urea in attempts
to resolubilize the precipitated protein.

Table 3 displays the remaining soluble protein in stabil-
ity samples and the total amount of soluble rhTFPI in the
stability samples after resolubilization. Upon incubation
at 40 °C for 3 and 13 days, the amount of soluble protein
decreased to 73 and 44% of the initial value, respectively.
When the stability samples containing the soluble and
precipitated protein were dialyzed into citrate and urea
resolubilizing media, only small fractions of the precipi-
tated protein could be resolubilized using 0.1 M sodium

citrate or 2 M urea solutions (7-10% resolubilized from
the 13-day stability sample containing 56% rhTFPI as a
precipitate). On the other hand, resolubilization by an 8
M urea solution afforded a quantitative recovery of the
instability precipitate. These data indicate that the pre-
cipitated protein in stability samples was not resolubilized
by native or near-native media (such as 0.1 M sodium
citrate or 2 M urea) but needed strong denaturing condi-
tions for resolubilization.

Discussion
Adequate solubility of a protein in aqueous media is a

critical requirement for development of commercial manu-
facturing processes and stable formulations for clinical
application. Determination of protein solubility often re-
quires preparation of a saturated solution in the given
medium. Common techniques include dialysis, ultrafiltra-
tion, dissolution of a dried protein powder, or precipitation
with poly(ethylene glycol).10,17,18 We have used a dialysis
method to study rhTFPI solubility. The dialysis approach
is simple and allows rapid screening of a large number of
potential solvents. If the protein concentration in the
starting material is sufficiently high and precipitation is
observed during dialysis, the soluble fraction of the protein
measured within the dialysis membrane represents its
saturated solubility in the selected medium. If protein
solubility in a particular solvent exceeds the protein
concentration in the starting material, further concentra-
tion of the dialyzed solution by ultrafiltration may be
necessary to obtain the true maximum solubility. In this
paper, we used the dialysis approach not only for obtaining
the solubility value for a protein but also for performing
further studies to elucidate solubility mechanisms.

Attractive Ionic Interaction Limits rhTFPI Solu-
bilitysProteins with poor aqueous solubility are often
considered to be “hydrophobic”.9 We have reason to believe
that the insolubility of rhTFPI’s may originate from at-
tractive electrostatic interaction between the termini of the
protein. The rhTFPI molecule consists of a single polypep-
tide chain of 277 amino acid residues. It has a total of 11
aspartate, 25 glutamate, 17 arginine, and 25 lysine resi-
dues. (The histidine residue is not included because the
pKa of its side chain is close to neutral pH, making its
protonation state difficult to predict.) These ionizable
residues in the protein are randomly distributed within the
polypeptide structure, including the three Kunitz domains,
except at the two termini where they are present in clusters
(Figure 1). The N-terminus contains 3 aspartate and 5
glutamate residues that are located between residues 2 to
16. Similarly, 10 lysine, 4 arginine, and 2 glutamate
residues are located between residues 240 to 275 at the
C-terminus. At neutral pH, the N-terminus (containing 8
negatively charged residues) behaves as an anionic polymer
and the C-terminus (containing 14 positively charged
residues) behaves as a cationic polymer. Such uneven
charge distribution may result in a large dipole moment
on the protein molecule. Thus, electrostatic attractive forces
between the two termini and dipole-dipole interaction
between two protein molecules may cause both intra- or
intermolecular interactions, resulting in reduction of pro-
tein solubility.19

The hypothesis that insolubility of rhTFPI is attributable
to the electrostatic interaction of its two charged termini
is supported by the following facts: (1) The rhTFPI pH-
solubility curve shows an unusually broad solubility mini-
mum trough around neutral pH (Figure 3). This trough is
probably caused by the strong ionic interaction of positively
charged lysine and arginine residues with negatively
charged aspartate and glutamate residues. In the trough

Figure 6sFar UV CD spectra of four rhTFPI samples. These four samples
are (A) 0.48 mg/mL rhTFPI in PBS; (B) 0.94 mg/mL rhTFPI in 2 M urea and
PBS; (C) 1.24 mg/mL rhTFPI in 8 M urea and PBS; (D) and 1.27 mg/mL
rhTFPI in 0.1 M DTT, 8 M urea, and PBS (D). The CD signals were normalized
to the 0.48 mg/mL rhTFPI sample for comparison.

Table 3sPercent Remaining Soluble Protein in rhTFPI Samples after
Incubation at 40 °C for 0, 3, and 13 Days and after Resolubilizationa

total soluble protein in
resolubilized stability samples
by the following solvents, %

samples

soluble protein
in stability samples

with no resolubilization, %
0.1 M
citrate

2 M
urea

8 M
urea

t ) 0 100 − 100 −
t ) 3 days 73 − 73 110
t ) 13 days 44 51 54 96

a Resolubilization by 0.1 M sodium citrate (only for t ) 13 days stability
sample), 2 M urea (all three stability samples), and 8 M urea (only for t ) 3
and 13 days stability samples). All values were normalized to the t ) 0 stability
sample.
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pH region, these residues are all strongly charged. (2) The
C-terminal truncation analogues of rhTFPI exhibit a much
greater aqueous solubility than the full-length rhTFPI. For
example, an analogue containing the N-terminus and the
first two Kunitz domains (analogue 1-160) and missing
the positively charged C-terminus, has an aqueous solubil-
ity >15 mg/mL (Gustafson, M. E., personal communica-
tion). This solubility is almost 2 orders of magnitude higher
than the submilligram solubility of the full-length protein.
(3) Both cationic (e.g., poly-L-arginine) and anionic poly-
mers (e.g., dextran sulfate, poly-L-glutamate, and poly-
(acrylic acid)) have remarkable solubilizing effects on
rhTFPI. Presumably, ionic polymers can bind to the termini
clustered with oppositely charged residues. Such binding
shields charges on one terminus, preventing it from
interacting with the other terminus. (4) Compounds likely
to affect hydrophobic properties of proteins have no effect
on rhTFPI solubility. For instance, hydrophobic and neutral
amino acids have little effect on rhTFPI solubility (Figure
2). In addition, polysorbate surfactants and poly(ethylene
glycol) also did not enhance the protein solubility. There-
fore, it is unlikely that hydrophobic interactions play a
critical role in rhTFPI insolubility. (5) The solubility of
rhTFPI shows a negative temperature coefficient. Because
most of the tested conditions are within the salting-in
region, where the electrostatic interaction dominates the
solubility, the negative temperature effect is probably due
to the decreased dielectric constant instead of the increase
in the hydrophobic interaction at high temperatures.
Decrease in dielectric constant strengthens the electrostatic
interaction between the protein termini, thus reducing the
solubility. Taken together, these observations strongly
suggest that poor aqueous solubility of rhTFPI is a result
of ionic interaction of the two charged termini.

Unbalanced Charge Distribution on the Two Ter-
mini Shifts the Solubility Minimum Away from the
pIsMany proteins show an inverted bell-shaped pH-
solubility curve with a solubility minimum at or close to
the isoelectric point.20,21 The net zero charge on the protein
surface at its pI decreases the repulsive forces between
protein molecules and makes the protein prone to precipi-
tation. Solubility rises as net charge increases at lower pH
due to the protonation of negatively charged residues, and
at higher pH, because of deprotonation of positively charged
residues. The pI of rhTFPI is 9.2 and its solubility
minimum is centered around pH 7. The considerable
deviation of the solubility minimum from its pI may be
attributed to the nature of the charge distribution on the
polypeptide chain. As already mentioned, the N-terminus
contains 8 negatively charged residues and the C-terminus
contains 14 positively charged residues. Because the
number of positively charged residues on the C-terminus
is greater than the number of negatively charged residues
on the N-terminus, the interaction between the two termini
may not reach a maximum at its pI but at neutral pH
where all the anionic and cationic residues are fully
charged. Therefore, the minimum solubility of rhTFPI is
shifted to the neutral pH region.

Salting-In, Salting-Out, and the Third Solubility
Phase at Low Ionic StrengthsWhen salt is gradually
added to a protein solution, the solubility of the protein
usually exhibits two macroscopic processes. First, protein
solubility increases, reaching a maximum when the salt
concentration produces low to moderate ionic strength
conditions. Then, protein solubility decreases as the salt
concentration further increases the ionic strength of the
solution. These two macroscopic processes are known as
“salting-in” and “salting-out” effects. The salting-in effect
can be readily explained using the Debye-Hückel screen-
ing through nonspecific electrostatic interactions between

a charged protein macro-ion and surrounding small ions.20,22

This theory assumes protein molecules are approximately
spherical macro-ions with uniformly distributed charges.
Interaction with small counterions stabilizes protein macro-
ions and decreases their activity coefficients, resulting in
an increase in solubility. At low ionic strengths where the
salting-in effect predominates, protein solubility is usually
a function of the ionic strength and independent of the ion
type.

At higher concentrations of salt, the solute molecules
compete with protein molecules for water molecules to
attain hydration. An increase in salt concentration pro-
motes hydrophobic interactions between protein molecules,
decreasing protein solubility. In contrast to the salting-in
effect, protein salting-out depends strongly on the ion type.
The effectiveness of a salt for this phenomenon follows the
lyotropic or Hofmeister series.23

At pH 5, in addition to the expected salting-in and
salting-out, a new phase was observed for rhTFPI at low
ionic strength conditions (5 to 50 mM). Addition of salt
resulted in an effect opposite to the salting-in effect, as
protein solubility decreased with increase in salt concen-
tration. The origin of this phase is not clear to the authors
at the present time. However, we speculate that increased
electrostatic repulsive forces between protein molecules at
low ionic strength may increase its solubility. At pH 5,
positively charged residues, such as arginine and lysine,
are fully charged, whereas negatively charged residues,
such as glutamate and aspartate, are only partially charged.
Under low ionic strength conditions, an overwhelming
population of positively charged residues on rhTFPI may
yield a repulsive force strong enough to prevent it from
precipitating. The addition of salt to such a solution would
increase the dielectric constant of the solution, resulting
in a weakening of the electrostatic interactions, thus
decreasing solubility.

In addition to the third phase observed at the low ionic
strength conditions at pH 5, we also noticed that rhTFPI
solubility became somewhat pH independent around an
ionic strength of 0.25 M under the tested pH range. Further
work is needed to explore this effect.

The salting-in effect explains quite well the solubility
effectiveness of the salts we examined in Figure 2. Com-
pared with the relatively poor solubilizing salts NaCl and
KCl, the good solubilizing salts MgCl2, Na2SO4, (NH4)2SO4,
and MgSO4 all affect the ionic strength to a much greater
extent and are, therefore, believed to be more effective in
solubilizing rhTFPI. In contrast, the polyelectrolytes show-
ing good solubilizing effect on rhTFPI act by binding to the
basic C-terminus or the acidic N-terminus but not by
merely increasing the ionic strength. For example, 0.75 mM
poly-L-arginine (MW 11 800 daltons) and 1 mM poly-L-
glutamate (MW 1000 daltons) both solubilized rhTFPI to
the same extent (Figure 2) despite having widely different
effects on the solution ionic strength because of the
approximately 10-fold variance in the number of charges
they are carrying.

Insolubility Precipitates and Instability Precipi-
tatessAs shown in Table 2, rhTFPI insolubility precipitate
can be redissolved in media containing sodium citrate,
arginine, or low concentrations of urea. These media do
not denature the protein and are good solubilizers for
native rhTFPI. This result indicates that the interactions
responsible for formation of insolubility precipitates are
weak and probably nativelike. Therefore, insolubility pre-
cipitates are most likely formed from native rhTFPI
molecules. The following reaction scheme is indicated:

N T Insolubility Precipitates
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In contrast, instability precipitates formed as a result
of a thermal treatment or on addition of DTT require media
with high concentrations (4 M) of urea for resolubilization
(Figure 5). The interactions between precipitated protein
molecules are strong in these cases and require denaturing
conditions to break them down, suggesting that instability
precipitates must be formed from denatured (or partially
denatured) protein molecules. The reaction scheme can be
described as follows:

Although it is possible that instability precipitates may be
converted from insolubility precipitates as shown in the
following mechanism, we do not believe this mechanism
fits our data on rhTFPI:

The small temperature coefficient for rhTFPI solubility is
unlikely to limit its solubility at 40 °C to create an
insolubility precipitate. Further, addition of 2 M urea failed
to recover any instability precipitates for the t ) 3 days
stability sample (Table 3), demonstrating an absence of
the insolubility precipitates. Finally, the slow kinetics of
rhTFPI degradation at 40 °C also ruled out the possibility
of a quick conversion from insolubility precipitates to in-
stability precipitates.

The kinetics of formation of insolubility precipitates
differ from those for instability precipitates. The amor-
phous precipitation caused by protein insolubility is often
a much faster event than the aggregation and precipitation
resulting from protein instability. In rhTFPI, the insolubil-
ity precipitate is formed immediately upon buffer exchange,
and the turbidity of the solution develops within minutes.
On the other hand, rhTFPI instability precipitates are
formed over much longer periods of time (weeks to months
at high temperatures). For example, loss of soluble rhTFPI
(increase of precipitated protein) at 40 °C was estimated
to have a half-life of ∼12 days, based on the data in Table
3. The kinetics of formation of an insolubility precipitate
often contains a lag phase (nucleation) and a rapid growth
phase (polymerization),10 whereas instability precipitate
formation may be governed by its unimolecular unfolding
as the rate-limiting step that is then followed by a rapid
polymerization process.24

Conclusions
In conclusion, our studies to determine the solubility of

rhTFPI under various solvent conditions showed that
rhTFPI solubility is predominantly affected by the charge
distribution on the protein molecule itself as well as on the
solvent ions present in the surrounding medium. Consider-
ing these interactions, the limited solubility of the protein
under physiological conditions could be explained and
solutes were identified to enhance rhTFPI solubility in
aqueous media. Detailed examinations of protein-salt
interactions have revealed a third solubilizing phase for
rhTFPI at pH 5 under low ionic strength condition that is
different from the normal salting-in and salting-out phases
of the protein. Finally, by comparing the dissolving power
of nondenaturing and denaturing solvent conditions, we
have shown that rhTFPI precipitates formed due to the
limited protein solubility are different from those resulting
from protein instability. Whereas insolubility precipitates
can be resolubilized by nondenaturing solvent conditions,
such as citrate, arginine, and low concentrations of urea,
strong denaturing conditions, such as >4 M concentrations

of urea, are required for resolubilization of instability
precipitates. These observations are expected to be useful
in designing purification processes and formulations need-
ing high aqueous solubility of rhTFPI for further develop-
ment of the molecule as a therapeutic agent.
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Sciences Pharmaceutiques et Biologiques, Université de Rennes I, 35043 Rennes Cedex, France, and Groupe Matière
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Abstract 0 Inclusion complexes between â-cyclodextrin derivatives
and 1,2-dithione-3-thiones were studied in aqueous solution and in
the solid state. Phase solubility study was used to evaluate the
complexation in solution, at 37 °C, of three cyclodextrins, i.e.,
â-cyclodextrin (âCD), hydroxypropyl-â-cyclodextrin (HPâCD), sulfobutyl
ether-7-â-cyclodextrin (SBE7âCD), and four 1,2-dithiole-3-thiones, i.e.,
the parent compound dithiolethione (DTT), dimethyldithiolethione
(DMDTT), 5-phenyldithiolethione (5PDTT), and anetholetrithione (ATT).
Stability constants of the DTT complexes with HPâCD and SBE7âCD
were also determined spectrophotometrically using a nonlinear least-
squares methodology. Differential scanning calorimetry (DSC) and
scanning electronic microscopy (SEM) were used to characterize spray-
dried complexes formed between 5PDTT and SBE7âCD, ATT and
SBE7âCD. Dissolution studies using the USP paddle method were
carried out in water at 37 °C for both ATT and 5PDTT binary systems
with HPâCD and SBE7âCD. Solubility enhancements were much
greater with the more lipophilic ATT and 5PDTT compared to DTT
and DMDTT, whatever the cyclodextrin used, in the rank order
SBE7âCD > HPâCD . âCD. Stability constants obtained (between
120 and 12800 mol-1) were also the highest for the more lipophilic
drugs and in the same rank order SBE7âCD > HPâCD . âCD.
Results obtained by UV spectrophotometry were in good agreement
with those obtained by phase-solubility study. DSC thermograms of
spray-dried complexes of ATT and 5PDTT with HPâCD and SBE7âCD
lacked the endothermal peak of pure drug peak which was found for
the physical mixtures (107 °C and 125 °C for ATT and 5PDTT,
respectively). Finally, dissolution profiles of spray-dried inclusion
complexes studied displayed a faster dissolution rate compared to
physical mixtures and pure drugs. The present study showed that
complexation of 1,2-dithiole-3-thiones with â-cyclodextrin derivatives
resulted in an increase in solubility, allowing intravenous formulation
for bioavailability and metabolism studies and an increase in the
dissolution rate of the drugs, which shoud be of interest for oral
absorption of these lipophilic compounds.

Introduction

1,2-Dithiole-3-thiones are sulfur heterocyclic compounds
naturally found in cruciferous vegetables.1 Among these
compounds of pharmaceutical interest, anetholetrithione
(ATT) has been marketed since 19472 and is prescribed for

its choleretic and sialagogue properties. In the last 15
years, it has been shown that these molecules were able
to inhibit carcinogenesis by increasing the activity of
electrophile detoxification enzymes (phase II enzymes
conjugating with carcinogens favoring their elimination)3

and by increasing intracellular glutathione levels (increas-
ing protection against free radicals, oxidants...). For that
reason the pharmaceutical interest of 1,2-dithiole-3-thiones
is growing since they may be useful for cancer chemopre-
vention in humans.4-6 An oral formulation allowing a
chronic administration of these compounds would be highly
desirable.

Since 1,2-dithiole-3-thiones are highly lipophilic com-
pounds,7-8 and since too high a lipophilicity can result in
low permeability,9 there is a need from a biopharmaceutical
standpoint to increase the poor aqueous solubility of these
nonionizable molecules (around 0.001 mg/mL) in order to
circumvent the low and highly variable absorption gener-
ally seen with such products.10 To reach that goal, we used
cyclodextrins, since preliminary solubilization studies with
cosolvents such as DMSO or PEG resulted in drug pre-
cipitation upon dilution. The â-cyclodextrins (âCD) are
R-1,4-linked cyclic oligosaccharides composed of seven
D-glucopyranose units with a relatively hydrophobic central
cavity and an hydrophilic outer surface.11 These products
are able to entrap poorly soluble drug molecules of ap-
propriate size and polarity in their cavities to form revers-
ible noncovalent inclusion complexes. This may improve
physical and chemical properties of the incorporated guest
molecule allowing, for example, the improvement of stabil-
ity, solubility,12 in vivo drug delivery, and bioavailability.13-14

âCD has been studied extensively despite a very low aque-
ous solubility but some derivatives such as 2-hydroxypro-
pyl-â-cyclodextrin (HPâCD) and more recently an anionic-
ally charged derivative with an average degree of substitu-
tion of 7, sulfobutyl ether-7-â-cyclodextrin (SBE7âCD) have
attracted growing interest due to their greater intrinsic
solubilities allowing improved complexing abilities.12,15

SBE7âCD and HPâCD appear to be parenterally safer
materials, compared to the parent â-cyclodextrin.16

The objectives of this work were (i) to examine the
potential of âCD, HPâCD, and SBE7âCD as solubilizing
agents for four 1,2-dithione-3-thiones, the parent compound
dithiolethione (DTT), dimethyldithiolethione (DMDTT),
5-phenyldithiolethione (5PDTT), and anetholetrithione
(ATT), using the phase-solubility technique and UV-visible
spectrophotometry, (ii) to characterize the complexes formed
by differential scanning calorimetry (DSC) and by scanning
electronic microscopy (SEM), and (iii) to evaluate the rate
of drug dissolution when complexed or not with cyclodex-
trins according to the USP paddle method.
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Experimental Section
MaterialssâCD (KLEPTOSE, MW ) 1135 g/mol) and HPâCD

(ref 615446, D. S. (degree of substitution) ) 5.88; MW ) 1476
g/mole) were kindly provided by Roquette (Lestrem, France) and
SBE7âCD (CAPTISOL, cat. ref no. 7585-39-9; D. S. ) 6.4; MW
) 2163 g/mole) by CyDex (Overland Park, KS).

All 1,2-dithiole-3-thiones studied (Figure 1) were synthesized
by our team, except that ATT was supplied by Solvay Pharma
(Laboratoire de Thérapeutique Moderne, Suresnes, France).

All other reagents and solvents (E. Merck, Darmstadt, Ger-
many) were of analytical grade, and freshly prepared distilled
water was used throughout the study.

Phase-Solubility StudysSolubility measurements were de-
termined according to the method of Higuchi and Connors.17

Excess amounts of 1,2 dithiole-3-thione (10 mg) were weighted into
1 mL screw-cap polypropylene tubes to which were added aqueous
solutions containing increasing concentrations of CDs, ranging
from 0% to 10% (w/v) for HPâCD and SBE7âCD, 0% to 2% (w/v)
for âCD. The suspensions formed were then rotated on a top to
bottom shaker, thermostatically controlled at 37 ( 0.1 °C. After
one week of agitation (equilibrium and absence of drug degradation
were confirmed in preliminary studies), the suspensions were
centrifugated (20000g for 10 min) and appropriately diluted with
the mobile phase, and the total concentration of 1,2-dithiole-3-
thione in the filtrate was analyzed by a reversed phase HPLC
system according to Lefeuvre et al.18 It consisted of a Waters Model
6000A pump (Waters Assoc., Milford, MA) equipped with a Waters
Model WISP 710 B automatic injector, an LDC Milton Roy Model
Spectromonitor 3100 variable-wavelength UV detector (LDC Mil-
ton Roy, Riviera Beach, FL), and a Delsi Model Enica 21 integrator
(Delsi, Suresnes, France). The analytical chromatography column
was a Lichrospher RP-SelectB (Interchim, Montluçon, France)
(125 × 3 mm i.d.; particle size 5 µm). The chromatographic
conditions were as follows: injection volume, 20 µL; column
temperature, 30 °C; mobile phase, mixture of acetonitrile and
water (50:50, v/v); flow rate, 0.5 mL/min; detector operated at 318
and 354 nm for 5PDTT and ATT, respectively.

The experiment was carried out in triplicate, and the stability
constant of each drug-cyclodextrin system (Ks) was then calculated
from the linear portion of the phase solubility diagrams (reporting
drug concentration vs cyclodextrin concentration), assuming that
a 1:1 stoichiometric ratio complex was formed at the initial step
(slope smaller than 1) according to eq 1.17

where so is the drug solubility in water.
UV-Visible SpectrophotometrysThe determination of the

stability constants (Ks) of the parent compound DTT with the
cyclodextrins HPâCD and SBE7âCD was also realized in solution
by UV-visible spectrophotometry ultraviolet (UV) absorption
changes of DTT (5 × 10-5 M) in the presence of aqueous solutions
of HPâCD or SBE7âCD (various concentrations of 5 × 10-5 M,
10-4 M, 2.5 × 10-4 M, 5 × 10-4 M, 10-3 M, 2.5 × 10-3 M, 5 × 10-3

M, 10-2 M, 2.5 × 10-2 M and 5 × 10-2 M) were recorded from 200
to 500 nm with a Uvikon model 922 UV-visible spectrophotometer
(Bio-Tek Kontron instruments, Saint Quentin en Yvelines, France).
Absorbance data were treated by a nonlinear least-squares
methodology. The stability constants were obtained together with
the molar absorptivity coefficient of the DTT-CD complex studied
which could not be experimentally determined since the complex
could not stand alone in solution owing to the dilution effects. The

mathematical model allowing the calculation of absorbances to be
compared to the experimental ones according to the nonlinear
least-squares methodology, issued from the basic equations:

where [DTT], [CD], [DTT-CD] are free equilibrium concentrations
of DTT, CD, and complex, respectively; c2 and c3 are the analytical
concentrations of DTT and cyclodextrin, respectively. The above
system of three equations reduced to the second-order equation
in [DTT-CD]:

The absorbances were calculated for each of the relative
concentrations used according to the Beer-Lambert Law:

where εDTT and εDTT-CD are the molar extinction coefficients of the
pure drug and from the complex, respectively. The minimization
of the least-squares function U ) ∑(Acalc - Aexp)2, calculated over
the 10 concentration ratios mentioned above, was achieved by an
algorithm developed in our department.19,20

Preparation of Solid ComplexessSolid complexes of 1,2-
dithiole-3-thiones and cyclodextrins were obtained by spray-drying
of stoechiometric amounts of drug (ATT or 5PDTT) and cyclodex-
trin (HPâCD or SBE7âCD) (1:1 or 1:2 drug-cyclodextrin mole
ratio). A solution containing the drug (500 mg in 500 mL 95%
ethanol) to which was added 250 mL of an aqueous solution of
the cyclodextrin was spray-dried in a Büchi Mini Spray-drier B-191
apparatus (Büchi, Switzerland) under the following conditions:
flow rate of the solution, 10 mL/min; drying air flow rate, 600 L/h;
air inlet temperature, 100 °C; air outlet temperature, 65 °C;
aspirator capacity, 35 m3/h. The yield of the spray-drying process
was about 60% in the receiving vessel.

Physical mixtures of 1,2-dithiole-3-thione-cyclodextrin systems
were prepared by gently mixing the drug and the cyclodextrin in
a mortar, in the same 1:1 or 1:2 molar ratio.

Particle Size MeasurementssSize distribution of pure ma-
terials, physical mixtures, and spray-dried products was deter-
mined by laser diffractometry using a Mastersizer S (Malvern
Instruments, Orsay, France) particle size analyzer. All results
were expressed as the median volumetric diameter d(v,0.5) which
is the diameter that divides the volume distribution curve of the
sample analyzed in two equal parts.

Differential Scanning CalorimetrysDSC was used to char-
acterize the interactions between both lipophilic 1,2-dithiole-3-
thiones, 5PDTT and ATT, with SBE7âCD. The calorimetric
measurements of raw materials as well as 1:1 physical mixtures
and 1:1 and 1:2 spray-dried complexes were performed with a
Perkin-Elmer DSC-7 differential scanning microcalorimeter (Per-
kin-Elmer, Norwalk, CT) connected to a DEC 425 calculator. The
measurement head was flushed with pure nitrogen gas, and its
temperature was stabilized by circulating cold water-ethanol from
a thermostatic bath controlled at 7 ( 0.1 °C. Temperatures were
calibrated using the melting points of p-nitrotoluene (99.99%, mp
) 51.5 °C, Carlo Erba, Milan, Italy) and indium (99.99%, mp )
156.6 °C, Perkin-Elmer, Norwalk, CT). Energy was calibrated from
the melting enthalpy of indium (28.45 J/g). Samples weighting
from 0.1 to 0.2 mg (for pure compounds 5PDTT and ATT allowing
precise determination of the fusion point) to 10-20 mg (for
physical mixtures and spray-dried complexes with SBE7âCD) were
carefully encapsulated in aluminum pans with a crimped cap into
which was made a needle hole, allowing water evaporation. Only
heat flow measurements were made on all samples at a scanning
heating rate of 10 °C/min in the 85-130 °C temperature range.

Scanning Electronic MicroscopysMorphological features of
the raw materials were compared with a 1:1 physical mixture and
1:1 and 1:2 spray-dried complexes for the binary system (ATT,
SBE7âCD), after examination by SEM (JEOL model JSM-6400,
Tokyo, Japan). The samples were fixed on a brass stub using

Figure 1sChemical structures of 1,2-dithiole-3-thiones studied, their molecular
weights (MW), λmax, log P, and intrinsic water solubility (So) values.

Ks ) slope/so(1 - slope) (1)

Ks ) [DTT-CD]/[DTT][CD] (2)

[DTT] + [DTT-CD] ) c2 (3)

[CD] + [DTT-CD] ) c3 (4)

Ks[DTT-CD]2 - [Ks(c2 + c3) + 1][DTT-CD] + Ksc2c3 ) 0 (5)

Acalc ) εDTT[c2 - (DTT-CD)] + εDTT-CD[DTT-CD] (6)
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double-sided tape and then made electrically conductive by coating
in a vacuum with a thin layer of gold/palladium.

Dissolution StudysUSP XX Type 2 apparatus (rotating
paddle method) was employed to obtain all the dissolution profiles
of pure drugs, 1:1 and 1:2 physical mixtures, and spray-dried
complexes of ATT and 5PDTT with HPâCD and SBE7âCD. Due
to the poor aqueous solubility of these nonionizable compounds,
sink conditions (less than 20% of saturation concentration) could
not be maintained during the tests. Each powdered sample
contained 5 mg of 1,2-dithiole-3-thione. The dissolution medium
consisted of 1000 mL of distilled water thermostated at 37 ( 0.1
°C, and the paddle speed was 100 rpm. Concentration of dissolved
drug was measured continuously (every 15 min for drugs and
physical mixtures, every 30 s for complexes at a wavelength of
318 and 354 nm for 5PDTT and ATT, respectively) using a UV
spectrophotometer (Spectronic 1201 Milton, LDC Milton Roy,
Riviera Beach, FL). Each experiment was carried out in triplicate.

Results and Discussion
Phase-Solubility AnalysissPhase-solubility diagrams

for ATT and 5PDTT, DTT and DMDTT are shown in Figure
2 and Figure 3, respectively. Data obtained from these
diagrams are presented in Table 1. Phase solubility dia-
grams obtained with HPâCD and SBE7âCD showed a
linear relationship between the amount of 1,2-dithiole-3-
thione solubilized and the concentration of cyclodextrin in
solution (Al type diagram) for less lipophilic drugs DTT and
DMDTT (log P ) 1.59 and 2.45, respectively) (Figure 3).
According to Higuchi and Connors theory,17 this may be
ascribed to the formation of soluble 1:1 (1,2-dithiole-3-thi-
one-cyclodextrin) inclusion complexes. For more lipophlilic
ATT and 5PDTT (log P ) 3.82 and 3.67, respectively), the
diagrams were of the Ap type (Figure 2), the positive
curvatures indicating the existence of soluble complexes
with an order greater than 1 in cyclodextrin. âCD, however,
exhibited Al type diagrams according to Higuchi and

Connors classification only with the more lipophilic ATT,
while Bs type diagrams were observed with DTT, DMDTT,
and 5PDTT, with an initial rising portion followed by a
plateau and/or a very slight decrease in total drug concen-
tration in the filtrate due to solid complex precipitation.

Solubility enhancements obtained with the three cyclo-
dextrin solutions, i.e. âCD (2% w/v), HPâCD (10% w/v), and
SBE7âCD (10% w/v), were much greater with the more
lipophilic 1,2-dithiole-3-thiones than with less lipophilic
drugs, in the rank order SBE7âCD > HPâCD . âCD
(Table 1). The values obtained were near 480 times the
intrinsic solubility for 5PDTT (which is 0.0023 mmol/L or
0.48 mg/L) and near 580 times the intrinsic solubility for
ATT (0.0016 mmol/L or 0.39 mg/L) while they only reached
9 times the intrinsic solubility for DTT (3.28 mmol/L or
441 mg/L) and 28 times the intrinsic solubility for DMDTT

Figure 2sPhase-solubility diagrams of ATT− and 5PDTT−cyclodextrin
systems. Top: SBE7âCD and HPâCD; bottom: âCD. Each point is the mean
(±SD) of three determinations.

Figure 3sPhase-solubility diagrams of DTT− and DMDTT−cyclodextrin
systems. Top: SBE7âCD and HPâCD; bottom: âCD. Each point is the mean
(±SD) of three determinations.

Table 1: Data Obtained from the Phase-Solubility Analysis for Each
(1,2-dithiole-3-thione−cyclodextrin) Binary System: Type and Slope of
the Diagrams, Apparent Stability Constant (Ks), and Solubility
Increase with 2% âCD, 10% HPâCD, and 10% SBE7âCD

1,2-dithiole-
3-thione cyclodextrin

type of
curve

slope of
curve

stability
constanta (M-1)

solubility
increasea

ATT âCD Al 0.004 2841 41.3
HPâCD Ap 0.009 6227 458
SBE7âCD Ap 0.020 12834 576

5PDTT âCD Bs 0.049 2322 7.05
HPâCD Ap 0.009 2863 391
SBE7âCD Ap 0.022 10705 482

DMDTT âCD Bs 0.109 408 1.57
HPâCD Al 0.175 654 28.3
SBE7âCD Al 0.214 764 27.1

DTT âCD Bs 0.280 119 1.4
HPâCD Al 0.424 225 9.2
SBE7âCD Al 0.544 364 8.4

a Mean of three determinations.
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(0.376 mmol/L or 61 mg/L). Apparent 1:1 stability constants
(Ks) were obtained from the slopes of the linear portion of
each diagram (slopes always lower than 1); the values,
ranging from 119 to 12834 mol-1, were also the highest
for the more lipophilic drugs (exhibiting Ap type diagrams),
in the same rank order SBE7âCD > HPâCD . âCD (Table
1). Such results, showing the highest complexing ability
of the SBE7âCD compared to HPâCD were also reported
by Okimoto et al.21 for binding constants of several neutral
(uncharged) drugs with SBE7âCD and HPâCD, when
studing the effect of charge on complexation.

UV-Visible SpectrophotometrysThe stability con-
stants (Ks) between the parent compound (DTT) and the
cyclodextrins HPâCD and SBE7âCD could also be deter-
mined by UV-visible spectrophotometry taking into ac-
count the fact that the complex formation gave a batho-
chromic shift of the maximum located near 403 nm. Figure
4 shows the effect of different concentrations of HPâCD
on the UV spectrum of DTT, for example; only 6 of 11
spectra are shown for clarity. The absorption maximum at
403 nm was shifted to higher wavelength with a concomi-
tant decrease in the molar extinction coefficient (Table 2).
The complexation of DTT with both cyclodextrins may be
related to the high electron density inside the CD cavity
on one hand,22 and to the positive charge of the DTT

nucleus on the other hand. Indeed, a lot of chemical and
physical data indicate that the structure of 1,2-dithiole-3-
thiones must be considered to be an hybrid resonance
according to the following scheme:23

where the two mentioned structures have approxima-
tively the same weight. The partially positive charge
brought by the DTT nucleus may explain also on an
electrostatic ground, the systematically enhanced stability
for the complexes formed with the anionic SBE7âCD
compared to those formed with neutral HPâCD, in agree-
ment with Okimoto et al.,21 i.e., a driving force for com-
plexation being a combination of Coulombic and hydropho-
bic forces with regard to the binding of charged drugs to

Figure 4sEffect of different concentrations of HPâCD (b: 0 mM; O: 2.5 ×
10-4 mM; 9: 10-3 mM; 0: 5 × 10-3 mM; 2: 10-2 mM; ∆: 5 × 10-2 mM) on
the UV spectrum of DTT (5 × 10-2 mM).

Table 2: Data Obtained from UV Spectroscopy Study of the
Complexation between DTT and the Cyclodextrins HPâCD and
SBE7âCD: Stability Constants (Ks), Calculated (calcd) and
Experimental (exp) Molar Absorptivities of Free (EDTT) and complexed
(EDTT-CD) DTT

Ks (M-1)
(εDTT)calc

(cm-1 M-1)
(εDTT)exp

(cm-1 M-1)
(εDTT-CD)calc

(cm-1 M-1)

DTT-HPâCD 178 12441 12458 9982
DTT-SBE7âCD 184 12376 12350 9831

Table 3: Data Obtained from DCS (sample weight, endothermic peak onset, ∆H, complexation efficiency) and Drug Content Determined by HPLC
for 1:1 Physical Mixtures (1:1 PM), 1:1 Mole Ratio Spray-Dried Products (1:1 SD), and 1:2 Mole Ratio Spray-Dried Products (1:2 SD) for Each
(1,2-dithiole-3-thione, cyclodextrin) Binary System Studied

binary system product sample (mg) drug content (%) onset (°C) ∆H (J/g) drug complexed (%)

ATT−SBE7âCD ATT alone 0.19 109.0 101.50
1:1 PM 1.91 9.99 107.0 8.10 20.0
1:1 SD 15.24 9.36 106.3 3.45 63.7
1:2 SD 17.73 4.41 106.1 0.056 98.7

5PDTT−SBE7âCD 5PDTT alone 0.096 124.8 125.00
1:1 PM 1.70 8.86 123.8 10.25 7.4
1:1 SD 18.41 5.44 124.3 0.70 89.7
1:2 SD 20.13 4.55 none none 100.0

Figure 5sDSC thermograms of (1,2-dithiole-3-thiones, SBE7âCD) binary
systems: Figure 5.1 (ATT,SBE7âCD) and Figure 5.2 (5PDTT,SBE7âCD).
(a) 1:1 physical mixture (drug + SBE7âCD); (b) drug alone; (c) spray-dried
complex obtained with a 1:1 initial mole ratio (drug−SBE7âCD); (d) spray-
dried complex obtained with a 1:2 initial molar ratio (drug−SBE7âCD); (e)
SBE7âCD alone.
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charged cyclodextrins. The occurrence of five isosbestic
points at 227, 260, 303, 352, and 414 nm warranted the
existence of only one equilibrium between the three species,
i.e., the free DTT, the complexed DTT, and the cyclodextrin.
This suggests that the model chosen (1:1 complexation) is
appropriate and agrees well with the Al-type phase-
solubility diagrams obtained with both cyclodextrins. Sta-
bility constants were extracted from the absorbance data
obtained with the different relative concentrations of

cyclodextrins and DTT, by a nonlinear least-squares meth-
odology (see Experimental Section). Care was taken to
ensure that equilibria were reached before determination
of the absorbances. Results, which are given in Table 2,
are in satisfactory agreement with those obtained by phase-
solubility measurements (Table 1). It is interesting to note
that another treatment of the experimental data performed
by considering also the molar absorptivity coefficient of the
pure DTT as unknown gave the same value for that

Figure 6sSEM micrographs of of binary system (ATT−SBE7âCD): (A) ATT alone; (B) SBE7âCD alone; (C): 1:1 physical mixture (ATT + SBE7âCD); (D and
E) ATT−SBE7âCD spray-dried complex complex obtained with a 1:1 initial molar ratio (ATT−SBE7âCD1), × 3000 and × 10000, respectively; (F and G) ATT−
SBE7âCD spray-dried complex complex obtained with a 1:2 initial molar ratio (ATT−SBE7âCD2), × 3000 and × 10000, respectively.
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grandeur than that determined experimentally (Table 2).
This is a strong argument to validate the accuracy of both
the chemical model, i.e., the model with one equilibrium,
and the experimental data.

Differential Scanning CalorimetrysDSC revealed
some information on solid-state interactions between both
1,2-dithiole-3-thiones ATT and 5PDTT and cyclodextrin
SBE7âCD. DSC thermograms are presented in Figure 5.1
and 5.2. Table 3 sums up all the data obtained from DSC.
The DSC scan of SBE7âCD showed a typical broad endot-
hermic peak between 85 and 150 °C (only the range 85-
130 °C is shown) corresponding to its dehydration. DSC
thermograms of pure drugs exhibited a sharp endothermic
peak corresponding to their melting point, at 109 °C (∆H
) 101.5 J/g) and 124.8 °C (∆H ) 125 J/g) for ATT and
5PDTT, respectively. Both characteristic peaks (due to
cyclodextrin water loss and drug melting) were also clearly
visible in the physical mixtures of ATT and 5PDTT with
SBE7âCD, even if the melting endotherms were slightly
shifted to 107 and 123.8 °C for ATT and 5PDTT, respec-
tively. This may be due to an interaction between the two
species occurring during their mixing. From the ∆H values
obtained (8.1 and 10.25 J/g for ATT and 5PDTT, respec-
tively) it was easy to obtain the percentage of free drug,
from the following equation:

where ∆HDTT and ∆HDTT,CD are the enthalpy values of pure
drug and of drug from each system with cyclodextrins
(physical mixture or spray-dried complex), respectively, and
DC is the drug content (%) of each system. From eq 7, we
could estimate that the percentage of complexed drug (100
- % free drug) concerned 20 and 7.45% of the drug present
in the mixture, for ATT and 5PDTT, respectively. Concern-
ing the spray-dried products obtained with both drugs,
increasing the initial concentration of the complexing agent
led to a more complete or a total dissappearance of the drug
characteristic melting endotherm and also to a higher
complexation efficiency (Table 3 and Figure 5). The endo-
thermic peak of pure 1,2-dithiole-3-thione was found for
each 1:1 mole ratio spray-dried product with ∆H values of
3.45 and 0.70 J/g, for ATT and 5PDTT, respectively,
indicating the presence of 36.3 and 10.3% free drug,
respectively. In fact, only DSC thermograms of 1:2 drug-
cyclodextrin mole ratio products lacked the melting peak
(corresponding to 98.7 and 100% of complexed drug, for
ATT and 5PDTT, respectively). As the disappearance of an
endothermic peak may be attributed to an amorphous state
and/or to an inclusion complexation,24 these results suggest
that only 1:2 spray-dried products can be considered as true
and complete inclusion complexes, differing from simple
physical mixtures.

Scanning Electronic MicroscopysFrom SEM (Figure
6) we can see the particle morphology of pure compounds
ATT and SBE7âCD (micrographs A and B, respectively),
both irregular three-dimensional particles with paral-
lelogram shape. The physical mixture (micrograph C)
showed particles of SBE7âCD embedded with ATT par-
ticles and a comparable morphology with pure compounds
taken separately, revealing no apparent interaction be-
tween both species. In contrast, a drastic change in the
morphology and shape of particles was observed in 1:1
(micrographs D and E) and 1:2 (micrographs F and G)
spray-dried products, revealing an apparent interaction in
the solid state. Spherical microparticles obtained also
showed a reduction in size due to the spray-drying process,
confirmed by laser diffractometry where the median vol-
ume diameters d(v,0.5) obtained, i.e., 39.87 µm, 11.54 µm,

and 63.53 µm for SBE7âCD, ATT, and their physical
mixture, respectively, decreased to 4.13 µm and 3.85 µm
for a 1:1 and 1:2 mole ratio of spray-dried products,
respectively.

Dissolution StudysDissolution profiles of pure ATT
and 5PDTT, their 1:1 mole ratio physical mixtures, and
spray-dried inclusion complexes with HPâCD and SBE7âCD
are presented in Figure 7. From these curves we can see
that all binary systems displayed an increase in drug
dissolution rate with respect to pure drug. However, the
dissolution enhancements of the drugs from the physical
mixtures were not as marked, as they were from the spray-
dried products (especially for ATT, the more lipophilic drug)
and may be explained by mean of greater solubility of the
drug in aqueous solution of cyclodextrins because of the
hydrophilic environment surrounding the drug in the early
stages of dissolution process, resulting in a better wetta-
bility of the drug. Concerning the significant enhancement
of the dissolution rate that occurred with all spray-dried
products, this may be attributed to an increase of solubility
upon complexation, to the amorphous state generally
occurring during spray-drying (i.e. a decrease in cristal-
linity), and to the reduction in the particle size resulting
in an increase of the surface area of the drug, according to
the Noyes-Whitney equation:25

where dC/dt is the dissolution rate, D is the diffusion
coefficient of the drug, h is the thickness of the diffusion
layer, S is the surface area of the dissolving solid, Cs and
Ct are the aqueous solubility and the concentration of the
drug in the aqueous medium at time t, respectively.

Conclusion
The present study showed that 1,2-dithiole-3-thiones

could form inclusion complexes with â-cyclodextrin deriva-

% free drug ) [∆HDTT,CD × 100]/[∆HDTT × (DC)/100)]
(7) Figure 7sDissolution rate profiles for ATT (top) and 5PDTT (bottom) systems

with SBE7âCD or HPâCD. (O) 1,2-dithiole-3-thione alone; (*) physical mixture
with SBE7âCD; (×) physical mixture with HPâCD; (2) spray-dried complex
with SBE7âCD; (9) spray-dried complex with HPâCD.

dC/dt ) D/h × S (Cs - Ct) (8)

894 / Journal of Pharmaceutical Sciences
Vol. 88, No. 9, September 1999



tives, in solution as well as in the solid state, allowing an
increase in solubility, a possible intravenous administration
without using cosolvents, and also an increase in the
dissolution rate of the drugs. These data shoud be of
interest for improving oral absorption of these lipophilic
compounds, allowing bioavailability and metabolism stud-
ies. An oral formulation allowing a chronic administration
of these compounds for cancer chemoprevention is under
investigation.
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Abstract 0 1,2-Dioleoyl-sn-glycero-3-ethylphosphocholine was pre-
pared in a one-step reaction from phosphatidylcholine by reaction with
ethyl trifluoromethanesulfonate. This and related O-alkyl phosphati-
dylcholines constitute the first chemically stable triesters of biological
lipid structures and the first cationic derivatives of phospholipids
consisting entirely of biological metabolites linked with ester bonds.
The complex of cationic phospholipid and plasmid DNA transfected
cells with high efficiency. Maximum efficiency of transfection was
obtained with complexes in which the positive charge was a few
percent in excess over the negative charge. Modest stimulation of
transfection of common cell lines was obtained by continuous culture
in the presence of 10% serum. Incubation of the phospholipid complex
for at least 2 h at 37 °C in nearly pure serum had no deleterious
effects on transfection efficiency. The lipid has low toxicity; BHK cells
tolerated amounts of 2 mg/2 × 106 cells at concentrations of 1 mg/
mL. The lipid is biodegradable; it was hydrolyzed by phospholipase
A2 in vitro and was metabolized with a half-life of a few days in cells
in culture. The synthetic route to cationic phospholipids is well suited
to the preparation of derivatives that are tailor-made to have a wide
variety of different properties.

Introduction

Since the demonstration that membrane lipids and other
amphipaths of similar structure form closed, membrane-
bounded vesicles or liposomes,1 these structures have been
used in many applications.2 Most recently, dispersions of
cationic amphipaths have been used to deliver DNA to
cells,3,4 an application that could become important clini-
cally. Although cationic liposomes were reported to be
potential cellular delivery vehicles many years ago,5-8 it
was not until their efficiency in DNA delivery was recog-
nized9,10 that they have been widely used for that purpose.
Cationic lipids are particularly effective in packaging DNA
because interactions with the positive surfaces lead to
formation of a rather compact particle with a high content
of DNA, now frequently termed a “lipoplex”.11 In addition
to their uses as DNA delivery agents for gene therapy,12

cationic lipids may find important applications in the
delivery of antisense oligonucleotides.13 Proteins and small
molecules can also be delivered to cells as cationic
complexes.14-17

The mode of delivery of DNA to the nucleus by cationic
lipids remains to be elucidated, although endocytosis is
generally accepted as the major route of cellular uptake.

For in vitro applications, the cationic lipids are often
combined with 1,2-dioleoyl-sn-glycero-3-phosphoethanol-
amine (DOPE), without which activity is frequently low;
however, in vivo18 or in vitro in the presence of serum,19

cholesterol is a much more effective helper lipid. The need
for DOPE has been rationalized on the basis of the
tendency of this lipid to destabilize lamellar phase lipids,
and it could be such an activity that facilitates escape from
endosomal compartments.20 However, some form of neu-
tralization, perhaps by cellular lipids21 or other cellular
molecules of the cationic lipid must occur for the DNA to
be released from the complex.

The correlation between in vivo and in vitro activity is
generally very poor, in part because many barriers are
presented to the delivery vehicle by the whole organism
that do not exist in the in vitro situation. One set of such
factors is due to serum, which contains, among others,
proteins that can bind to the surface of the complex, lipids
that can mix with or extract the lipid, and nucleases that
can degrade the DNA. One test of whether the lipoplex can
survive exposure to serum is to measure transfection of
cultured cells in the presence of 10% serum. Even at this
dilution, serum inactivates many lipoplexes, however,
methods have been devised to modify the formulation of
some lipoplexes so that their resistance to interference by
serum is greatly enhanced.19,22-25 Recent evidence is begin-
ning to suggest that the complex may remain intact in
serum and that the main effect of serum is to reduce
cellular uptake.19,26

With few exceptions,27 most cationic “lipids” are synthetic
compounds that are physically similar but chemically
different from natural polar lipids. The compound described
here is an ethyl ester of the common cellular lipid phos-
phatidycholine, and hence consists of only normal cellular
metabolites linked with ester bonds. It exhibits low toxicity
and, given its resistance to serum, may be well suited for
clinical applications involving gene and drug therapy. A
closely related cationic lipid has, in fact, been found to be
an efficient gene delivery agent in vivo.28

Materials and Methods

Synthetic Methodss1,2-Dioleoyl-sn-glycero-3-phosphocholine
(DOPC) in CHCl3 was treated at room temperature with 3
(typically) mole equivalents of ethyl triflate (ethyl trifluoromethane-
sulfonate, Aldrich), and the mixture was allowed to react for
several hours under dry argon. In some cases, 0.5-1 mol equiva-
lent of the hindered base, 4-methyl-2,6-di-tert-butylpyridine, was
included to ensure more complete reaction. The reaction mixture
was applied to a silica gel column that was washed with CHCl3,
and the product was eluted with CHCl3:MeOH (9:1). Purity and
identity of the product were verified by thin-layer chromatography
(TLC) and mass spectral (MS) analysis, respectively.
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This reaction was also used to convert 1-oleoyl-2-[12-[(7-nitro-
2-1,3-benzoxadiazol-4-yl)amino]dodecanoyl]-sn-glycero-3-phospho-
choline (Avanti), 1,2-dipyrenbutanoyl-sn-glycero-3-phosphocholine
(DPYPC), and 1-alkyl-2-pyrenebutanoyl-sn-glycero-3-phosphocho-
line to the corresponding fluorescent cationic phospholipids, 1-ole-
oyl-2-[12-[(7-nitro-2-1,3-benzoxadiazol-4-yl)amino]dodecanoyl]-sn-
glycero-3-ethylphosphocholine (ENBDPC), 1,2-dipyrenbutanoyl-
sn-glycero-3-ethylphosphocholine (EDPYPC), and 1-alkyl-2-pyrene-
butanoyl-sn-glycero-3-ethylphosphocholine, respectively. The latter
two compounds were prepared by standard methods. The dipyrene
compound was prepared by diacylation of glycerophosphorylcho-
line29 and the monopyrene compound was prepared by monoacy-
lation of alkyl lysophosphatidylcholine,30 both with pyrenebutanoic
anhydride that was synthesized from pyrene butanoic acid (Ald-
rich) according to Selinger and Lapidot.31

Lipid DispersionssLipids were stored at -20 °C in chloro-
form. Solvent was removed with a stream of argon followed by
high vacuum for at least 30 min. The appropriate aqueous solution
was then added, and the tube was vortexed. When used for
transfection, normally the aqueous phase was Dulbecco’s phosphate-
buffered saline (D-PBS; containing calcium and magnesium) and
the lipid concentration was 1 mg/mL. The molecular weight of
EDOPC triflate is 964 g/mol, so that a 1 mg/mL dispersion is very
close to 1 mM.

Enzyme-Catalyzed HydrolysissActivity of Known Phospho-
lipasessTo examine the enzymatic hydrolysis of a cationic phos-
pholipid, ENBDPC, dispersed as liposomes, was incubated with
partially purified enzymes,32 and the reaction was followed by
TLC. The enzymes examined were: phospholipase A2 from Naja
naja venom, phospholipase C from Clostridium perfringens, and
phospholipase D from Streptomyces chromofuscus, Savoy cabbage,
peanuts, and Brussels sprouts. All enzymes were from Sigma
except the last, which was prepared according to Christie.32

Phospholipase A2 Activity In VitrosThe procedure used is
standard.33 In brief, 5 mg of lipid in 100 µL of ethyl ether was
combined with 10 µL of borate buffer containing 250 µg of calcium
acetate and 6 units of phospholipase A2 from either snake venom
(Naja naja) or bee venom (Apis mellifera). The mixture was incu-
bated at 37 °C, and samples were removed at desired intervals
and analyzed by TLC on silica gel plates developed in chloroform:
methanol:water (65:25:4). Reaction products were visualized by
iodine staining, fluorescence quenching of fluor incorporated in
the plates, or by intrinsic fluorescence of the compound itself.

The rate of hydrolysis of EDPYPC by phospholipase A2 was
quantified with a fluorescence assay,34 modified to include deter-
gent.35 The hydrolysis of 0.6 µM EDPYPC in 0.1 M NaCl, 5 mM
CaCl2, 5 mM Tris (pH 7) buffer containing 10 mM cholate by
phospholipase A2 from Apis mellifera bee venom (Sigma) was
measured with a Farrand spectrofluorometer with 5-nm slit
widths. Various amounts of enzyme, up to 160 units, were used.
At an excitation wavelength of 350 nm, emission spectra were
recorded to encompass the monomer (400 nm) and excimer (480
nm) emission peaks, as well as sufficient additional lower wave-
length portions of the emission spectrum to allow subtraction of
the background from the peak values for the monomer. Enzyme
activity was determined from changes in fluorescence intensity
using 4-(1-pyrenyl) butyric acid as a standard. Porcine pancreas
lipase gave measurable, but lower activity than bee venom. Triton
X-100 was also tested as a detergent in this assay and found to be
inferior to cholate.

Phospholipase Activity in CellssTo test for degradation of the
cationic phospholipid in cultured cells, 50 µg of fluorescent
ENBDPC combined with 50 µg of 1,2-dioleoyl-sn-glycero-3-eth-
ylphosphocholine (EDOPC) was incubated with BHK cells in 25-
cm2 culture dishes. A second set of experiments was done using
lipid complexed 3:1 by weight with DNA (COT-1 DNA from Life
Technologies). The lipid or lipid-DNA complexes were incubated
with cells for 6 h in the presence of serum-free medium, following
which bovine serum was added to 10%. After 1, 3, and 7 days, the
cells and the medium (separately) were extracted to isolate total
lipids. After removing the medium, the cells were washed with
2.5 mL of D-PBS and then removed from the dish by scraping with
a rubber policeman. Then 2.5 mL of chloroform-methanol (2:1)
were added to both the medium and cell suspensions. The lower
chloroform phase was removed, and the aqueous phase was re-
extracted with 3.0 mL of chloroform-methanol-water (2:1:0.8).
The chloroform phases were combined, the solvent removed under
an argon steam, and the residue dissolved in a known volume of

chloroform.33 The lipids were analyzed by TLC and visualized
using long-wave ultraviolet (uv) light. Cells treated and grown
under the same conditions were also examined by fluorescence
microscopy to determine the distribution of the fluorescent cationic
lipid. Similar experiments were done with L-cells.

To verify that the degradation observed was not limited to the
NBD derivative, the procedure just described was also carried out
with two other fluorescent derivatives of a generic cationic
phospholipid (PC+), EDPYPC, and 1-alkyl-2-pyrenebutanoyl-sn-
glycero-3-ethylphosphocholine.

Transfection Mediated by Cationic Phospholipidss
Standard ProceduresBHK cells were transfected with plasmid
coding for green fluorescent protein (pGreen Lantern-1, Life
Technologies) or with plasmid carrying the â-galactosidase gene
(pCMV-âgal; Life Technologies). Complete medium was Glasgow
minimal Eagle’s medium (GMEM) containing 10% fetal bovine
serum, 2 mM glutamine, 2% tryptose phosphate, and 50 mg/L of
Gentamycin. The cells were seeded at densities to give ∼70%
confluence at the time of transfection and incubated at 37 °C under
5% CO2. Normally, the lipids were suspended in D-PBS at 1 mg/
mL and added to the plasmid DNA at 0.1 mg/mL in D-PBS, except
as stated otherwise, and incubated at room temperature for 20-
30 min. The DNA-lipid complex was added to the cells that were
either in medium with 10% fetal bovine serum or in medium
lacking serum (total volume bathing cells was 100 µL). In the latter
case, 1/10 volume of bovine serum was added to each well after
4-6 h in the incubator. Then, 20-24 h after treatment with the
DNA-lipid complex, the cells were assayed for expression of the
reporter gene. Expression of green fluorescent protein was moni-
tored by fluorescence microscopy. Measurement of â-galactosidase
level in transfected cells was performed by a microplate fluori-
metric assay.36 To date, optimum conditions yield 10-15 milliunits
of enzyme activity per well of a 96-well plate. The X-gal (5-bromo-
4-chloro-3-indolyl â-galactopyranoside) procedure was used to
determine the number of tranfected cells histochemically.37 Vi-
ability of cells after treatment by cationic lipids and lipid-DNA
complexes was assessed by staining cells with trypan blue and
counting them in a hemacytometer.

For comparison of toxicity and transfection efficiency in the
same experiment, replicates of four were used. Twenty hours after
transfection, the cells of two replicates were trypsinized for
viability determination. The cells from two other replicates were
assayed for â-galactosidase activity.

Incubation of Transfection Complexes in SerumsFirst, 1.2 µL
of cationic lipid suspension (10 mg/mL) was added to 4 µL of
plasmid solution (1 mg/mL). After 20 min at room temperature,
the complex was incubated in 100 µL of fetal bovine serum (not
heat inactivated) from 30 min to 2 h at 37 °C. Each cell sample of
a 96-well plate was transfected with lipid-DNA complex contain-
ing 1.5 µg of cationic lipid and 0.5 µg of plasmid DNA (i.e., 13 µL
of the serum-lipid-DNA incubation mixture). The measurement
of transfection efficiency was performed as usual.

Assay for Protection of DNA in Transfection Complexes from
DNasesA suspension of lipid-DNA complex (3:1, wt/wt) was
prepared from EDOPC (10 mg/mL) and plasmid DNA (1 mg/mL)
as already described. The EDOPC-DNA complex was then diluted
in fetal bovine serum (not heat inactivated) or in D-PBS at a 1:20
ratio and incubated for 2 hs at 37 °C. As a control, plasmid DNA
alone was incubated under identical conditions. The incubations
were stopped by dilution into gel-loading buffer containing 0.25%
bromophenol blue, 0.25% xylene cyanol FF, and 30% glycerol and
by addition of sodium dodecyl sulfate to a final concentration of
1%, which also released the DNA from the cationic lipid. After-
ward, the samples were electrophoresed through a 1% agarose gel
and visualized by ethidium bromide staining.

To test the sensitivity of the complex to restriction endonuclease,
plasmid DNA or EDOPC-DNA complex containing the same
amount of DNA (4 mg) was treated with 12 units of Eco RI in a
total volume of 6 µL of high salt restriction enzyme buffer. The
samples were incubated for 2 h at 37 °C and diluted with D-PBS
to a final volume of 100 µL. After addition of gel-loading buffer
and sodium dodecyl sulfate, they were analyzed by electrophoresis
on a 1% agarose gel as already described.

Fluorescence Microscopy of Lipid and DNA Uptake by
CellssBHK cells were grown in 35-mm culture dishes according
to conditions already described. To generate fluorescent lipid
mixtures, N-lissamine-rhodamine-B-phosphatidylethanolamine
(RhPE) or ENBDPC was mixed with EDOPC in chloroform,
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usually at 2.5-5 mol % fluorescent lipid. Mouse COT-1 DNA (50-
300 bp) was used as is at 1 mg/mL in water or labeled with one of
the high-affinity intercalating dyes, YOYO-1 or ethidium ho-
modimer, at a ratio of 2 nanomol of dye per 10 µg of DNA. To
verify that the pattern of DNA fluorescence seen in cells was not
unique to COT-1 DNA labeled with an intercalating dye, we did
additional experiments of this type using the standard plasmid
DNA (pCMV-âgal) that was covalently labeled with Alexa male-
imide dye with the FastTag Reagent (Vector Laboratories). For
these experiments the lipid label was reduced to 0.5 mol % of RhPE
to avoid dissimilar intensities of lipid and nucleic acid fluorescence.

Results

O-Alkylation of Phospholipids with Alkyl Trifluo-
romethanesulfonates (Triflates)sTriflates react with
phospholipids (e.g., DOPC) to generate O-alkyl derivatives
(Figure 1). The reaction was complete in a few hours or
less at room temperature, with yields up to 90%. The
alkylated product migrates on silica gel plates with a Rf of
0.56 and was well separated from the reactant, which
migrates with a Rf of 0.32 in a developing solvent of
chloroform-methanol-water, 65:25:4. The structure of the
product was verified by proton nuclear magnetic resonance
(NMR) and MS analysis. The characteristic new absorption
for the O-ethyl compound is a double quartet (one quartet
for each molecule of the diastereomeric pair) at ∼4.2 ppm.
It may be mentioned that the reaction with ethyl triflate
is not unique, and the reaction of phosphatidylcholines with
other alkyl triflates having chain lengths as long as C18
(prepared from the corresponding alcohol and triflic anhy-
dride38) has also been found to proceed smoothly.39

Cationic Phospholipid Stability and Metabolisms
Although the experiments reported here were mostly done
using material that was synthesized within the previous
year, material was on hand from some early syntheses,
having been stored in chloroform at -20° for nearly 5 years.
Using current conditions for transfection, this material was
found to have retained its ability to mediate transfection
of DNA. According to TLC results, there was no detectable
breakdown over that time period. As an aqueous disper-
sion, EDOPC can be stored for at least 3 months in the
freezer without significant loss in transfection efficiency.
This lipid is thus more than adequately stable for a wide
variety of applications as a gene transfer agent.

Although stable to hydrolysis in the absence of a catalyst,
cationic phospholipids are degraded by some purified
phospholipases. ENBDPC was treated with purified phos-
pholipases from various sources by standard procedures.
Hydrolysis was established by TLC of the reaction mixture.
Reaction in the presence of phospholipase C (Clostridium)
was too slow to be detected under our conditions. Phos-
pholipase D (cabbage) produced slow degradation of EN-
BDPC. The product of this reaction has not been unam-
biguously identified, but based on its Rf, phosphatidylethanol
appears to be the only possibility. Phospholipase A2 (cobra
and bee venom) catalyzed the release of the NBD fatty acid.
This reaction was also investigated with EDPYPC, the
reaction of which could be monitored in the fluorimeter.

Figure 2 shows the extent of phospholipase A2-catalyzed
hydrolysis of EDPYPC (O-ethyl cationic phospholipid with
two pyrene butanoic acyl substituents in place of fatty acyl
chains) as a function of time. The intact molecule exhibits

excimer emission at 480 nm, whereas pyrene moieties that
are not in contact with each other emit at 400 nm. Thus,
hydrolysis can be quantified according to the rate of
decrease in eximer emission and increase in monomer
emission. The fluorescence intensity of the monomer (closed
circles) increases markedly, but that of the excimer (tri-
angles) falls modestly, as does the ratio of the former to
the latter (open circles). This pattern shows that one of the
pyrene acyl chains was removed from the molecule, for as
hydrolysis occurs, the pyrene butanoic acid becomes diluted
into detergent such that its emission as a monomer
increases and concomitantly the excimer dissociates, lead-
ing to a reduction of its emission. Because there was
initially little monomer and much excimer, the fractional
change in monomer emission was large and that of the
excimer was small.

The generation of product was linear for 2 h, as shown
in Figure 2, however, abrupt changes in both monomer and
excimer intensities are seen at very early times. This result
could be due either to hydrolysis of the first molecules that
bind to the enzyme followed by a steady-state rate dictated
by a slower dissociation of the product from the enzyme or
by a change in the conformation of the substratesand thus
in the probability of excimer formationsas the substrate
binds to the enzyme (or perhaps other proteins in the
solution). The average hydrolysis rate catalyzed by amounts
of enzyme ranging from 40 to 160 units, as measured in
experiments such as that of Figure 2, was 66 pmol/h/mg.

Comparison of the rate of hydrolysis of dipyrene-
butanoylphosphatidylcholine with that of the cationic
compound of Figure 2 showed that the cationic lipid was
hydrolyzed at a rate ∼40 X slower than that of the
zwitterionic compound.

Using TLC, we determined the approximate relative
rates of hydrolysis of dioleoylphosphatidylcholine and
dipyrenebutanoylphosphatidylcholine. The procedure in-
volved reducing the amount of enzyme used with the
former substrate until the amount of product generated in
a convenient reaction time (few hours) was approximately
the same as that generated from the latter substrate. Based
on this experiment, we estimate that pyrene butanoic acid
was removed from phosphatidylcholine 1-2 orders of
magnitude more slowly than was oleic acid. This result is
not surprising, because others who have used the pyrene
excimer assay have reported that when the pyrene group

Figure 1sStructure of the cationic phospholipid EDOPC.

Figure 2sTime course of hydrolysis of dipyrenbutanoyl cationic phospholipid
by phospholipase A2. Hydrolysis of the pyrene-labeled fluorogenic phospho-
lipase substrate is indicated by the increase in monomer emission (solid circles)
and decrease in the excimer emission (triangles) as one of the pyrenebutanoic
acid moieties is removed from the phospholipid. The substrate was dispersed
in Tris buffer containing cholate, calcium ion and phospholipase A2. The ratio
of monomer to excimer emission intensity is given by the open circles.
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is close to the ester bond, it reduces reactivity by about
one order of magnitude.40

In addition to being susceptible to hydrolysis by isolated
enzymes, PC+ is degraded by cells, as shown in Figure 3,
which is the image of a TLC plate of extracts of ENBDPC
that had been combined with DNA (1:1, by charge) and
incubated with BHK cells for up to 7 days. Hydrolysis of
ENBDPC (lower spot) to NBD-dodecanoic acid (upper
spot) and lysoPC+ (not fluorescent) was detectable in the
medium after 1 day, in cells after 3 days, and was very
extensive in both cells and medium after 7 days. The
amount of PC+ in the cells decreased drastically, whereas
the fatty acid concentration in the cells rose considerably.
In the same way, we also examined the hydrolysis of
ENBDPC that had been presented to cells in the absence
of DNA. Although there were some perceptible differences
in the TLC pattern, essentially the same result was
obtained, namely, the cationic phospholipid was largely
metabolized within a week under culture conditions. To
verify that hydrolysis of the cationic lipid was not limited
to the NBD derivative, experiments identical to those
of Figure 3 were done with EDPYPC and with 1-alkyl-
2-pyrenebutanoyl-sn-glycero-3-ethylphosphocholine. These
compounds were degraded to essentially the same extent
as was the NBD-containing substrate. Furthermore, using
the same methods, we found mouse L-cells also hydrolyze
ENBDPC.

Transfection of DNA Mediated by EDOPCsTo as-
sess transfection efficiency of EDOPC, â-galactosidase and,
to a lesser extent, green fluorescent protein were used as
reporter genes. Cells used for routine assays were BHK,

but we also carefully examined the response of CHO cells
and did less extensive examination of several other com-
mon cell lines. Transfected cells were visualized for expres-
sion of green fluorescent protein by fluorescence micros-
copy. For histochemical detection of â-galactosidase, the
X-gal substrate was used. A large proportion of cellssup
to 50% of the total-expressed â-galactosidase.

The quantitative assay for â-galactosidase used most
frequently was microplate fluorimetry of fluorescein di-â-
galactoside as the substrate. As shown in Figure 4, a 3-5
h incubation with EDOPC-â-galDNA complexes was suf-
ficient for maximum expression of â-galactosidase in BHK
cells. With both CHO and BHK cells, we found EDOPC
gave slightly more transfection than did Lipofectamine at
optimal dose and lipid-DNA ratio, although the optimal
dose for EDOPC was typically somewhat larger than that
for Lipofectamine. Transfection efficiency of EDOPC was
rather weakly dependent on the ratio of cationic amphipath
to DNA and on the total amount of complex added to cells.
For a 3:1 ratio of lipid to DNA (3% excess positive charge),
the activity was maximal at 3 and 1.5 µg of lipid per well.
With increasing lipid-to-DNA ratio, the transfection ef-
ficiency gradually decreased. The underivatized DOPC was
devoid of cell transfection activity; â-galactosidase expres-
sion in BHK cells treated with DOPC-DNA complexes was
the same as background (data not shown).

Figure 5 depicts the relationship between dose of com-
plex and transfection efficiency as well as cell viability, both
in the presence and absence of serum. When the cells were
cultured in the presence of serum for the entire time (upper
panel), expression was higher than when serum was absent
for the first 4 h of contact with the transfection complex,
except at the lowest doses. This effect seems to be largely
due to the better growth of cells in the presence of serum
during the entire growth period, as is shown by the cell
number data in Figure 5. The points connected by lines in
the figure represent the number of live (trypan blue-
excluding) BHK cells in wells that were treated with the
same amount of transfection complex as those that were
assayed for â-galactosidase. As the dose of lipid-DNA
complex was increased beyond 1.5-3 µg/well (15-30 µg/
mL of lipid or 5-10 µg/mL of DNA), enzyme expression
tended to be maintained, even though there was some
reduction in cell number, indicating a higher expression
per cell.

Figure 3sCationic phospholipid degradation by cells. BHK cells were treated
with a DNA−lipid complex in which the lipid was fluorescent (one acyl chain
was NBD-dodecanoyl) and incubated with cells. Cells and medium were
extracted with chloroform−methanol after 1, 3, and 7 days. The extracts were
chromatographed, yielding the thin layer chromatogram shown, which was
imaged under fluorescence illumination. Extent of degradation is indicated by
growth of the upper spot and diminution of the lower spot.

Figure 4sTime course of expression of â-galactosidase following delivery of
EDOPC−DNA complex to BHK cells. EDOPC−DNA in amounts of 1.5 µg of
EDOPC and 0.5 µg of DNA per well was incubated with BHK cells for various
times (5 min to 8 h) as shown in the figure. The total volume of medium in
each well was 100 µL. The medium with transfection complex was then
aspirated and replaced with medium containing 10% fetal bovine serum. The
efficiency of transfection was determined by the standard method. Bars show
high and low values of three replicates.

Journal of Pharmaceutical Sciences / 899
Vol. 88, No. 9, September 1999



The cell number data of Figure 5 indicate that EDOPC
has low toxicity because, although the number of viable
cells was reduced to about half the initial number at doses
of ∼10 µg/well, this is a large dose, corresponding to ∼2.5
mg of lipid in a 10-cm2 Petri dish. By this test, EDOPC is
∼30 times less toxic than Lipofectamine. The cell number
counts in Figure 5 represent a lower limit, because it
appears that cationic lipids reduce cell adhesion and some
live cells are lost in washing procedures. The effects on cell
viability of EDOPC and DNA separately were also exam-
ined and found not to differ greatly from that of the complex
(two bars on far right of figure).

Addition of DOPE and cholesterol to EDOPC, in amounts
>10 mol % at a constant ratio of EDOPC to DNA, reduced
transfection. The lack of stimulation by DOPE was surpris-

ing given that most cationic amphipaths are nearly inactive
in the absence of DOPE, 20,41,42 although at 1:1, DOPE had
the smallest inhibitory effect (25-50%) relative to higher
or lower amounts.

The EDOPC-DNA complex could be kept in the freezer
or at room temperature for at least 3 days without loss of
transfection efficiency. The ionic strength of the medium
in which the complex was formed could be varied from the
lowest value that was easily accessible, namely water, to
a physiological value, namely D-PBS; however, this change
in conditions had no significant effect on the transfection
efficiency of the resultant complex.

Although not described in detail here, the phase state
of the lipid appears to be important for transfection. We
have examined EDPPC (the O-ethyl derivative of dipalmi-
toylphosphatidylcholine), a derivative that has a chain-
melting phase transition temperature of ∼40 °C. It was
clear from the very low transfection efficiency of EDPPC
that the phospholipid must be in the liquid phase to form
an effective transfection complex.43 In addition, extending
the alkyl chain to a decyl group, which generates a lipid
that resides in the hexagonal lyotropic phase, markedly
altered the conditions for formation of transfection com-
plexes with optimal activity.39

Another parameter likely to affect transfection efficiency
is particle size. Based on dynamic light scattering, the
number average particle size of the complex made under
standard conditions is ∼300 nm. The particle structure,
according to both X-ray scattering and electron microscopy,
is lamellar, consisting of DNA strands interspersed be-
tween lipid bilayers,43 as are other complexes with low or
no proportions of DOPE.44,45

To determine if DNA delivery to the nucleus by cationic
phospholipid complexes depends on endocytosis and normal
vesicle movement in the cell, we performed transfection
with compounds that affect intracellular vesicle traffic.
Preincubation of cells with chloroquine (60 µM), monensin
(3 µM), or nocodazole (20 µM) inhibited transfection activity
of EDOPC by >95%. A 2-h exposure to deoxyglucose (50
mM) reduced transfection by ∼65%.

Stability of Transfection Complexes in Bovine
SerumsTransfection efficiency usually improved in the
presence of 10% serum over a wide range of EDOPC-DNA
ratios (Figure 6). Given these data, it appeared possible
that the EDOPC-DNA complex would survive incubation
in a higher concentration of serum. To test for gross
structural effects on the complex, which would be reflected

Figure 5sTransfection activity and toxicity of cationic phospholipid as a function
of dose, with and without 10% serum. The figures show the level of expression
of â-galactosidase (bars) and viable cells (line) for different amounts of lipid−
DNA complex (in µg as shown on the horizontal axis) incubated with BHK
cells in 96-well plates. The lipid:DNA ratio was 3:1 by weight in all cases,
corresponding to a 3% excess of positive charge, except in the case of the
control experiments corresponding to the last two bars. Volume per well was
100 µL. Upper panel: Serum present during entire incubation. Lower panel:
Serum not present during first 4 h of incubation. Bars show high and low
values of three replicates.

Figure 6sEffect of 10% serum on transfection efficiency as a function of the
EDOPC:DNA ratio. EDOPC−DNA complexes were prepared according to the
standard protocol using different lipid:DNA ratios. Transfection complexes with
2:1, 3:1, 4:1, 6:1, and 9:1 EDOPC:DNA weight ratios were then applied to
BHK cells in medium without supplements (0) and to the cells in medium
with 10% fetal bovine serum (9). Volume per well was 100 µL. Bars show
high and low values of three replicates.
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in the amount of light scattered by the complex, we
measured the apparent absorbance of EDOPC-DNA par-
ticles at the wavelength of 450 nm (where there is no
significant true absorbance) over the course of a 2-h
incubation in serum at 37 °C. The compositions of the
complexes were 3:1 and 6:1 by weight, prepared by mixing
lipid at 1 mg/mL with DNA at 0.1 mg/mL. One volume of
serum (A450 ) 0.32) was mixed with one volume of complex
dispersion (A450 were 0.62 and 0.72 for 3:1 and 6:1 weight
ratio EDOPC-DNA complexes, respectively). Immediately
after mixing, the absorbance was slightly higher than the
sum of the absorbances of the components measured
separately. We presume this difference is due to a small
amount of aggregation occurring immediately, which
amounted to 8% for the EDOPC-DNA complex at a 3:1
weight ratio and ∼21% for the complex at a 6:1 weight
ratio. Subsequently, there was a slight increase in absor-
bance with time: 8%/h for the complex with a 3:1 EDOPC-
DNA weight ratio and 5.5%/h for the complex with a 6:1
weight ratio.

Given this indication of stability, we therefore examined
the effect on transfection of 95% (the highest we could
conveniently use) serum. Transfection of BHK cells was
performed with lipid-DNA complexes preincubated in fetal
bovine serum for 30 min, or 1 or 2 h (Figure 7). For this
experiment, EDOPC and DNA were used at concentrations
10 times more than usual, which allowed us to add serum
and transfection complex simultaneously to cells. As seen
from the figure, the EDOPC-DNA complex retained its
transfection efficiency during incubation in serum.

The effect of serum on DNA in the EDOPC-DNA
complex was examined using a gel-electrophoresis-based
protection assay. Figure 8 shows that after a short incuba-
tion of naked DNA in serum, the supercoiled form of
plasmid was converted to linear and open circular forms.
Although significant conversion to linear form also occurred
in the EDOPC-DNA complex, the lipid clearly afforded a
considerable amount of protection against nuclease activity.
Similar results were obtained after treatment of DNA and
EDOPC-DNA complex with the restriction enzyme Eco RI.
In that case, the supercoiled plasmid, as well as all of the
open circular plasmid present in the preparation, was
completely converted to linear form. Again, EDOPC par-
tially protected DNA from the action of restriction enzyme;
that is, ∼50% of the DNA remained supercoiled over the
time course of the experiment.

Uptake by Cultured Cells of Cationic Phospholip-
ids and Their DNA ComplexessIntracellular transport

of transfection particles was investigated using separate
labels for EDOPC and DNA. Figure 9 shows BHK cells that
had been treated with EDOPC doped with RhPE, alone or
in combination with DNA. When examined the next day,
the pattern of labeling was quite dramatic and differed
quite significantly, depending on whether DNA was deliv-
ered simultaneously with the lipid. When treated with lipid
alone (upper panel), most cells exhibit localized fluores-
cence in large compartments adjacent to the nuclei. Al-
though not definitively identified, the latter compartments
are very similar to those labeled when cells are exposed to
FITC-dextran and examined a day later, hence are
suspected to be lysosomes.46 Labeling of cellular mem-
branes outside the perinuclear region was usually rela-
tively weak. When cells were treated with lipid-DNA
complexes, the typical lipid fluorescence pattern was
significantly different (lower panel). Some fluorescence was
seen around the nucleus, but the bulk of it was distributed
throughout the cell in a punctate pattern, with extensive
labeling of the surface and internal membranes.

When the DNA of the complex contained the tightly
bound fluorophore, YOYO-1, the cytoplasm and the nuclei
(with the exception of the nucleoli) of some of the cells were
also fluorescent with the green fluorescence of intercalated
YOYO-1. Our images of cells treated with lipid plus DNA
were similar to those of CHO cells obtained by Hui et al.,47

who introduced this combination of dyes in an earlier study
of the transfection agent, 1,2-dioleoyl-3-(trimethylammo-
nio)propane (DOTAP). We obtained the same results when
plasmid DNA was covalently labeled with Alexa 488 C5
maleimide dye as when we used the intercalating dye
YOYO-1, indicating that the fluorescence observed was not
due to migration of the YOYO-1 from delivered DNA to
cellular DNA.

Discussion
We found that it is straightforward to change a zwitte-

rionic phospholipid to a cationic phospholipid that is a
highly effective transfection agent. The reaction is one step,
involves readily available precursors, and purification is
straightforward. The combination of efficacy and low
toxicity makes the cationic phospholipids attractive can-
didates for agents to deliver nucleic acids and other
pharmacological and physiological agents17 to cells. Be-
cause the precursors are readily available and inexpensive,
these compounds should also be cost-effective options for
such applications.

Transfection Activity of Cationic Phospholipidss
EDOPC exhibits transfection activity that is similar to that
of other available agents, like Lipofectamine. Cationic
phospholipids are, however, unaffected by serum, a prop-
erty that distinguishes them from a number of common
cationic amphipaths that are significantly inhibited by even
10% serum. Because it is not completely understood why
those compounds are inhibited by serum, we cannot be sure
why the cationic phospholipid escapes that fate. Current
evidence points to interactions with serum proteins as an
important cause for inhibition,26 and it was found that
inhibition could be avoided by changing the ratio of lipid
to DNA,23 the size of the complex,22 or the concentrations
at which it was formed.25 In the case of EDOPC, because
resistance to serum was observed over a wide range of
PC+:DNA ratios (Figure 6), it is unlikely that the stability
of the complex can be attributed to a particular surface
charge density of the particle surface. It therefore would
seem to be a property of the complex itself and evidently
depends on a characteristic of the cationic phospholipids.
The results of protection assays showed that when incu-
bated in serum, supercoiled plasmid DNA complexed with

Figure 7sTransfection activity of cationic phospholipid is not affected by
incubation with 95% serum. EDOPC−DNA complex was prepared from EDOPC
and DNA at concentrations 10 times greater than usual (see Methods, Standard
Transfection Procedure). The complex was incubated at a ratio of 1:20 with
fetal bovine serum for 30 min and 1 and 2 h at 37 °C, and then used for
transfection of BHK cells in 96-well plates in amounts corresponding to 1.5
µg of EDOPC and 0.5 µg of DNA in a total volume of 100 µL per well. Bars
show high and low values of three replicates.
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EDOPC was converted mainly to the open circular form
instead of the linear form. This protection characteristic
of EDOPC could be due to the structure of the polar group

region, or to the fact that there is a single type of lipid
present (which would exclude the possibility that even
small incompatibilities between the two components could
lead to some form of disproportionation under the influence
of serum). Whether or not this means that cationic phos-
pholipid complexes with DNA bind appreciably less serum
protein than other transfection complexes remains to be
determined. In any case, the ability to withstand extended
contact with serum is an essential characteristic of a
transfection complex if it is to be useful in gene therapy,
and it is hence a potentially important characteristic of
cationic phospholipids.

The cationic phospholipid exhibits relatively low toxicity
to cells in culture, for which two possible explanations are
apparent. One possibility is simply that the compounds
may be sufficiently similar to cellular lipids that they have
less disruptive effects on normal membrane function. A
second possibility is that the lipids are degraded by cells
to species that may either diffuse out of cells or be
metabolized further. The rate of degradation was low, with
a half time of days for the fluorescent substrates we tested,
but if the intracellular phospholipase A2(s) is similar to the
venom enzymes we tested in the test tube, the unlabeled
lipid could be degraded an order of magnitude faster. We
doubt, however, that this potential advantage is realized
under cellular conditions. Rather, we suspect that lipid
degradation is limited by accessibility; the very mass of the
lipidsboth in the lipid by itself and the lipid-DNA
complexsis likely to present a significant barrier to access
by intracellular lipases. This interpretation is strongly
supported by the punctate disposition of fluorescent lipids
in the cell; large fluorescent masses appear within cells
shortly after administration of lipid or complex and they
remain sizable for at least a day.

Unlike many amphipathic cations used as transfection
agents, EDOPC does not require DOPE for effective-
ness.41,42 We found that no mixtures of DOPE and EDOPC
were as effective as pure EDOPC; however, the 1:1 mixture
(the common ratio used with other cationic lipidic trans-
fection agents) was nearly as effective as pure EDOPC. (We
do not yet know what phase these mixtures reside in, and
we will publish more extensive transfection results on
DOPE-containing complexes when their phase structures
have been determined.) It has been suggested that DOPEs
a hexagonal phase-preferring lipidsmay destabilize the
endosomal membrane to facilitate escape of the DNA.21 It
may be that this adjunct activity is not required by PC+

Figure 8sAgarose gel electrophoresis. DNA protection assay. EDOPC−DNA complexes were formed at concentrations 10 times higher than usual and incu-
bated in fetal bovine serum or with the restriction endonuclease EcoRI (see Methods for additional details): Lane 1, in λ\HindIII; lane 2, DNA in D-PBS; lane 3,
EDOPC−DNA in D-PBS; lane 4, DNA in serum; lane 5, EDOPC−DNA in serum; lane 6, DNA after treatment with EcoRI; lane 7, EDOPC−DNA after treatment
with EcoRI.

Figure 9sCell uptake of cationic lipids and DNA−cationic lipid complexes.
BHK cell cultures were treated with EDOPC containing 2.5 mol % RhPE
either alone (upper panel) or complexed with DNA (lower panel). After
incubation for 6 h in serum-free medium and an additional 14−18 h in serum-
containing medium, the cells were fixed, mounted, and subsequently
photographed. When lipid alone was added to the cells, it accumulated in
large cellular vesicles in the region of the nucleus. When cells were treated
with lipid−DNA complex, the surface and intracellular membranes often became
fluorescent. Punctate fluorescence is also seen in these cells, but is usually
distributed throughout the cell in much smaller vesicles than those seen in
cells treated with lipid alone. The dark ovals outlined by surrounding
fluorescence are the nuclei.
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because PC+ possesses membrane-destabilizing charac-
teristics on its own; we have observed that cationic phos-
pholipid vesicles fuse with anionic lipid vesicles,48 EDOPC-
DNA particles fuse with the bilayer of phosphatidylglycerol
vesicles,49 and mixtures of EDOPC and dioleoylphosphati-
dylglycerol form a bicontinuous cubic phase.50

Differential Uptake of Lipid and Lipid-DNA Com-
plex by CellssIn the absence of DNA, the lipid fluoro-
phore that was presented to cells accumulated in the
perinuclear region. Presented in complex with DNA, the
fluorophore was distributed in many small compartments
throughout the cell. There are two obvious differences in
the physical properties of the lipid and the lipid-DNA
complex. One is buffer capacity. The complex could accept
protons, because the DNA is present in the complex as a
salt. The cationic phospholipid, being a quaternary amine,
has no buffer capacity. Endosomal compartments may thus
become more slowly acidified if DNA is present along with
cationic phospholipid. The lipid is, in fact, delivered to
compartments that resemble lysosomes morphologically,
as would be expected if there were no significant inter-
ference with the normal acidification sequence in cellular
vesicle traffic patterns. These results are also consistent
with the cell fractionation results reported by Wattiaux et
al. for liver cells treated with cationic amphipaths, in which
the compounds accumulated in lysosomes.51 Others have
argued that cationic transfection agents function in part
by neutralizing endosomal acid, with the result that
lysosomal nucleases are inhibited.52 If this result is true,
then perhaps the reason we have noticed a difference
between delivery of the lipid and that of the complex is
because in our case only the complex would have buffer
capacity.

The other obvious difference between the lipid and the
complex is in osmolarity. The lipid has an osmolarity that
is nearly the same as the concentration of its counter-
anions. The complex, in contrast, has an osmolarity that
is essentially zero, for at the most effective composition for
transfection, the charges on both lipid and DNA are almost
completely neutralized. But the complex does have a latent
high osmolarity, for if the DNA becomes protonated or if
hydrophobic cellular anions diffuse into the complex, the
complex is no longer a single particle in the osmotic sense.
Thus, residence in an endosome could lead to changes in
the lipid-DNA complex that could both buffer the endo-
some and lead to osmotic swelling of the compartment, both
of which would delay transit to lysosomes. Generally
attention has been focused on the cationic component as
instrumental for DNA delivery, but it should not be
overlooked that DNA, in complex with a cationic amphi-
path, acquires new properties that could play a role in its
own delivery to the nucleus.

A number of cell lines were transfected by EDOPC,
including CHO, mouse 3T3, Niemann-Pick, Rcho-1, L,
K562 (erythroleukemia), and quail fibroblasts, although
conditions were not optimized except for the first and
second of these. Human vascular endothelial cells, primary
cells of umbilical cord origin, are also efficiently transfected
by EDOPC, however, in this case, not in the presence of
serum.53 In the case of CHO and 3T3 cells, the optimal
conditions were not greatly different from those for BHK.
Even without optimization, however, it was clear that
EDOPC is effective with a wide variety of cells. An
important advantage of the relatively low toxicity of
EDOPC is that high doses may be used with recalcitrant
cell lines. It remains to be determined to what extent
cationic amphipaths will acquire clinical importance as
gene therapy agents; however, because cationic phospho-
lipids can be synthesized with a considerable variation in
structure, there is reason to believe that a variety of these

molecules could be constructed as effective delivery agents
with minimal toxic effects.
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Abstract 0 The single-step, fast spray-drying process may represent
a valuable alternative to the multistep, time-consuming freeze-drying
process in the area of formulation and processing of biopharmaceu-
ticals. In this study, we tested the use of sucrose and hydroxypropyl-
â-cyclodextrin (HP-â-CD) as stabilizing excipients in the spray-drying
of a model protein, â-galactosidase. The solutions were processed
using a Büchi 190 cocurrent Mini Spray Dryer at an outlet temperature
of 61 ± 2 °C. The powders were redissolved and analyzed for catalytic
activity, aggregation, chemical decomposition, and thermal susceptibility
as observed by high-resolution calorimetry. Spray-drying significantly
inactivated â-galactosidase. Spray-drying â-galactosidase in the
presence of sucrose did not prevent inactivation. However, after spray-
drying â-galactosidase in the presence of HP-â-CD, or HP-â-CD and
sucrose, full catalytic activity was exhibited on reconstitution. Further-
more, the reconstituted product was unchanged in terms of molecular
weight, charge, and thermal stability. These findings are consistent
with a hypothesis that the change responsible for inactivation of
â-galactosidase was mainly a monomolecular, noncovalent change,
i.e., the formation of incorrect structures, that arose from surface
denaturation. This study clearly demonstrates that cyclodextrins can
be useful stabilizing excipients in the preparation of spray-dried protein
pharmaceuticals.

With the advent of new drug therapies and the increas-
ing commercial availability of biotechnology-derived pro-
teins, great expectations have arisen from the development
of biopharmaceuticals.1 However, a significant technical
challenge lies in the formulation of these drugs. Com-
pounds such as proteins are often physicochemically fragile
and readily degrade,2 the most common degradation path-
ways being aggregation, fragmentation, deamidation, and
oxidation, which influence critical pharmaceutical proper-
ties including biological activity, metabolic half-life, and
immunogenicity.3 Freeze-drying has in general been the
method of choice for stabilizing labile biopharmaceuticals,
while spray-drying has been used for the stabilization of
various heat-sensitive biological (enzymes), food (milk and
egg products), and pharmaceutical (antibiotics and vac-
cines) products.4 Despite the relatively high temperatures
involved in the use of a hot airstream as a drying medium,
the droplets in a spray-dryer do not attain a high temper-
ature. Additionally, the low water content of the product
that leaves the drying chamber allows the labile compound
to withstand the effect of heat. Thus, spray-drying has been
used under certain conditions to produce fully biologically
active proteins.5,6 The controllable particle size and shape
characteristics of spray-dried powders make this process

suited to the formulation of pharmaceuticals for inhala-
tion.7 Thus, the single-step, fast spray-drying process may
represent a valuable alternative to the multistep, time-
consuming freeze-drying process in the area of formulation
and processing of biopharmaceuticals.

Nonetheless, the physical stress of the drying process
on proteins may cause degradation,3,8,9 which necessitates
the use of stabilizing excipients when preparing dried
biopharmaceuticals. Sugars and other polyols have been
used as protein stabilizers because of their preferential
interaction behavior in solution.10 During spray-drying,
polyols have been observed to reduce the rate constant of
protein inactivation and improve recovered enzyme activ-
ity.11,12 In contrast, cyclic oligosaccharides, or cyclodextrins
(CDs), favor protein thermal denaturation in solution.13

However, cyclodextrins have been reported to stabilize
proteins against other protein degradation pathways, such
as aggregation14 and precipitation,15 and as a result
improve protein folding reversibility.16 Cyclodextrins have
also been shown to protect proteins from freeze-drying-
induced inactivation17 and maintain the native structure
in elevated temperature stability studies.3 Cyclodextrins
are thought to have an impact on protein behavior through
weak interactions between the oligosaccharide hydro-
phobic core and nonpolar protein groups when these are
exposed.

Since polyols and cyclodextrins affect different protein
degradation pathways, we wished to probe the influence
of a combination of these two types of cosolvents on protein
integrity during spray-drying and observe whether the two
excipients would have additive, antagonistic, or synergistic
effects, to compare these effects to those occurring in
solution.18 In this study, we tested the use of sucrose and
hydroxypropyl-â-cyclodextrin (HP-â-CD) as stabilizing agents
in the spray-drying of a model enzyme, â-galactosidase
derived from Aspergillus oryzae. A monomeric glycoprotein,
Aspergillus oryzae â-galactosidase is a multidomain, 105
kDa, 4.5 pI enzyme.19,20 In contrast to small, single-domain
proteins, â-galactosidase may follow a two-step folding
mechanism involving successively fast domain folding and
slow domain pairing.21 Unlike natural cyclodextrins, HP-
â-CD is surface active;22 it was chosen as a model cyclo-
dextrin for its high aqueous solubility and its pharmaceu-
tical relevance as a potential excipient for parenteral and
oral routes.23 Sucrose was chosen because of its good glass-
forming abilities and its widespread use as a protein
stabilizer. Powder samples were dissolved and analyzed for
catalytic activity, aggregation, and chemical change. Fur-
ther, high-sensitivity differential scanning calorimetry
(HSDSC) was used to measure the susceptibility of the
reconstituted enzyme to thermal denaturation. This tech-
nique measures directly the forces stabilizing the globular
structure and has a potential predictive capability of long-
term stability of proteins.24
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Experimental Section
Chemicalssâ-Galactosidase (EC 3.2.1.23) derived from As-

pergillus oryzae (lot 115H1179), o-nitrophenyl-â-D-galactoside
(ONPG, lot 105H5017), and anhydrous sucrose (lot 70H-018715)
were obtained from Sigma-Aldrich Ltd, Poole, UK. Hydroxypropyl-
â-cyclodextrin (HP-â-CD, degree of substitution 0.6, batch 07B-
271/1) was supplied by Janssen Biotech N. V., Olen, Belgium.

Spray-DryingsEach solution to be processed was prepared by
dispersing 4 g of protein in 100 mL of deionized double-distilled
water, with or without excipient, and centrifuged for 10 min at
13000 rpm. The concentration level was 1% w/v for each excipient,
so that the sucrose:cyclodextrin:protein ratio was 0.25:0.25:1 in
terms of mass and 76.8:19.0:1 in molar terms. A silicone tubing of
inner diameter 4 mm and a peristaltic pump were used to feed
the solutions to the nozzle of a Type B, Büchi 190 co-current Mini
Spray Dryer (Büchi Labortechnik AG, Flawil, Switzerland). This
dryer has a two-fluid, pneumatic nozzle 0.5 mm in diameter.
Cooling water was continuously run through the nozzle to prevent
protein degradation in the nozzle. The solution feed rate was 0.36
( 0.06 L h-1, the air spray flow consumption 750 ( 50 L h-1, and
the aspirator vacuum level 10 (approximately 30000 L h-1). The
inlet and outlet temperatures were set to 190 ( 2 °C and 61 ( 2
°C respectively, because these temperatures were expected to
cause some inactivation of Aspergillus oryzae â-galactosidase.12

Catalytic Assaysthe samples were reconstituted in 100 mM
sodium acetate buffer, pH 4.5, at an approximate protein concen-
tration of 1 mg mL-1, and yielded clear solutions. One hundred
microliter aliquots of this solution were added to 3 mL of 4.93
mg.mL-1 ONPG substrate solution. The rate of increase in
absorbance at λ ) 420 nm and 37 °C, caused by the enzyme-
catalyzed hydrolysis of ONPG to o-nitrophenol, was monitored for
1 to 2 min.12 The relative standard deviation of this method is
5%. Protein determination was carried out by the Bradford
(Coomassie blue) method at λ ) 590 nm, as described by
Stoscheck.25

High-Sensitivity Differential Scanning Calorimetry
(HSDSC)sPowders were dissolved in deionized double-distilled
water to a protein concentration of 2-3 mg mL-1. The solutions
exhibited no turbidity and had a measured pH of 6.5, indicating
that none of the excipients used affected the pH significantly.
Thermal denaturation profiles for â-galactosidase were generated
over the temperature range 20-100 °C using a Micro Calorimetry
System high-sensitivity differential scanning calorimeter (MCS
DSC, MicroCal Inc., Northampton, MA) controlled by the MicroCal
Origin software. The instrument was calibrated for heat capacity
using electrical pulses of known power and for temperature using
sealed paraffin hydrocarbon standards of known melting points
(28.2 °C and 75.9 °C for n-octadecane and n-hexatriacontane,
respectively). Typically, this instrument has a noise level of 0.3
µW, a reproducibility on refilling the cells of 0.13 mJ K-1, and a
relative error in the heat capacity determination of 0.005%.26

The accuracy for the temperature measurement was 0.2 °C. All
solutions were degassed for 2 min under vacuum before being
loaded into the calorimeter, and were held under 2 bar nitrogen
excess pressure to avoid bubble formation at higher temperatures.
For each sample, a reference profile, obtained from water samples,
was subtracted from the protein thermal data, and the excess heat
capacity function was normalized for protein concentration. Since
several processed samples contained sucrose or/and HP-â-CD,
controls made of unprocessed protein and sucrose and/or HP-â-
CD (in the same proportions as for processed samples) were
prepared and analyzed in the same conditions. Thus, any change
occurring both in the processed samples and in the controls would
result from an excipient effect during the analysis and not during
the spray-drying process.

High-Performance Size-Exclusion Liquid Chromatogra-
phy (HPSEC)sFor the chromatographic and electrophoretical
experiments, the water used for reconstitution was deionized and
filtered in a Milli-Q system (Millipore), and the samples were
reconstituted in 0.1% aqueous acetic acid. Size-exclusion fraction-
ation was performed in 50 mM phosphate buffer saline pH 7 at
40 °C using a TSKgel Super SW3000 column from TosoHaas
GmbH (Stuttgart, Germany) made of 4 µm silica particles. This
column was setup on a Merck-Hitachi HPLC chromatograph
comprising an AS-2000 autosampler, a L-7100 pump, a Li-
Chrograph L-6000 A HPLC pump, a D-6000 A interface, an L-5025
column thermostat, an L-4250 UV-vis detector set to λ ) 214 nm,

and a water-circulated, temperature-controlled rack at 8 °C for
the sample vials. Typically, duplicate samples (5 µL) were analyzed
at a concentration of 1 mg/mL and using a flow rate of 0.35 mL/
min. The calibration kit from BioRad contained thyroglobulin (670
kDa), bovine γ-globulin (158 kDa), chicken ovalbumin (44 kDa),
equine myoglobin (17 kDa), and vitamin B-12 (1.35 kDa). The data
were analyzed using the Merck-Hitachi D-7000 HSM Chromatog-
raphy Data Station Software.

Sodium Dodecyl Sulfate Polyacrylamide Gel Electro-
phoresis (SDS-PAGE) and Isoelectric Focusing (IEF)sAll
materials were obtained from Amersham Pharmacia Biotech,
Uppsala, Sweden, unless specified. Electrophoretical experiments
were performed at 10 °C on a Multiphor II unit, with a thermo-
static circulating water bath. SDS-PAGE runs were controlled
by a BioRad 1000/500 power supply, and IEF ones by an Electro-
phoresis Power Supply EPS 3500 XL. The samples (run in
quadruplicate) were separated according to molecular weight in
both reducing and nonreducing conditions on ExcelGel SDS
Homogeneous 12.5% containing 120 mM Tris, 120 mM acetate, 1
g L-1 SDS, pH 6.4, and using ExcelGel SDS buffer strips at the
anode and cathode made of 450 mM Tris-acetate, 4 g L-1 SDS,
pH 6.6, and 80 mM Tris, 800 mM Tricine, 6 g L-1 SDS, pH 7.1,
respectively. A high molecular weight calibration kit was used,
for the range 36 kDa (beef heart lactate dehydrogenase subunit)
up to 330 kDa (hog thyroid thyroglobulin subunit). After fixing,
the gels were stained using a Coomassie, PhastGel Blue R solution.
IEF experiments were carried out in the pH range 2.5-8.0, with
prior rehydration of CleanGel in a mixture of 700 µL of Pharmalyte
carrier ampholytes in the pH range 2.5-5.0 and 700 µL Pharma-
lyte pH 5.0-8.0. The IEF calibration kit covered the pH range
2.80 (pepsinogen) to 6.55 (human carbonic anhydrase B). The gels
were stained with a 1 g L-1 silver solution. All staining was done
with an automated gel stainer (Hoefer Pharmacia Biotech Inc.,
San Francisco, CA).

Results and Discussion
Catalytic DatasThe enzymatic activity data measured

for the reconstituted samples are given in Table 1. As
expected from the choice of the processing conditions, and
in particular the outlet temperature which is the main
factor influencing recovered protein activity,27,28 the recon-
stituted spray-dried Aspergillus oryzae â-galactosidase had
a significantly lower catalytic activity (75%) than the as-
received, commercial protein. Interestingly, the addition
of 1% w/v sucrose in the feed protein solution did not
significantly alter the activity of the reconstituted product.
Broadhead et al.12 have found sucrose to stabilize â-galac-
tosidase during spray-drying. A noticeable difference in the
conditions, though, was the sucrose:protein mass ratio,
which was more than or equal to 1.67 in Broadhead et al.’s
study, but as low as 0.25 in our work. In terms of
inactivation kinetics, a level as low as 1% w/v sucrose would
not slow the spray-drying-induced deterioration of glucose
oxidase.29 However, sucrose concentrations as low as that
used here (0.03 M) have been found to stabilize oxyhemo-
globin on spray-drying.6 In contrast, our results show that
the use of 1% w/v HP-â-CD fully protected â-galactosidase
against inactivation. This is interesting as high concentra-
tions (10 to 20%)3 of this cyclodextrin are usually needed

Table 1sEnzymatic Activity of Redissolved Spray-Dried
â-Galactosidase Samples Relative to the As-Received, Commercial
Proteina

relative activity (%)

no excipient 75.0
sucroseb 71.5
HP-â-CDb 98.3
HP-â-CD:sucroseb 90.0

a Reconstituted at a concentration of 1 mg mL-1 in 100 mM sodium acetate
buffer, pH 4.5. b One gram of each excipient was added to the 4% w/v protein
solution (100 mL) prior to spray-drying.
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to affect protein stability. The recovered activity (90%)
obtained through the use of a combination of both excipi-
ents did not differ significantly from that measured for the
cyclodextrin-containing sample. Since these carbohydrates
at such levels do not interfere with the measurement of
enzyme kinetics,18 it appears that the cyclodextrin used
prevented spray-drying-induced inactivation of â-galac-
tosidase, whereas sucrose did not provide any protection.
This inactivation process and the excipient effects were
further investigated with thermal and biochemical mea-
surements.

Thermal Denaturation DatasThe calorimetric pro-
files and derived thermodynamic parameters are given in
Figures 1 and 2 and Tables 2 and 3. The calorimetric profile
for commercial â-galactosidase displayed a single endo-
therm with a transition temperature, Tm, of 69.7 °C. All
samples exhibited a similar profile and Tm values were in
the range 68.4-70.0 °C. The differences in slope were
presumably due to excipient effects, as seen from the
control data, and caused the small variations seen in Tm.
Differences in transition enthalpies were ascribed to dif-
ferences in concentrations of the reconstituted samples. All
profiles were explained by a similar three-transition, non-
two-state model. Differences were found in the relative
intensities of the fitted transitions, but no trend appeared.
The van’t Hoff enthalpy, calculated for each fitted transi-
tion under the two-state approximation, yielded calorimetric-
to-van’t Hoff enthalpy ratios, which can be valuable for

estimating the number of cooperative units. Transition I
generally exhibited ratios much larger than 1, except for
the HP-â-CD sample (P3). Transition II yielded ratios in
the interval 0.6-1.1. Transition III showed ratios signifi-
cantly less than 1, except for the unprocessed sample (U).
However, because of the number of factors (e.g., baseline
determination, exothermic processes, transition reversibil-
ity) that may bias the apparent enthalpies, no conclusions
could be drawn from the observed calorimetric-to-van’t Hoff
enthalpy ratios.

Chromatographic and Electrophoretical Profiless
A representative size-exclusion HPLC trace is shown in
Figure 3, with estimated parameters for all samples listed
in Table 4. Electrophoretical fractions and estimates,
respectively, are given in Figures 4 and 5 and Table 5.
Fractionation by HPLC indicated the presence of five
separated species, although not fully resolved. They were
ascribed to the monomer (143 kDa), two fragments (53 and
42 kDa), a dimer (292 kDa), and a higher-MW aggregate
(509 kDa). The peaks at 4.9 and 11.7 min were a high-
molecular weight species eluting outside the size limits of
the column and the buffer acetate anion, respectively. No
effect of the spray-drying process or excipients on the
retention times of these fractions was detected, although
the relative intensity of the 9.0 min fragment peak was
slightly larger for the sucrose sample (P2). Separation with
SDS-PAGE of commercial â-galactosidase gave estimates
for the main species of 105 kDa in nonreducing conditions
and 119 kDa in the presence of mercaptoethanol. This band
was attributed to the monomer. Additionally, three main
bands appeared with MW estimates of 70, 64, and 40 kDa,
which were probably responsible for the 8.7 min and 9.0

Figure 1sThermal denaturation profiles for unprocessed (broken lines) and
spray-dried (solid lines) â-galactosidase samples reconstituted in water at
2−3 mg mL-1 protein concentration, pH 6.5. U: excipient-free, unprocessed;
P1: excipient-free, processed; P2: sucrose-containing, processed; P2C: control
for P2 (unprocessed enzyme to which sucrose was added); P3: HP-â-CD-
containing, processed; P3C: control for P3; P4: sucrose- and HP-â-CD-
containing, processed; P4C: control for P4. The excipient composition was
matched for each pair of unprocessed/processed samples, as explained in
the Experimental Section.

Figure 2sThree-transition, non-two-state model fitted to the calorimetric profile
for reconstituted unprocessed â-galactosidase.

Table 2sObserved Denaturation Temperatures (Tm) for Redissolved
Unprocessed and Spray-dried â-galactosidase Samplesa

denaturation temperatures, Tm (°C)

unprocessed spray-dried

no excipient 69.7 70.0
Sucroseb 69.7 69.9
HP-â-CDb 69.5 69.1
HP-â-CD:sucroseb 69.0 68.4

a The excipient:protein mass ratio was 0.25 for each excipient in all
preparations. b One gram of each excipient was added to the 4% w/v protein
solution (100 mL) prior to spray-drying.
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min HPLC peaks. The use of the surfactant SDS for gel
electrophoresis allowed the nature of the aggregates de-
tected with HPLC to be tested. The absence of electro-
phoretical band above the monomer-size band indicated
that the high-molecular weight chromatographic fractions
reflected noncovalent aggregates. Faint SDS-PAGE bands
appeared in the range 29-35 kDa in reducing conditions,
indicative of the presence of multichain species held by
disulfides in nonreducing conditions. No spray-drying- or
excipient-induced change in the molecular weight or rela-
tive amount of protein fractions was found. Isoelectric
focusing of unprocessed â-galactosidase revealed a number
of bands, of which the two main bands were in the 4.5 and
3.5 pI regions, consistent with the expected value. Neither
the process nor the excipients altered the isoelectric
profiles.

Nature of the Inactivation Process and Cosolvent
EffectssThus, spray-drying significantly inactivated â-ga-
lactosidase as observed by the level of recovered enzyme
kinetic activity. The addition of HP-â-CD stabilized the
enzyme against inactivation, as did the combination of both

HP-â-CD and sucrose, but not sucrose alone. These results
demonstrate that cyclodextrins can be useful stabilizers in
the preparation of spray-dried protein pharmaceuticals.
Further experiments indicated that the spray-dried enzyme
was unchanged in terms of thermal stability, size-exclusion
HPLC, SDS-PAGE, and IEF patterns. These findings
highlight the relevance of functional probes for the detec-
tion of certain changes in multidomain proteins that
involve interactions between distant sites which remain
undetected by physical probes.21 The reduction in the
activity that was observed may reflect either an almost
complete loss of activity affecting only a fraction of the
population of molecules, or a conformational alteration
inducing less activity in most of the molecules.30 Our data
indicate that the structural change causing inactivation
was subtle; it is likely that this change was not the
formation of covalent or noncovalent aggregates, fragmen-
tation, or deamidation. Since the droplets of a solution
atomized in a cocurrent spray-drier usually reach a maxi-
mum temperature which is approximately 15 °C below the
outlet temperature for 5 to 30 s,11,31 â-galactosidase was
only briefly exposed to temperatures approaching 45 °C,
thus undergoing only small and reversible thermal dena-
turation as inferred from the calorimetric data. Tempera-
tures in this region for a formulation at a pH close to neu-
tral also mean that the inactivation process involved no
change in primary structure.32 Therefore, it is hypothesized
that the change responsible for partial inactivation of
â-galactosidase was mainly a monomolecular, noncovalent
change, i.e., the formation of incorrect structures, and did
not affect the thermal susceptibility of the protein but
weakened its kinetic properties, i.e., interferred with its
active site.

Furthermore, it is known that protein adsorption to
surfaces can be a source of destabilization,33 inducing, for
example, inactivation of Escherichia coli â-galactosidase.34

In our study, denaturation at the air-liquid interface was
a probable explanation for inactivation because it was
consistent with three relevant factors: the consistency
between the absence of effect of sucrose and the expected
large droplet surface coverage of the protein; indeed, it has
been found that for a protein:lactose ratio of 1/99, the
protein can dominate the droplet surface due to its higher
surface activity than the sugar;35 the reduction of inactiva-
tion in the presence of surface-active cyclodextrin, which
may compete with protein molecules at the droplet surface;
and the results of atomization studies indicating surface
denaturation at the air-liquid interface of droplets in a
spray and reduction of this instability by addition of

Table 3sCalorimetrically Derived Thermodynamic Parameters for
Redissolved Unprocessed and Spray-Dried â-Galactosidase Samplesa

sample transition
Tm,b
°C

∆Hcal,c,f

kcal mol-1
∆T1/2,d

°C
∆HvH,e,f

kcal mol-1 ∆Hcal/∆HvH

U I 60.3 172 12.2 72 2.38
U II 66.4 153 6.1 150 1.02
U III 68.6 192 6.1 152 1.26
P1 I 60.1 121 11.2 79 1.54
P1 II 66.5 98 6.0 153 0.64
P1 III 70.1 57 3.6 260 0.22
P2 I 59.5 134 12.5 70 1.91
P2 II 66.2 98 6.3 146 0.67
P2 III 69.8 59 4.0 232 0.25
P2C I 61.9 183 11.5 77 2.36
P2C II 67.7 168 5.3 175 0.96
P2C III 70.6 84 3.4 279 0.30
P3 I 60.7 88 8.3 107 0.82
P3 II 66.6 103 5.9 156 0.66
P3 III 70.0 79 4.2 225 0.35
P3C I 62.1 148 9.7 92 1.61
P3C II 67.3 188 5.7 162 1.16
P3C III 70.6 103 3.7 257 0.40
P4 I 60.9 170 11.3 78 2.17
P4 II 67.0 134 6.1 150 0.90
P4 III 70.3 63 4.3 221 0.29
P4C I 62.4 203 10.1 88 2.29
P4C II 67.7 194 5.3 175 1.11
P4C III 70.7 90 3.5 267 0.34

a Abbreviations as in Figure 1. b Temperature of the maximum of the heat
capacity function for each fitted transition. c Enthalpy change upon denaturation
measured by integrating each transition. d Temperature width of the transition
at half-height. e Van’t Hoff enthalpy change calculated as ∆HvH ) 4RTm

2/
∆T1/2. f 1 cal ) 4.184 J.

Figure 3sSize-exclusion HPLC profile observed for all unprocessed and spray-
dried â-galactosidase samples reconstituted at 1−2 mg mL-1 protein
concentration in 0.1% aqueous acetic acid.

Table 4sMeasured Retention Times (RT), Estimated Molecular
Weights (MW), and Relative Areas for the Size-Exclusion HPLC
Fractions of Unprocessed and Spray-Dried â-Galactosidase Samplesa

retention time, RT (min) relative area (%)

sample
peak

1
peak

2
peak

3
peak

4
peak

5 sample
peak

3
peak

4
peak

5

U ca. 6.7 ca. 7.1 7.69 8.70 8.97
P1 ca. 6.7 ca. 7.1 7.69 8.69 8.97

U 94.3 2.6 3.1

P2 ca. 6.7 ca. 7.1 7.69 8.71 8.99
P1 95.4 1.3 3.2

P4 ca. 6.7 ca. 7.1 7.69 8.70 8.98
P2 94.0 1.9 4.1

P3 ca. 6.7 ca. 7.1 7.69 8.70 8.98
P4 95.3 1.5 3.2

P2C ca. 6.7 ca. 7.1 7.69 8.70 8.97
P3 95.6 1.4 3.1

P4C ca. 6.7 ca. 7.1 7.69 8.69 8.97
P2C 95.2 1.6 3.2

P3C ca. 6.7 ca. 7.1 7.69 8.69 8.97
P4C 95.4 1.4 3.2

MW 509 292 143 53 42
P3C 95.3 1.5 3.3

a Abbreviations as in Figure 1. Relative areas were calculated without taking
into account the 4.9 and 11.7 min peaks, which are a higher-molecular weight
species eluting outside the size limits of the column, and the buffer acetate
anion, respectively. Peaks 1 and 2 were too poorly resolved for meaningful
integration.
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surfactants.5 Foaming that has been observed to result
from the shear forces occurring during atomization36 is
another phenomenon that could explain the inactivation
of â-galactosidase.

Thus, we propose that, in the particular formulation and
processing conditions examined, i.e., at low outlet temper-

atures and low excipient:protein ratios, thermal degrada-
tion was small, and the usual thermodynamic stabilization
provided by sucrose29 did not occur to a significant extent;
rather, it was primarily surface denaturation that caused
inactivation, and HP-â-CD inhibited this instability path-
way. It is further proposed that HP-â-CD may impact

Figure 4sSDS−PAGE profile for unprocessed and spray-dried â-galactosidase samples. Same reconstitution conditions as in Figure 3. Reducing (left) and
nonreducing conditions (right). Abbreviations as in Figure 1.

Figure 5sIsoelectric focusing (IEF) profile of unprocessed and spray-dried â-galactosidase samples. Same reconstitution conditions as in Figure 3. Abbreviations
as in Figure 1.
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protein stability during spray-drying (i) by weak hydro-
phobic interaction between the oligosaccharide core and the
protein nonpolar groups exposed by instability, hence
inhibiting undesirable protein-protein and protein-inter-
face interactions and (ii) by changing water properties since
HP-â-CD is surface-active. The first of these mechanisms
is partly cyclodextrin-specific, and may occur with non-
derivatized cyclodextrins of different core dimensions, such
as R-cyclodextrin,13 but is also nonspecific, since any
additives masking exposed nonpolar regions should prevent
protein-interface interactions.

We believe that, depending on the processing conditions,
spray-drying of proteins gives rise to a delicate balance
between two instability pathways: thermal degradation
and surface denaturation. Thermal degradation occurs in
the interior of droplets due to the high water content in
this region, but less at the droplet surface where there is
less water.37 It is consistent with the finding that thermal
degradation is lower with smaller droplet size.38 However,
for surface denaturation at the droplet-air interface, it
may be the opposite: it takes place at the surface and not
in the interior, and it increases as droplet size decreases.
That is why the ideal spray-dried formulation may neces-
sitate a combination of differents excipients, such as a
preferentially excluded stabilizer against thermal dena-
turation, and a surfactant against interfacial denaturation.
Because of the number of effects involved, a multifactorial
approach using factorial and/or composite designs12,18

seems adequate.
In this study, oxidation was initially expected to be

another possible degradation pathway.29 This was not
directly tested, e.g., through the use of dithiothreitol.
However, the full enzymatic activity found for the cyclo-
dextrin-containing formulation showed that if any oxida-
tion was occurring, it did not affect the activity level of the
formulation.

Besides the spray-drying process, the reconstitution step
has to be considered explicitly. Aggregation is often ob-
served to take place when dried proteins are reconstituted.
It has been found that there may be differences in amount
of aggregation based on additives in the initial solution as
well as in the reconstitution medium.39 In our study, the
positive cyclodextrin effect might result from the ability of
this excipient to prevent aggregation during the redisso-
lution step. Additionally, if refolding occurred on reconsti-
tution, then the presence of cyclodextrin would favor
refolding because it would inhibit the off-pathway of
aggregation. Overall, cyclodextrins may behave like natu-
rally occurring chaperones that have similar functions in
vivo.40 From this viewpoint, the fast spray-drying process
is attractive because, unlike freeze-drying, it occurs at
nonequilibrium conditions, thus making less likely the

achievement of a thermodynamically stable denatured
state.3 Therefore, on reconstitution, aggregation may not
occur before refolding. In any case, our fractionation data
suggested no aggregation, hence suggesting that the cy-
clodextrin effect took place during the process and not on
reconstitution.

Conclusions
We used sucrose and hydroxypropyl-â-cyclodextrin (HP-

â-CD) as stabilizing agents in the spray-drying of a model
enzyme, â-galactosidase. Spray-drying without stabilizing
agents significantly inactivated â-galactosidase. The re-
constituted samples containing HP-â-CD exhibited full
catalytic activity, but not those containing sucrose as the
sole stabilizing agent. All samples exhibited similar ther-
mal profiles and transition temperatures. No general effect
of the spray-drying process or excipients was detected on
the retention times of the protein chromatographic frac-
tions, although the relative intensity of the 9.0 min
fragment peak was slightly larger for the sucrose-contain-
ing sample. No spray-drying- or excipient-induced change
in the molecular weight or relative amount of protein
electrophoretical fractions was found. These findings are
consistent with a hypothesis that the change responsible
for inactivation of â-galactosidase was a subtle monomo-
lecular, noncovalent change, i.e., the formation of incorrect
structures, which arose from surface denaturation and
weakened the catalytic properties of the protein, i.e.,
interfered with its active site. The data suggest that the
cyclodextrin inhibited protein denaturation by preventing
adsorption at the droplet-air interface. This stabilization
mechanism occurred mainly during the process rather than
on redissolution. Sucrose did not provide any stabilization,
presumably because of the nonthermal nature of the stress.
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30. Fatouros, A.; Österberg, T.; Mikaelsson, M. Recombinant
Factor VIII SQsInfluence of Oxygen, Metal Ions, pH and
Ionic Strength on its Stability in Aqueous Solution. Int. J.
Pharm. 1997, 155, 121-131.

31. Deasy P. B. Spray Drying, Spray Congealing, Spray Embed-
ding, and Spray Polycondensation. In Microencapsulation
and Related Drug Processes; Swarbrick, J., Ed.; Dekker: New
York and Basel, 1984; pp 181-193.

32. Klibanov, A. M. Stabilization of Enzymes against Thermal
Inactivation. Adv. Appl. Microbiol. 1983, 29, 1-28.

33. Steadman, B. L.; Thompson K. C.; Middaugh, C. R.; Matsuno,
K.; Vrona, S.; Lawson, E. Q.; Lewis, R. V. The Effects of
Surface Adsorption on the Thermal Stability of Proteins.
Biotech. Bioeng. 1992, 40, 8-15.

34. Edwards, R. A.; Huber, R. E. Surface Denaturation of
Proteins. The Thermal Inactivation of â-Galactosidase (Es-
cherichia coli) on wall-liquid surfaces. Biochem. Cell Biol.
1992, 70, 63-69.
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Abstract 0 Binary treatment modalities such as photodynamic therapy
(PDT) and neutron capture therapy (NCT) combine low-toxicity
electromagnetic irradiation with an appropriate radiation sensitizer to
enhance selectivity for tumor targets. The porphyrin derivative
tetrakiscarborane carboxylate ester of 2,4-(R,â-dihydroxyethyl) deu-
terioporphyrin IX (BOPP) shows tumor-selective uptake and is active
in both treatment modalities. BOPP also chelates paramagnetic ions
such as Mn2+, and therefore its tissue accumulation and selectivity
can be detected noninvasively by using magnetic resonance imaging.
However, local and systemic toxicity appears elevated for the Mn2+

chelate (MnBOPP), but is poorly characterized. Here we have
developed a liposomal formulation of MnBOPP and compared its
toxicity with that of MnBOPP administered to mice in saline. The
optimal liposome composition and maximal capacity to accommodate
MnBOPP were investigated by differential scanning calorimetry and
by encapsulation efficiency. MnBOPP was encapsulated quantitatively
at up to 12 mol % (drug:lipid) in liposomes of varying composition,
and remained incorporated during extended dialysis. Phase separation
of drug- and lipid-rich domains was observed above 12% drug.
MnBOPP in buffered saline was lethal to animals at 90 µmol/kg, and
caused severe necrosis at the injection site at dose levels of 60 µmol/
kg or greater. In contrast, MnBOPP formulated in liposomes was well
tolerated at the highest tested dose of 135 µmol/kg, with the elimination
of local toxicity.

Introduction

The combination of treatment modalities to achieve
greater therapeutic effect and lower side effects is a
frequent objective in the development of new cancer
therapies. In such approaches as photodynamic therapy
(PDT)1,2 or neutron capture therapy (NCT),3,4 electromag-
netic radiation of comparatively low toxicity interacts with
a sensitizer compound of low toxicity, and their combina-
tion results in a high cell-kill effect. In both cases, confining
the irradiation to the disease field and confining the
sensitizer to the tumor cells are essential for maximal
selectivity of effect.

In NCT, selective uptake of boronated radiosensitizer
compounds into tumor tissues is an important factor that
determines the effectiveness of therapy.3,5 A boronated
porphyrin, the tetrakiscarborane carboxylate ester of 2,4-
bis-(R,â-dihydroxyethyl) deuterioporphyrin IX (BOPP),6 has
shown selective tumor deposition in mice bearing C-6
murine glioma, and the ratio of BOPP taken up in brain
tumor versus normal brain was 400:1.7 An additional
advantage of metalloporphyrins such as BOPP is that the
porphyrin nucleus can chelate paramagnetic ions, such as
manganese, while retaining their tumor-localizing prop-
erty, so that the pharmacokinetics and selectivity of uptake
can be monitored by noninvasive methods such as magnetic
resonance imaging (MRI).8,9 Therefore, the manganese
chelate of BOPP (MnBOPP) is an agent of dual functions:
that of a radiation sensitizer in boron NCT and that of a
contrast agent for enhancement of tumors in MRI. In this
dual-functional agent, boron serves as the key element for
therapy and Mn serves as the key element for MRI contrast
enhancement. By combining an imaging function with a
therapeutic function, therapy could be individualized both
to patients and to the disease state, and irradiation could
be applied at the time of peak tumor selectivity or effect.

Previously we demonstrated that MnBOPP is selectively
localized in intracranial 9L brain tumors in rats,10 a tumor
model that bears many similarities to Glioblastoma mul-
tiforme, a lethal human brain tumor.11 In MRIs, the uptake
of MnBOPP significantly enhanced the contrast between
tumor and normal brain. Preliminary results in our labora-
tory also suggested that high doses of MnBOPP adminis-
tered in saline had acute systemic toxicity and delayed
chronic toxicity, and that drug encapsulated in liposomes
was better tolerated by animals at high doses (g100 µmol/
kg, unpublished data). Moreover, the magnitude of brain
tumor contrast enhancement in MRIs suggested that there
was comparable tumor-selective uptake of MnBOPP for
both the saline and liposomal forms. Peak contrast en-
hancement was observed at ∼24 and 70 h after adminis-
tration of free and liposomal MnBOPP, respectively.12

Because liposomes offer the possibility for high-dose ad-
ministration of MnBOPP with reduced toxicity, we have
investigated the optimal conditions for liposomal encap-
sulation of MnBOPP and compared the in vivo toxic effects
of liposomal MnBOPP with that of drug administered in
buffered saline.

Experimental Procedures
MaterialssEgg phosphatidylcholine (EPC), dipalmitoylphos-

phatidylcholine (DPPC), distearoylphosphatidylcholine (DSPC),
and poly(ethylene glycol) (PEG) 1900 conjugated to distearoylphos-

* Corresponding author. Telephone: (716) 645-2844 × 243. Fax:
(716) 645-3693. E-mail: rms@Buffalo.edu.

† The Department of Molecular and Cellular Biophysics.
‡ Current address: B1 Stellar-Chance Laboratories, 422 Currie

Boulevard, Department of Radiology, University of Pennsylvania,
Philadelphia, Pennsylvania 19104.

§ The Department of Pharmaceutics.
¶ The Department of Pharmaceutical Chemistry.

10.1021/js980454i CCC: $18.00912 / Journal of Pharmaceutical Sciences © 1999, American Chemical Society and
Vol. 88, No. 9, September 1999 American Pharmaceutical AssociationPublished on Web 08/07/1999



phatidylethanolamine (DSPE) were purchased from Avanti Polar
Lipids (Alabaster, AL). Cholesterol (CHOL) was from Sigma
Chemicals (St. Louis, MO) and was recrystallized three times from
methanol prior to use. MnBOPP (molecular weight 1485) was
synthesized as described previously.6 Female BALB/C mice (6
weeks, 20-25 g) were purchased from Harlan Sprague Dawley
(Indianapolis, IN).

Preparation of LiposomessLiposomes were prepared by a
reversed-phase evaporation (REV) procedure.13 Typically, 10 µmol
of phospholipid in chloroform were mixed at defined ratios with
MnBOPP dissolved in methanol (4-5 mM), and the solvents were
removed with a rotary evaporator. The dried film of drug and lipid
was then resuspended in 0.5-1.0 mL of isopropyl ether, emulsified
by brief (15 s) sonication after the addition of 350 µL of saline/
HEPES buffer (140 mM NaCl, 20 mM N-2-hydroxyethyl-piper-
azine-N′-[2 ethanesulfonic acid], pH 7.4, osmolality 290 mOsm/
kg), and converted into a liposome suspension by removal of ether
under reduced pressure. Liposome preparations were extruded to
a final diameter of ∼0.08-0.10 µM by passing three times each
under high pressure (∼1250 kPa or 185 psi) through double-
stacked polycarbonate membranes of decreasing pore size (1, 0.4,
0.2, and 0.08 µm) with a gas extruder (Mico Instrument, Middle-
ton, WI). Extruded liposomes were then dialyzed free of residual
drug with a membrane tubing having a molecular weight cutoff
of 12 000-14 000 Da (Spectrapor Medical Industries, Los Angeles,
CA). Dialysis was performed overnight at 4 °C against three
changes of a 400-fold excess of saline/HEPES buffer.

Analytical MethodssThe drug concentration in liposome
samples before and after processing was determined spectropho-
tometrically after extraction from liposomes using methanol. The
visible absorption spectrum of MnBOPP dissolved in methanol has
peaks at 367 and 460 nm. A calibration curve was constructed for
optical density at 460 nm as a function of MnBOPP concentration
in methanol. Phospholipid concentrations were determined by
phosphorus assay.14 The results were expressed as “encapsulation
efficiency”, which is defined as the drug:lipid ratio after dialysis
divided by the initial drug:lipid ratio (i.e., before extrusion or other
processing).

Differential scanning calorimetry (DSC) was performed on a
Perkin-Elmer DSC-2C instrument with samples sealed in alumi-
num pans. Thermograms were acquired and recorded on chart
paper using a scan speed of 2.5 K/min, a sensitivity setting of 1
mCal/s, a temperature range of 20-60 °C, and a chart speed of
40 mm/min. After acquisition, the data were input into a computer
(Macintosh, Apple Inc., Cupertino, CA) using a digital scanner and
DataThief (National Institute for Nuclear Physics and High
Energy Physics (NIKHEF), Amsterdam, The Netherlands), a
program that extracts scanned data into a digital form. The DSC
instrument was calibrated over a wide range of temperatures using
various standard samples provided by the manufacturer. Each
sample contained 14 µL of liposomes at a phospholipid concentra-
tion of 55 mM, and the drug:lipid molar ratios investigated were
0, 3, 7, 11, and 15% (moles of drug per 100 mol phospholipid).
Thermograms were also obtained for MnBOPP dissolved in saline/
HEPES buffer. All samples were maintained at the initial tem-
perature (295 K) for 15 min to ensure temperature equilibration.

Experiments In VivosMnBOPP was administered to mice in
saline/HEPES buffer at doses of 45, 60, 75, and 90 µmol drug per
kilogram of body weight. The dose range for liposomal drug was
75, 90, 110, and 135 µmol/kg. Six mice per group were treated at
each dose level, and the drug was injected via tail vein. The
injection volume was <0.3 mL/20 gm body weight. After injection,
the mice were observed for mortality and weighed regularly for 6
weeks. The maximum tolerated dose (MTD) is defined as the dose
at which animals survived but had ∼10% weight loss.

Results

Optimization of the Liposome Formulations
Preliminary experiments raised concern over potential local
and systemic toxicity of the Mn2+ chelate of BOPP (data
not shown), and liposomes were investigated for mitigation
of the toxicity. Although MnBOPP is moderately water
soluble, it appeared also to be incorporated quantitatively
in liposomes, which suggested localization of the drug in
the liposome membrane phase (data not shown). Therefore,

the interactions between MnBOPP and liposome mem-
brane constituents were investigated in greater detail. The
drug:lipid ratio was varied, and the effect on membrane
structure was investigated by DSC. DPPC was used as the
predominant phospholipid because of its highly cooperative
and well-defined phase transition at 41.3 °C. DPPC lipo-
somes without drug showed a large, sharp transition at
∼41 °C (Figure 1). MnBOPP alone did not undergo a
distinct phase transition, as indicated in Figure 1 by the
thermogram for 100% MnBOPP.

Inclusion of 3 mol % MnBOPP in DPPC bilayers (3 mol
drug in 100 mol phospholipid) resulted in broadening of
the main transition. The transition width at half-height
increased from 0.3 to 0.46 °C. At 7 mol % MnBOPP, the
main transition peak was further broadened and a shoulder
appeared on the high-temperature side, suggesting the
formation of a new phase that was possibly enriched in
MnBOPP. Because this phase melts at higher temperature,
lipid packing in the new phase may be different from, and
tighter than, the lipid-rich domain. This new phase became
more prominent at 11 mol % MnBOPP, and at 15 mol %
MnBOPP, the predominant transition occurred at the
temperature characteristic of the new MnBOPP-rich phase.
Concomitantly, the transition endotherm characteristic of
pure DPPC disappeared. The new phase apparently re-
sulted from interactions between MnBOPP and DPPC;
MnBOPP itself does not undergo a thermal transition in
this temperature range, and DPPC undergoes a thermal
transition at a lower temperature. Based on the DSC
results, 10-12 mol % was hypothesized as the maximum
capacity for DPPC bilayers to accommodate MnBOPP.

MnBOPP incorporation into DPPC membranes was
investigated quantitatively as a function of the initial drug:
lipid ratio. Ratios were included that were above and below
the optimal suggested by DSC experiments (Figure 1).
Following preparation of the liposomes, extrusion through
controlled-pore membranes was performed to remove un-
incorporated drug that had precipitated.15 Liposomes pass
through the membrane pores, and are extruded to a
diameter that approximately equals the pore size of the
filter.16 Because extrusion would not remove unencapsu-

Figure 1sIncorporation of MnBOPP in lipid bilayers. DSC thermograms of
DPPC liposomes containing various molar ratios of MnBOPP. Liposomes
composed of DPPC and the indicated amount of drug were made, processed,
and analyzed by DSC as described in Experimental Procedures. The drug:
lipid ratios varied from 0% (no drug) to 100% (no phospholipids). The ratio is
calculated as the number of moles of drug per 100 mol of phospholipid; the
phospholipid concentration was not adjusted, i.e., the total moles of drug and
phospholipid do not sum to 100%.
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lated drug molecules that are in soluble monomer or
micellar form, dialysis was performed after extrusion, and
the drug:lipid ratio was determined before and after each
processing step.

At drug:lipid ratios of e10 mol % (MnBOPP:DPPC),
incorporation of drug was quantitative (Table 1), which is
a characteristic of lipophilic agents located within the
membrane bilayer. Neither extrusion nor dialysis reduced
the drug:lipid ratio significantly (Table 1), suggesting a lack
of substantial precipitated MnBOPP or unincorporated
drug in monomer or micellar form. Dialysis was prolonged,
and MnBOPP retention in the liposome further suggested
stable incorporation of the drug in the bilayer.

For drug:lipid ratios g10 mol %, a plateau value of ∼12
mol % (MnBOPP:DPPC) incorporation was observed after
extrusion. This ratio was determined to be the maximal
drug:lipid ratio achievable in DPPC membranes.

The membrane physical state can have major impact on
both liposome performance in vivo and on the incorporation
of lipophilic molecules. Therefore, encapsulation efficiency
was investigated for a selection of liposome compositions
that represent a broad range of physical or in vivo
performance properties. This selection of compositions
(Table 2) included low- and high-transition temperature
phospholipids, charged and neutral (zwitterionic) composi-
tions, cholesterol-containing formulations, and polymer-
coated liposomes with extended circulation times in vivo.17

Table 2 shows the effect of lipid composition on the
incorporation of MnBOPP. Three phosphatidylcholines
(EPC, DPPC, and DSPC) were tested individually, with or
without cholesterol, at initial drug:lipid ratios of ∼8%. For
EPC liposomes, in which the bilayer is in a fluid state, the
drug:lipid ratio achieved was ∼7% following extrusion, and
subsequent dialysis had little effect on the incorporation
of MnBOPP. The addition of CHOL had little effect on the
encapsulation efficiency in EPC liposomes.

For DPPC liposomes, in which the bilayer exists in the
gel phase, encapsulation efficiency was similarly high. The
addition of CHOL to DPPC liposomes did not alter Mn-
BOPP incorporation.

In contrast, the drug:lipid ratio achieved for DSPC
liposomes prepared with an 8 mol % drug:lipid ratio, the

MnBOPP incorporation was ∼3.4 mol % after extrusion;
overall, only 40% of the initial drug was incorporated. Like
DPPC liposomes, DSPC liposomes exist in the gel phase
at room temperature. However, the DSPC acyl chain length
is greater. The addition of CHOL, which broadens the
phase transition and imparts a fluidizing effect, did not
increase MnBOPP incorporation markedly.

Liposomes bearing hydrophilic polymer headgroups, such
as PEG, and consisting of high-transition temperature
phospholipids show greatly extended circulation times in
vivo17,18 as well as intratumor deposition.18,19 MnBOPP
incorporation into PEG-bearing liposomes was investigated
for both fluid (EPC) and gel-phase (DPPC) lipids. MnBOPP
was incorporated nearly quantitatively in either composi-
tion, and the maximal mole ratio achieved was 12% (Table
2).

Comparative Toxicity of MnBOPP Formulationss
Free or liposomal MnBOPP was administered to healthy
mice at various dose levels to determine the effect of
formulation on the maximum tolerated dose (MTD) of the
drug. Body weight and vital signs (respiration, heart rate)
of the animals were monitored after bolus injection.
Preliminary experiments using 2 mice per group showed
that 100% (2 of 2) of the animals died following adminis-
tration of free MnBOPP at a dose of 100 µmol/kg, whereas
all survived at 80 µmol/kg (data not shown). A more
comprehensive experiment with 6 mice per group showed
that 90 µmol/kg free MnBOPP was lethal, resulting in 80%
death (5 of 6 animals) within 48 h after injection. For all
other doses tested, all animals survived the treatment (data
not shown).

Figure 2 shows the percent body weight change following
injection of free MnBOPP. MnBOPP at 75 µmol/kg medi-
ated 11% weight loss, which did not recover until 30 days
after injection. Local necrosis was observed at the injection
site 24 h after injection in animals treated with g60 µmol/
kg of free drug. Doses of 45 µmol/kg caused ∼4% weight
loss that recovered within 10 days after injection. Based
on body weight changes, the MTD of free MnBOPP ap-
peared to be ∼75 µmol/kg.

Two liposome compositions incorporating MnBOPP,
PEG-DSPE:EPC:CHOL (1:10:5) and PEG-DSPE:DPPC:
CHOL (1:10:5), were tested in preliminary dose-ranging
experiments using small numbers of animals. The two
liposome formulations appeared to cause similar weight
change profiles in mice (data not shown); therefore, only
the PEG-DSPE:DPPC:CHOL (1:10:5) liposome formula-
tion was selected for investigation with a larger number
of animals. All animals survived injection of MnBOPP at
doses up to 135 µmol/kg, and no necrosis was observed at
the injection site. Observation of the animals was continued
for 3 months. The maximal weight loss (∼8%) occurred at
the 135 µmol/kg dose level, and the body weight did not
recover until day 40 after injection (Figure 3). However,

Table 1sEncapsulation Efficiency of MnBOPP in DPPC Liposomesa

initial drug:lipid
ratio, %b

drug:lipid ratio
after extrusion, %b

drug:lipid ratio
after dialysis, %b

encapsulation
efficiency, %c

4 3.8 ± 0.46 3.6 ± 0.47 91 ± 11
8 7.6 ± 0.25 7.1 ± 1.5 89 ± 2

12 11.6 ± 0.36 11.0 ± 0.25 91 ± 3
20 11.6 ± 0.46 11.5 ± 0.68 57 ± 5

a Data are expressed as mean ± standard deviation from at least 3
experiments. b Drug:lipid ratio is the molar ratio between MnBOPP and DPPC
phospholipid. c Encapsulation efficiency is defined as the ratio between the
final (after dialysis) and initial drug/lipid ratio.

Table 2sEffect of Lipid Composition on Drug:Lipid Molar Ratios Achieveda

lipid composition
initial drug:lipid

ratio, %b
drug:lipid ratio

after extrusion, %b
drug:lipid ratio

after dialysis, %b
encapsulation
efficiency, %c

EPC 8.0 ± 0.3 7.0 ± 0.4 6.9 ± 0.2 87 ± 5
EPC/CHOL (2:1) 8.0 ± 0.5 6.4 ± 0.9 6.4 ± 1.2 80 ± 15
DPPC 8.0 ± 0.5 7.6 ± 0.5 7.3 ± 0.2 92 ± 4
DPPC/CHOL (2:1) 8.0 ± 0.2 7.4 ± 0.2 7.5 ± 0.5 94 ± 5
DSPC 8.0 ± 1.7 3.4 ± 0.8 3.1 ± 0.1 40 ± 9
DSPC/CHOL (2:1) 8.0 ± 1.0 4.3 ± 0.3 3.9 ± 0.7 50 ± 6
PEG−DSPE/EPC/CHOL (1:10:5) 12.3 ± 0.6 11.8 ± 1.1 11.0 ± 1.8 89 ± 11
PEG−DSPE/DPPC/CHOL (1:10:5) 12.3 ± 0.8 11.9 ± 1.3 10.5 ± 0.9 94 ± 3

a Data are expressed as mean ± standard deviation from at least 3 experiments. b Drug:lipid ratio is the molar ratio between MnBOPP and DPPC phospholipid.
The ratio is calculated as the number of moles of drug per 100 mol of phospholipid. c Encapsulation efficiency is defined as the ratio between the final (after
dialysis) and initial drug/lipid ratio.

914 / Journal of Pharmaceutical Sciences
Vol. 88, No. 9, September 1999



the MTD, defined as a 10% loss in body weight, was not
observed in the dose range tested for either PEG-DSPE:
EPC:CHOL (1:10:5) or PEG-DSPE:DPPC:CHOL (1:10:5)
liposomes containing MnBOPP, even though the highest
dose tested (135 µmol/kg) was nearly twice the tolerated
dose of free drug (75 µmol/kg).

Discussion
Selective delivery of a sufficient quantity of boron (10B)

compound to the tumor site via the systemic route is a key
requirement for the success of boron NCT as a tumoricidal
modality.3,4 In addition, the selective deposition of Mn-
BOPP in tumor tissues may facilitate its application in
diagnosis as an MRI contrast-enhancing agent.10

Here we established that the MTD of MnBOPP in saline
was ∼75 µmol/kg, as judged by body weight loss of animals.
However, even at that dose, considerable injection-site
toxicity was noted. The MTD determined here for the
manganese chelate of BOPP is significantly lower than the
MTD of ∼200 mg/kg (147 µmol/kg) determined previously
for the nonmetalated compound in mice.7 Thus, free Mn-
BOPP is roughly twice as toxic as BOPP. From the
standpoint of dose-limiting systemic toxicity and local
injection-site toxicity, mitigation of these effects using
liposomes may aid in clinical application of the promising
Mn-containing compound.

Liposomes have been shown to reduce the systemic
toxicity of encapsulated drugs, and liposomes of small size
bearing PEG moieties on the surface have shown enhanced
tumor uptake.17,18,20 Because of the beneficial effects of
encapsulation on toxicity and selectivity of deposition,
liposomes hold considerable promise for the delivery of
boronated compounds in NCT.21-24 With the reduction in
toxicity observed here, dose escalation and possibly in-
creased tumor uptake of MnBOPP may be achievable via
liposome encapsulation. However, liposomal formulation
of lipophilic compounds involves optimization of the large
number of parameters that affect stability;25-27 these
parameters include the preferred membrane physical state,
determined by the phase transition temperature (Tm) of the

predominant lipid constituent, the lipid acyl chain compo-
sition, and the CHOL content, which both modifies Tm and
has the effect of stabilizing liposomes in vivo. Additional
parameters having impact on drug incorporation include
the liposome membrane charge and the presence of surface-
localized hydrophilic polymers.

To approach this problem of multiparameter optimiza-
tion, a prototype liposome formulation was chosen; DPPC,
a phospholipid with a defined phase transition, was used
as a probe for membrane interaction of the drug. A
maximal drug:lipid ratio was determined qualitatively by
DSC. In the case of MnBOPP, exceeding the maximal
capacity of the bilayer to accommodate the drug was
manifested by the appearance of a new, higher-melting
drug:lipid phase. This behavior contrasts with other
cases,15,28 in which exceeding the maximum drug:lipid ratio
may be marked by an abrupt reappearance of the original
Tm of the pure phospholipid component when catastrophic
destabilization results in precipitation of drug outside of
the membrane environment. An additional advantage of
the use of DSC is that the progressive, MnBOPP-dependent
changes observed in the Tm confirmed interaction of the
drug with the bilayer of the membrane as well as suggested
the existence of an unusual, higher-melting drug:lipid
complex involving a specific lamellar phase state of the
lipid. This unusual phase may be worthy of future study
because it suggests the possibility for developing drug-rich
particles that may be structurally distinct from liposomes
(cf. ref 29).

The qualitative overview of bilayer maximal capacity for
drug provided by DSC was investigated in greater detail
using simple methodology to quantify the drug:lipid ratio;
this investigation involved manipulations to resolve pre-
cipitated and weakly associated drug. Extrusion of lipo-
somes through controlled-pore filters16 not only redefines
the mean diameter to a size that circulates more readily
in the blood, but also allows the separation of liposomes
from precipitated drug.15 The subsequent dialysis step was
performed to eliminate micellar or monomer drug because
it would not be removed from liposomes during the extru-
sion step. Overnight dialysis had little effect on MnBOPP

Figure 2sToxicity of MnBOPP in saline. Body weight changes of mice were
recorded after injection of MnBOPP dissolved in buffered saline. The
concentration of MnBOPP was 10 mM in saline/HEPES buffer (140 mM, 20
mM, pH 7.4, osmolality 290 mOsm), and the volume of one injection was
<0.3 mL/20 gm body weight. The weight change of each animal was normalized
to its weight before injection, and each point represents the mean ± standard
deviation for each group (n ) 6).

Figure 3sToxicity of liposomal MnBOPP. Body weight changes of mice were
recorded after injection of MnBOPP encapsulated in liposomes. MnBOPP was
incorporated at a molar ratio of 12% (with respect to phospholipid) in liposomes
composed of PEG−DSPE:DPPC:CHOL (1:10:5). The drug concentration was
∼8 mM. If the volume required for a specific dose was >0.3 mL/20 gm body
weight, it was split into two injections with an interval of ∼10 min. The weight
change of each animal was normalized to its weight before injection, and
each point represents the mean ± standard deviation for each group (n ) 6).
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incorporation, suggesting reasonably stable incorporation
of the drug in the membrane.

Once the approximate bilayer capacity for MnBOPP was
established using a prototype phospholipid, a small number
of liposome compositions were chosen for further investiga-
tion, and these represented broad differences in membrane
properties and in vivo performance. We observed quantita-
tive incorporation of MnBOPP in most of these formula-
tions, suggesting considerable latitude in selecting liposome
constituents. A lack of such latitude could limit the ability
to overcome possible future challenges posed as specific in
vivo performance objectives are pursued.

The membrane physical state, governed largely by the
Tm of the predominant lipid constituent, is a major param-
eter that affects the performance of liposomes in vivo.30-32

In this study, liposomes encapsulating MnBOPP were
formed from each of three phospatidylcholines (egg PC,
DPPC, and DSPC) having increasing Tm. EPC (Tm, -5 to
-17 °C) exists in the liquid crystalline state at room
temperature, whereas DPPC (Tm, 41.3 °C) and DSPC (Tm,
55.8 °C) exist in the gel state. At room temperature or body
temperature, membrane fluidity is decreased in the order
EPC > DPPC > DSPC, as indicated by the Tm (EPC <
DPPC < DSPC). Both fluid- (EPC) and gel-phase (DPPC)
liposomes incorporated MnBOPP quantitatively. Interest-
ingly, the nature of the gel-phase lipid had a major effect
on drug incorporation; DSPC, which also forms gel-phase
liposomes, had the lowest MnBOPP incorporation capacity
(Table 2). This observation may be explained by the highly
ordered, cooperative packing of lipid molecules in the gel
phase. More fluid membranes, such as DPPC and EPC,
may better accommodate bulky, lipid-soluble drugs such
as MnBOPP within the bilayers because these lipid bilayers
tend to have more disordered hydrocarbon domains.

Cholesterol was tested as a constituent in several
formulations. Cholesterol increases the packing density of
the phospholipid bilayer by inserting itself between the
lipid molecules, resulting in decreased permeability of
phospholipid bilayer to small polar molecules and prevent-
ing plasma proteins from penetrating.26,33 Physical stability
of liposomes often is enhanced by incorporation of CHOL
in the bilayer.26 Cholesterol also increases the disorder
within bilayer, resulting in broadening or elimination of
the Tm.30-32 In this study, the addition of CHOL in EPC-
or DPPC-containing liposomes did not change the drug:
lipid ratio significantly (Table 2) at a molar ratio of 1:2
(CHOL:phospholipid), suggesting that CHOL did not alter
significantly the interaction between EPC or DPPC and
MnBOPP molecules. Interestingly, CHOL did not increase
the incorporation of MnBOPP in DSPC liposomes, despite
the broadening effect of CHOL on the Tm.31,32

The PEG headgroup of the PEG-DSPE lipid provides a
hydrated coating on the surface of liposome and can hinder
the access of plasma proteins to the liposome surface; such
“sterically stabilized liposomes” (SSLs)34 have shown a
5-fold increase in circulation time compared with liposomes
without the surface coating.18 The altered pharmacokinet-
ics may allow increased extravasation of liposomes into
tumors, resulting in the enhanced antitumor effect seen
in various preclinical and clinical trials.17 Here, PEG-
containing liposomes of both fluid- and gel-phase lipids
incorporated MnBOPP as efficiently as the optimal non-
PEG formulations.

MnBOPP encapsulated in liposomes was much better
tolerated than the free drug. The MTD of free MnBOPP in
mice was ∼75 µmol/kg, whereas that of the liposomal drug
exceeded 135 µmol/kg for the PEG-DSPE-containing for-
mulations that included either EPC or DPPC as the
predominant lipid constituent. We observed previously12

that tumor accumulation of MnBOPP administered in a

prototype liposomal form was roughly comparable to that
observed for free MnBOPP. The high incorporation of
MnBOPP in the diverse liposome compositions defined here
provides the opportunity to optimize further the tumor
deposition in vivo and shows clearly the potential to
increase the dose intensity of MnBOPP, with the aim of
further enhancement in tumor delivery.

The amount of phospholipid required to administer the
highest dose of MnBOPP (135 µmol/kg) was ∼28 µmol lipid
per animal. Although this concentration of lipid is high,
we have previously administered comparable doses of
liposomes to mice35 up to 9 times in 3 weeks. Although
those liposomes contained high concentrations of paclitaxel,
a cytotoxic agent, all animals administered a dose of 30
µmol lipid per injection survived the entire 9-course treat-
ment. Caution must be exercised in using these previous
experiments to interpret the present results because dif-
ferent lipid compositions were used, and the liposomes
contained a potent cytotoxic agent. However, the composi-
tions used here would be cleared less rapidly to the lung,
liver, and spleen than those used previously, and thus
should have relatively less impact on the overall health of
the animal. Thus, liposomal encapsulation appears to
provide a means to administer higher doses of MnBOPP
with reduced toxicity.

References and Notes
1. Dougherty, T. J.; Gomer, C. J.; Henderson, B. W.; Jori, G.;

Kessel, D.; Korbelik, M.; Moan, J.; Peng, Q. Photodynamic
therapy. J. Natl. Cancer Inst. 1998, 90, 889-905.

2. Popovic, E. A.; Kaye, A. H.; Hill, J. S. Photodynamic therapy
of brain tumors. J. Clin. Laser Med. Surg. 1996, 14, 251-
261.

3. Barth, R. F.; Soloway, A. H.; Fairchild, R. D.; Brugger, R.
M. Boron neutron capture therapy for cancer. Realities and
prospects. Cancer 1992, 70, 2995-3007.

4. Hawthorne, M. F. The role of chemistry in the development
of boron neutron capture therapy of cancer. Angew. Chem.,
Int. Ed. Engl. 1993, 32, 950-984.

5. Fairchild, R. G.; Kahl, S. B.; Laster, B. H.; Kalef, E. J.;
Popenoe, E. A. In vitro determination of uptake, retention,
distribution, biological efficacy, and toxicity of boronated
compounds for neutron capture therapy: a comparison of
porphyrins with sulfhydryl boron hydrides. Cancer Res. 1990,
50, 4860-4865.

6. Kahl, S. B.; Koo, M. Synthesis of tetrakis-carborane-carbox-
ylate ester of 2,4-bis-(a,b-dihydroxyethyl) deuterioporphyrin
IX. J. Chem. Soc., Chem. Commun. 1990, 24, 1769-1771.

7. Hill, J. S.; Kahl, S. B.; Kaye, A. H.; Stylli, S. S.; Koo, M.;
Gonzales, M. F.; Vardaxis, N. J.; Johnson, C. I. Selective
tumor uptake of a boronated porphyrin in an animal model
of cerebral glioma. Proc. Natl. Acad. Sci. U.S.A. 1992, 89,
1785-1789.

8. Chen, C. W.; Cohen, J. S.; Myers, C. E.; Sohn, M. Paramag-
netic metalloporphyrins as potential contrast agents in NMR
imaging. FEBS Lett. 1984, 168, 70-74.

9. Lyon, R. C.; Faustino, P. J.; Cohen, J. S. Tissue distribution
and stability of metalloporphyrin MRI contrast agents.
Magn. Reson. Med. 1987, 4, 24-33.

10. Huang, L.; Straubinger, R.; Kahl, S.; Koo, M.; Alletto, J.;
Mazurchuk, R.; Chau, R.; Thamer, S.; Fiel, R. Boronated
metalloporphyrins: a novel approach to the diagnosis and
treatment of cancer using contrast-enhanced MR imaging
and neutron capture therapy. J. Magn. Reson. Imaging 1993,
3, 351-356.

11. Weizsaecker, M.; Deen, D. F.; Rosenblum, M. L.; Hoshino,
T.; Gutin, P. H.; Barker, M. The 9L rat brain tumor:
description and application of an animal model. J. Neurol.
1981, 224, 183-192.

12. Huang, L. R. Magnetic resonance imaging: contrast en-
hancement of brain tumor pathology through chemical
intervention. State University of New York at Buffalo, Ph.D.
Dissertation, 1994.

13. Szoka, F. C., Jr.; Papahadjopoulos, D. Procedure for prepara-
tion of liposomes with large internal aqueous space and high
capture by reverse-phase evaporation. Proc. Natl. Acad. Sci.
U.S.A. 1978, 75, 4194-4198.

14. Bartlett, G. R. Phosphorus assay in column chromatography.
J. Biol. Chem. 1959, 234, 466-468.

916 / Journal of Pharmaceutical Sciences
Vol. 88, No. 9, September 1999



15. Sharma, A.; Straubinger, R. M. Novel taxol formulations:
preparation and characterization of taxol-containing lipo-
somes. Pharm. Res. 1994, 11, 889-896.

16. Szoka, F. C., Jr.; Olson, F.; Heath, T.; Vail, W.; Mayhew, E.;
Papahadjopoulos, D. Preparation of unilamellar liposomes
of intermediate size (0.1-0.2 µm) by a combination of reverse
phase evaporation and extrusion through polycarbonate
membranes. Biochim. Biophys. Acta 1980, 601, 559-571.

17. Gabizon, A.; Papahadjopoulos, D. Liposome formulations
with prolonged circulation time in blood and enhanced
uptake by tumors. Proc. Natl. Acad. Sci. U.S.A. 1988, 85,
6949-6953.

18. Papahadjopoulos, D.; Allen, T. M.; Gabizon, A.; Mayhew, E.;
Matthay, K.; Huang, S. K.; Lee, K.-D.; Woodle, M. C.; Lasic,
D. D.; Redemann, C.; Martin, F. J. Sterically stabilized
liposomes: improvements in pharmacokinetics and anti-
tumor therapeutic efficacy. Proc. Natl. Acad. Sci. U.S.A.
1991, 88, 11460-11464.

19. Sharma, U. S.; Sharma, A.; Chau, R. I.; Straubinger, R. M.
Liposome-mediated therapy of intracranial brain tumors in
a rat model. Pharm. Res. 1997, 14, 992-998.

20. Allen, T. M.; Chonn, A. Large unilamellar liposomes with
low uptake into the reticuloendothelial system. FEBS Lett.
1987, 223, 42-46.

21. Hawthorne, M. F.; Shelly, K. Liposomes as drug delivery
vehicles for boron agents. J. Neur. Oncol. 1997, 33, 53-58.

22. Feakes, D. A.; Shelly, K.; Hawthorne, M. F. Selective boron
delivery to murine tumors by lipophilic species incorporated
in the membranes of unilamellar liposomes. Proc. Natl. Acad.
Sci. U.S.A. 1995, 92, 1367-1370.

23. Feakes, D. A.; Shelly, K.; Knobler, C. B.; Hawthorne, M. F.
Na3[B20H17NH3]: synthesis and liposomal delivery to murine
tumors. Proc. Natl. Acad. Sci. U.S.A. 1994, 91, 3029-3033.

24. Yanagie, H.; Tomita, T.; Kobayashi, H.; Fujii, Y.; Nonaka,
Y.; Saegusa, Y.; Hasumi, K.; Eriguchi, M.; Kobayashi, T.;
Ono, K. Inhibition of human pancreatic cancer growth in
nude mice by boron neutron capture therapy. Br. J. Cancer
1997, 75, 660-665.

25. Mayhew, E.; Rustum, Y. M.; Szoka, F.; Papahadjopoulos, D.
Role of cholesterol in enhancing the antitumor activity of
cytosine arabinoside entrapped in liposomes. Cancer Treat.
Rep. 1979, 63, 1923-1928.

26. Senior, J.; Gregoriadis, G. Stability of small unilamellar
vesicles in serum and clearance from the circulation: the
effect of the phospholipid and cholesterol components. Life
Sci. 1982, 30, 2123-2136.

27. Hunt, C. A. Liposome disposition in vivo. V. Liposome
stability in plasma and implications for drug carrier function.
Biochim. Biophys. Acta 1982, 719, 450-463.

28. Balasubramanian, S. V.; Straubinger, R. M. Taxol-lipid
interactions: taxol-dependent effects on the physical proper-
ties of model membranes. Biochemistry 1994, 33, 8941-8947.

29. Janoff, A. S.; Boni, L. T.; Popescu, M. C.; Minchey, S. R.;
Cullis, P. R.; Madden, T. D.; Taraschi, T.; Gruner, S. M.;
Shyamsunder, E.; Tate, M. W.; Mendelsohn, R.; Bonner, D.
Unusual lipid structures selectively reduce the toxicity of
amphotericin B. Proc. Natl. Acad. Sci. U.S.A. 1988, 85,
6122-6126.

30. Szoka, F. C., Jr.; Papahadjopoulos, D. Comparative properties
and methods of preparation of lipid vesicles (liposomes).
Annu. Rev. Biophys. Bioeng. 1980, 9, 467-508.

31. Sankaram, M. B.; Thompson, T. E. Modulation of phospho-
lipid acyl chain order by cholesterol. A solid-state 2H NMR
study. Biochemistry 1990, 29, 10676-10684.

32. Sankaram, M. B.; Thompson, T. E. Cholesterol-induced fluid
phase immiscibility in membranes. Proc. Natl. Acad. Sci.
U.S.A. 1991, 88, 8686-8690.

33. Semple, S. C.; Chonn, A.; Cullis, P. R. Influence of cholesterol
on the association of plasma proteins with liposomes. Bio-
chemistry 1996, 35, 2521-2525.

34. Lasic, D.; Martin, F.; Gabizon, A.; Huang, S.; Papahadjopou-
los, D. Sterically stabilized liposomes: a hypothesis on the
molecular origin of the extended circulation times. Biochim.
Biophys. Acta 1991, 1070, 187-192.

35. Sharma, A.; Mayhew, E.; Straubinger, R. M. Antitumor effect
of taxol-containing liposomes in a taxol-resistant murine
tumor model. Cancer Res. 1993, 53, 5877-5881.

Acknowledgments
We thank Dr. Frank Szoka, University of California at San

Francisco, for advice on the encapsulation of MnBOPP, Dr.
Myoung-Seo Koo for preparation of the MnBOPP, and the Phar-
maceutical Sciences Instrumentation Facility (UB) for data ac-
quisition. Support for this work was provided in part by research
grants from the National Institutes of Health, United States Public
Health Service (CA55251 to R.M.S. and CA37961 to S.B.K.) and
from the Association for Research of Childhood Cancer (to R.M.S.).

JS980454I

Journal of Pharmaceutical Sciences / 917
Vol. 88, No. 9, September 1999



Pharmacokinetics of Fluphenazine, a Highly Lipophilic Drug, Estimated
from a Pulse Dose of a Stable Isotopomer in Dogs at Steady State

JOHN W. HUBBARD,* SALIM HADAD, JIANG-PING LUO, GORDON MCKAY, AND KAMAL K. MIDHA

Contribution from College of Pharmacy & Nutrition, University of Saskatchewan, Saskatoon, Saskatchewan, Canada, S7N 5C9.

Received November 10, 1998. Final revised manuscript received March 30, 1999.
Accepted for publication June 7, 1999.

Abstract 0 The potential utility of a pulse dose of a deuterium-labeled
isotopomer (FLU-D4) in elucidating the pharmacokinetics of fluphena-
zine (FLU) at steady state was investigated in dogs. The single-dose
oral pharmacokinetics of FLU in dogs were established. After resting
the dogs for 3 weeks, the animals were dosed to steady state with
oral FLU administered at 12-h intervals. Following 15 doses, one dose
of FLU was replaced by a pulse dose of FLU-D4, after which dosing
with FLU was resumed. FLU and FLU-D4 plasma concentrations were
determined by tandem mass spectrometry. Comparable estimates of
apparent oral clearance were calculated from (i) a single dose of FLU,
(ii) a pulse dose of FLU-D4, and (iii) over a dosing interval at steady
state. Average steady-state plasma concentrations were reliably
predictable from a pulse dose of FLU-D4.

Introduction
A difficult task facing the psychiatrist is the determi-

nation of the optimal dose of neuroleptic for an individual
patient in the acute phase of a psychosis because thera-
peutic effects of treatment with classical neuroleptics
generally require 2-4 weeks to become optimal. Aggressive
dosing in the early stages of treatment, however, may lead
to the establishment of unnecessarily high maintenance
doses.1 Dysken and co-workers2 suggested that a thera-
peutic window of 0.2 to 2.8 ng/mL trough concentrations
of fluphenazine (FLU) in plasma was appropriate for
schizophrenic patients. These early studies, however, gave
no indication of the extent to which aberrantly high plasma
levels are associated with inferior antipsychotic response.3
A more recent and more sophisticated study by Van Putten
and colleagues4,5 employed logistic regression and survival
analysis to examine relationships between plasma concen-
trations of FLU, estimated probability of improvement, and
estimated probability of disabling side effects. Disabling
side effects were defined as “side effects that significantly
interfered with patients’ functioning” or “side effects that
outweigh therapeutic effects.” The study showed that the
probability of improvement increased as plasma FLU
concentrations approached 4.0 ng/mL, but so did the
probability of disabling side effects. It was found that the
maximum probability of improvement without disabling
side effects occurred at a plasma FLU concentration of 0.7
ng/mL.5 Thus, patients who tolerate the drug well may
benefit from plasma concentrations >1.0 ng/mL, whereas
poorly responding patients with plasma levels of 4.0 ng/
mL and above may benefit from a reduction in dosage.
These data have provided a more rational basis for the use
of plasma concentration data in FLU posology.

The acquisition of pharmacokinetic data from floridly
psychotic acute schizophrenics, however, is difficult or

impossible because these patients are usually too ill to be
able to cooperate by providing samples of body fluids. It is
certainly not appropriate to interrupt therapy to obtain
single-dose pharmacokinetic data. In this situation, there-
fore, individualized pharmacokinetic information must be
acquired after the clinical condition of the patient has been
stabilized by treatment with a neuroleptic drug such as
FLU. The use of a pulse dose of a stable isotopomer to
assess the pharmacokinetics of a single dose of the drug
while at steady state6 is an appealing technique for two
reasons: (i) there is no need to interrupt therapy or to
disturb the steady state of active drug; and (ii) stabilized
schizophrenic out-patients under maintenance therapy
with oral FLU often take their medication at uneven time
intervals, which renders uncertain any attempt to estimate
pharmacokinetic parameters from plasma concentrations
of unlabeled drug at steady state.

FLU is a lipophilic drug that exhibits after intravenous
dosing in humans (Midha et al., unpublished data), a very
large apparent volume of distribution (398 ( 202 L), a
relatively short half-life (13.1 ( 4.1 h), and a systemic
clearance (23.0 ( 12.3 L/h) of ∼25% of liver blood flow.
Similar results were obtained after beagle dogs were dosed
intravenously with FLU:7 a large volume of distribution
(51.0 ( 17.8 L), a relatively short half-life (6.0 ( 1.5 h),
and a systemic clearance (5.8 ( 1.0 L/h) of ∼40% of liver
blood flow. These data suggest that FLU undergoes exten-
sive tissue distribution/binding in both humans and dogs.
The present exploratory study in dogs was designed to test
the hypothesis that exchange of isotopomer with unlabeled
drug in tissue compartments would not impede the utility
of the technique in practical terms. A tetradeuterated
isotopomer (FLU-D4, Figure 1) to be used in such studies
was prepared in these laboratories8 and was shown to be
free of any isotopic metabolic effects in either humans9 or
dogs.10

Materials and Methods
Chemicals and ReagentssFLU dihydrochloride was pur-

chased from Sigma-Aldrich Canada, Ltd. (Ontario, Canada). FLU-
D4 was synthesized in our laboratories as described previously.8
The isotopic purity of FLU-D4 was >99%. Oral solutions containing
FLU dihydrochloride equivalent to 1 mg/mL FLU base in distilled
water were prepared daily. Oral solutions of the FLU-D4 were

* To whom correspondence should be addressed. E-mail: Hubbard@
duke.usask.ca.

Figure 1sStructures FLU (R ) H) and tetradeuterated FLU (R ) 2H).
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prepared in the same manner. Solvents and other chemicals were
of analytical grade and were used without further purification.

Animals and Study DesignsThe study protocol was approved
by the University of Saskatchewan Animal Care Committee. The
experiments were carried out according to the Principles of
Laboratory Animal Care (NIH Publication #85-23, revised 1985)
and under conditions specified by the Canadian Council on Animal
Care. Four pure bred female beagle dogs (ID nos. 014, 243, 260,
and 685), ranging in weight (initially) from 7.0 to 9.5 kg (mean

8.1 ( 1.1 kg), were used. For each dose, the oral solution (2 mL,
containing FLU or FLU-D4 hydrochloride equivalent to 2 mg of
the corresponding base) was trickled from a syringe (3 mL) into
the right side of the dog’s mouth over a period of 2-3 min.
Immediately after administration of the oral solution, the right
side of the mouth was slowly irrigated with 5 mL of distilled water.
The oral pharmacokinetics of unlabeled FLU were determined
from serial blood samples (5 mL) drawn via an indwelling jugular
catheter at 0 (predose) and 0.25, 0.5, 1, 2, 4, 6, 8, 12, 24, 36, and
48 h after a single oral dose. The animals were rested for 3 weeks,
after which they were dosed to steady state with unlabeled FLU
administered at 12-h intervals (09:00 and 21:00 h). After admin-
istration of 15 doses of FLU (168 h after the initial dose), the dogs
were re-weighed and a pulse dose of FLU-D4 was given in place
of a regular dose of FLU. Blood samples (5 mL) were harvested
immediately prior to administration of FLU-D4 and at 1, 2, 3, 4,
6, 8, 12, 24, 36, and 48 h post FLU-D4. (Unfortunately the blood
samples at 36 h were lost because of a technical error). Adminis-
tration of unlabeled drug was resumed for a total of three doses
post FLU-D4, as shown in Figure 2. Trough steady-state plasma
concentrations were established as the arithmetic mean of mini-
mum concentrations (Cmin) of FLU plasma concentrations har-
vested at 72, 96, 120, 144, and 168 h after the initial dose and of
total (FLU+FLU-D4) Cmin plasma concentrations at 180, 192, and
216 h post initial dose. After collection of each sample, plasma
was separated by centrifugation within 0.5 h and frozen (-20 °C)
until analysis. Concentrations of FLU and FLU-D4 in plasma were
monitored by means of a validated tandem mass spectrometry
technique11 with a lower limit of detection of 25 pg/mL for both
FLU and FLU-D4, and overall coefficients of variation of 4.82%
for FLU and 4.72% for FLU-D4.

Pharmacokinetic AnalysissThe plasma concentrations ver-
sus time data for both FLU-D4 and FLU were analyzed by
noncompartmental methods (WinNonlin Version 1.1). Steady-state
trough plasma concentrations were estimated as the mean of eight
measurements, five taken before administration of the pulse dose
of FLU-D4 and three taken post pulse dose. The accumulation
index (Rac)12 was estimated according to eq 1:

where τ is the dosing interval, and k is an estimated apparent
terminal elimination rate constant following a single oral dose.
The average plasma concentration of drug at steady state (Cpssav)
was calculated according to eq 2:

where AUCτ was estimated from the total plasma concentration
(FLU plus FLU-D4). Apparent oral clearances (CLO) were esti-
mated variously as (i) dose/AUC∞ from a single dose of FLU, (ii)
dose/AUC∞ from a pulse dose of FLU-D4, and (iii) dose/AUCτ
calculated from the sum of FLU and FLU-D4 plasma concentra-
tions in dogs at steady state. Apparent volumes of distribution
(Vd) were estimated as the quotient of CLo and k.

A relationship between CLo and Cpssav was established as
follows:12

where A is the amount of drug in the body.

Results and Discussion
FLU and FLU-D4 (Figure 1) were shown previously to

give virtually identical plasma concentration versus time

Figure 2sSteady-state trough plasma concentrations over the interval 96−
216 h after the initial dose for FLU (circles), FLU-D4 (diamonds), and total
(FLU plus FLU-D4, triangles) in four dogs. In each panel, black darts represent
doses of FLU at 12-h intervals and the gray dart represents the pulse dose
of FLU-D4.

Rac ) 1
(1 - e-kτ)
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profiles in schizophrenic patients9 and in beagle dogs.10 It
was thereby concluded that the isotopomer was devoid of
any isotopic metabolic effects in either humans or dogs.

After a single oral dose, plasma concentrations of FLU
were measurable up to 24 h in two dogs and up to 36 h in
the remaining two (Figure 3). The very short tmax (0.25 h
in 1/4 dogs and 0.5 h in 3/4 dogs) may have been attribut-
able to rapid absorption through the buccal mucosae. This
method of administration was chosen for two reasons.
Earlier (unpublished) experiments had shown that oral
administration of the drug in gelatin capsules to dogs led
to erratic absorption characteristics. Administration of an
oral solution was clearly desirable but it was not practicable
to inflict gastric intubation on the animals twice a day for
1.5 weeks. Thus, the irrigated oral solution was the best
compromise to give minimal variability. The apparent
elimination half-life of FLU after the single oral dose was
12.75 ( 3.25 h, which is comparable to that obtained13 after
a single oral dose in humans, but at variance with an
earlier study from our laboratories7 in which the reported
half-life was 6.0 ( 1.5 h after intravenous administration
of FLU in four different beagle dogs (ID nos. 236, 244, 341,
960).

Once dosing to steady state with a lipophilic drug has
commenced, drug from each successive dose undergoes
exchange with drug from earlier doses sequestered in deep
compartments. In the present study, dosing at 12-h inter-
vals with unlabeled drug was continued until the dogs had
received 15 doses, which in clinical terms would be a
minimum number of doses after which rational dosage
adjustments might be attempted. Moreover, it is possible
that the deep compartments were fully loaded at this point.
Individual plasma concentration versus time plots rather
than averaged data are shown in Figure 2 to give an
impression of (i) the steady state, (ii) the profile of the pulse
dose of FLU-D4, and (iii) the behavior of unlabeled FLU
after the administration of the pulse dose of isotopomer.

Figure 2 shows a segment from 96 through 216 h of the
steady state achieved by regular 12-h doses of 2 mg of FLU.
At 168 h, one dose of FLU was replaced by a pulse dose of
FLU-D4 after which the mass spectrometer discriminated
between FLU-D4 (diamonds) and FLU (circles). Arithmetic
mean trough steady-state plasma concentrations (mean ng/
mL ( SD) were as follows: dog 014, 2.06 ( 0.29; dog 243,
1.77 ( 0.23; dog 260, 1.98 ( 0.29; and dog 685, 2.24 ( 0.47.
In each case, the geometric mean steady-state concentra-
tion was close to the corresponding arithmetic mean (ng/
mL): dog 014, 2.04; dog 243, 1.75; dog 260, 1.96; and dog
685, 2.19. The accumulation index (eq 1) was relatively low
(mean ( SD ) 2.089 ( 0.377).

It was possible to monitor FLU-D4 for 48 h post pulse
dose in 3 of the 4 dogs. Each animal showed undulations
in the plasma concentrations of FLU after the pulse dose
of FLU-D4, suggesting that FLU arising from earlier doses
of unlabeled drug appeared to rebound. Observation of this

phenomenon indicates the presence of saturable distribu-
tion and/or tissue binding because rebound would not be
expected to occur if distribution and/or tissue binding
processes were linear. Saturable tissue binding has no
effect on CLo but does affect Vd and therefore the apparent
elimination rate constant. As anticipated, therefore, esti-
mates of apparent volume of distribution after a pulse dose
of FLU-D4 at steady state tended to be smaller than those
estimated from the single dose (Table 1) because the latter
was beginning the process of loading deep compartments.
Maximum change in apparent volume of distribution
should occur when the deep compartments are fully loaded.
Failure to reach statistical significance (ANOVA) was
probably due to low statistical power in this pilot study.
The effects of saturable tissue binding, however, might
explain why the terminal portions of the plasma concentra-
tion versus time curves of FLU-D4 do not appear to be log
linear (Figure 2). Consequently the data points at 48 h post
FLU-D4 were not used in estimates of apparent elimination
rate constants. The weight-corrected apparent oral clear-
ances estimated from the pulse dose were very similar to
those estimated by dose/AUCτ or from the single oral dose
in each dog (Table 1).

Cpssav, however, is not affected by saturable tissue
binding. One would therefore expect predictions of Cpssav
from a single dose of FLU calculated by eq 3 to be similar
to those estimated from a pulse dose of FLU-D4 at steady
state (eq 2). Table 2 shows good within-dog agreement
between Cpssav values estimated from the pulse dose and
those observed in the steady state. Pharmacokinetic pa-
rameters calculated from the steady state, however, may
not be of value for patients in whom the dosing interval
may vary, whereas a pharmacokinetic parameters calcu-
lated from a pulse dose of the isotopomer should be
applicable in such patients.

Conclusions
The results from this study suggest that the oral phar-

macokinetics estimated from a pulse dose of FLU-D4 would

Figure 3sPlasma concentration versus time curves after single oral doses
of FLU in four dogs.

Table 1s Comparison of Apparent Oral Clearance and Volume of
Distribution after a Single Oral Dose of Fluphenazine or a Pulse Dose
of Isotopomer in Dogs at Steady State on Fluphenazine

CLo(L/kg/h) Vd(L/kg)

dog single dosea pulse dosea steady stateb single dosec pulse dosec

014 1.81 2.86 2.92 44.67 42.15
243 2.82 3.60 3.45 52.73 40.05
260 2.12 2.17 2.02 28.81 15.75
685 2.77 2.83 3.02 45.84 46.59
mean ±

SD
2.38 ±

0.50
2.86 ±

0.59
2.86 ±

0.60
43.01 ±

10.11
36.14 ±

13.86

a Dose/AUC∞. bDose/AUCτ (where AUCτ estimated from total FLU + FLU-
D4 over a dosing interval). c CLo/k (where CLo estimated as dose/AUC∞).

Table 2s Comparison of Observed Cpssav (ng/mL) at Steady State
with Values Calculated from Single Dose Data and from a Pulse Dose
of Isotopomer

predicted steady state

dog observed steady statea single doseb pulse doseb

014 6.0 10.0 6.1
243 5.7 6.9 6.5
260 11.8 8.5 11.0
685 7.4 5.6 7.9
mean ± SD 8.9 ± 2.2 7.7 ± 1.9 8.4 ± 2.4

a AUCτ/τ (where AUCτ estimated from total FLU + FLU-D4 over a dosing
interval). b Dose/CLo*τ (where CLo estimated as dose/AUC∞).
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be a viable method applicable to patients at steady state
on oral FLU. The technique is potentially useful in schizo-
phrenic patients who respond to treatment with potent
neuroleptics but are sensitive to side effects and therefore
require doses at the low end of the therapeutic range.
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Abstract 0 Quaternary amine prodrugs resulting from N-phospho-
nooxymethyl derivatization of the tertiary amine functionality of drugs
represents a novel approach for improving their water solubility.
Separate reports have demonstrated the synthetic feasibility and rapid
and quantitative prodrug to parent drug conversion in rats and dogs.
This work is a preliminary evaluation of the physicochemical and in
vitro enzymatic reversion properties of selected prodrugs. The loxapine
prodrug had over a 15 000-fold increase in aqueous solubility relative
to loxapine free base at pH 7.4. The loxapine prodrug was also shown
to be quite stable at neutral pH values. The time for degradation
product (parent drug) precipitation from an aqueous prodrug formulation
would be expected to dictate the shelf life. Using this assumption,
together with solubility and elevated temperature chemical stability
studies, the shelf life of a parenteral formulation of the loxapine prodrug
was projected to be close to 2 years at pH 7.4 and 25 °C. In addition,
the prodrugs of cinnarizine and loxapine have been shown to be
substrates for alkaline phosphatase, an enzyme found throughout the
human body, and revert to the parent compound in its presence. The
results from these evaluations demonstrate that the derivatives
examined have many of the ideal properties required for potential
clinical application.

Introduction
In separate reports, the synthesis and biological evalu-

ation of a novel prodrug approach for improving the water
solubility of tertiary amine containing drugs was de-
scribed.1,2 A representation of the prodrug strategy is
shown in Scheme 1. The parent tertiary amine containing
drug 1 is chemically modified to produce the quaternary,
water-soluble, prodrug 2. The prodrug releases the parent
tertiary amine in vivo through a two-step bioreversion
process. The first step (k1, rate determining step) in this
bioreversion involves a dephosphorylation (phosphatase-
catalyzed) to give the resultant hydroxymethyl quaternary
ammonium intermediate 4 and inorganic phosphate (3).
This intermediate 4 is highly unstable at neutral pH and
spontaneously breaks down (k2) to give the parent tertiary
amine 1 plus formaldehyde (5).

Drugs are most often identified by their ability to interact
with target receptors, and their physicochemical properties
are initially of secondary concern. With a drug exhibiting
poor aqueous solubility, the safe and efficient delivery to
the site of action may be an obstacle.3,4 The solubility
behavior of weakly basic drugs such as tertiary amine

containing drugs is dependent upon individual molecular
properties and the environment in which the drug finds
itself. Generally, an ionized molecule is more water-soluble
than an un-ionized form, and aqueous formulations are
sometimes designed at low pH to utilize the greater
solubility of the ionized species.5 With weakly basic amines
(low pKa), the pH necessary for acceptable solubility may
be too acidic to be of practical use. In addition, the intrinsic
solubility of the amine salt may be low. This being the case,
other means for improving the solubility are often used,
such as the addition of cosolvents6 or complexing agents.7
Whether using pH extremes and/or organic solvents to
improve the solubility, the risk of drug precipitation at the
injection site is high for parenterally administered drug.8,9

This is due to pH changes and/or dilution of cosolvent.
Producing quaternary ammonium prodrugs (of tertiary

amine containing drugs) to improve the solubility has been
attempted.10-13 The toxic nature of many quaternary
amines14-16 along with the superior chemical stability of
derivatives resulting from simple N-alkylation may be
responsible for the lack of favorable results.

The shelf life of fosphenytoin (9-P), a water soluble
prodrug of phenytoin, has been shown to be dictated by
the time it takes for phenytoin to precipitate from the
aqueous formulation at neutral pH.17 Likewise, the stabil-
ity-limiting factor for a formulation containing N-phospho-
nooxymethyl prodrugs would be expected to be the same
and not simply be the time for some percentage (i.e., 10%)
loss of prodrug.

This report also serves to confirm the in vitro enzymatic
lability of selected prodrugs in the presence of alkaline

* To whom correspondence should be addressed. Phone: (785) 864-
3755. FAX: (785) 749-7393. Email: stella@hbc.ukans.edu.
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Scheme 1sIllustration of the Novel Prodrug Strategy.
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phosphatase. Alkaline phosphatase is found throughout the
body and is mainly associated with membranes of the
intestine, placenta, bone, liver, and kidney in high concen-
tration.18,19 As mentioned, these prodrugs are designed to
be substrates for phosphatases in vivo, which would trigger
a rapid chemical breakdown releasing the parent tertiary
amine.

Structures of the compounds examined in this work are
depicted in Figure 1.

Experimental Section
Materialss6-P, 7-P, and 8-P were synthesized from a previ-

ously described synthetic procedure.1 Loxapine succinate was
obtained from Research Biochemicals Incorporated (Natick, MA).
9-P was obtained from Parke-Davis Pharmaceuticals (Ann Arbor,
MI). Human placental alkaline phosphatase, Type XVII (4.4 units/
mg) was obtained from Sigma Chemical Company (St. Louis, MO).
All other chemicals were obtained from conventional sources and
were used without further purification.

pKa Determination (Potentiometric)sA 0.01 M quinuclidine
prodrug aqueous solution (dihydrogen phosphate form) was ti-
trated using a buret containing a 0.1 N sodium hydroxide
volumetric standard solution. The pH was recorded with a
calibrated Corning pH/ion analyzer (Corning Incorporated, Corn-
ing, NY) after each 0.25 mL addition of NaOH. This experiment
was conducted at 25 °C, and all solutions were purged with dry
nitrogen gas. The pKa was calculated from the titration data
according to the method of Albert and Seargent.20

pKa Determination (31P NMR)sA 0.25 mmol quantity of the
prodrug was dissolved in a 10% v/v D2O in H2O solution to prepare
a stock solution of 10 mL total volume. Samples spanning the
expected pKa were made by adding minute volumes of a 0.1 N
NaOH aqueous solution and recording the pH. Aliquots (0.5 mL)
were withdrawn from the stock solution after each pH measure-
ment, transferred to NMR tubes, capped, and frozen at -20 °C
until analysis at 25 °C. Spectra were recorded from a Bruker AM
500 MHz NMR spectrophotometer that was tuned to the 31P
nucleus. The change in chemical shift was recorded as a function
of pH. An insert tube, containing 30% H3PO4, was inserted into
each NMR tube prior to analysis to serve as an internal reference
for the 31P chemical shift of the prodrugs.

The equilibrium for the second ionization of the prodrugs’
phosphate monoester (Ka2) is represented in Scheme 2. Ignoring
the first ionization (Ka1), the fraction of prodrug in the zwitterionic
form (fZ) and the fraction in the net anionic form (fA) are expressed

in eqs 1 and 2, respectively, where [H+] represents hydronium ion

molar concentration. The observed chemical shift (δobs) of the 31P
signal is expressed in eq 3, where δZ and δA represent the chemical

shift for the zwitterionic and net anionic prodrug, respectively.
Substituting eqs 1 and 2 into eq 3 gives eq 4. The experimental

data was fit to eq 4 using SigmaPlot graphics software (SPSS Inc.,
Chicago, IL) to estimate values for Ka2.

Solubility DeterminationssLoxapine succinate was con-
verted to the free base before conducting experiments. All experi-
mental solutions contained 0.05 M buffer and were adjusted to

Figure 1sStructures of loxapine (6), N-phosphonooxymethyl loxapinium trifluoroacetate (6-P), cinnarizine (7), N-phosphonooxymethyl cinnarizinium trifluoroacetate
(7-P), quinuclidine (8), N-phosphonooxymethyl quinuclidinium trifluoroacetate (8-P), phenytoin (9), and fosphenytoin (9-P).

Scheme 2sPossible Ionic Species of the N-phosphonooxymethyl
Prodrugs.

fZ )
[H+]

[H+] + Ka2

(1)

fA )
Ka2

[H+] + Ka2

(2)

δobs ) fZδZ + fAδA (3)

δobs )
[H+]δZ + KaδA

[H+] + Ka

(4)
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an ionic strength of 0.2 with NaCl. The pH values with each buffer
composition are listed: pH 3.24, HCl/CH3COONa; pH 3.96 and
4.96, CH3COOH/CH3COONa; pH 5.82-7.94, NaH2PO4/Na2HPO4;
pH 8.95 and 9.98, H3BO3/NaOH. To glass containers were added
0.2 mL of buffer for the 6-P samples and 2 mL for the samples of
6. Each buffered solution was saturated with 6 or 6-P. The vials
were then capped, sonicated, and vortexed prior to submersion in
a constant temperature shaking water bath at 25 °C. The samples
were shaken at a rate of 100 shakes/min for 24 h. The samples
were then centrifuged, and the clear supernatants were diluted
and analyzed by HPLC for 6/6-P.

Chemical Stability EvaluationssAll experimental solutions
contained 0.05 M buffer and were adjusted to an ionic strength of
0.2 with NaCl. The pH values along with their buffer composition
are listed: pH 2.05, HCl; pH 3.27, HCl/CH3COONa; pH 3.94 and
4.95, CH3COOH/CH3COONa; pH 5.82-7.94, 8.36, NaH2PO4/
Na2HPO4. Stock solutions for each pH were prepared by dissolving
approximately 0.2 mg of 6-P in 10 mL of buffer. The solution was
then assayed for initial prodrug concentration. One-milliliter
aliquots were taken and separated into nine glass ampules and
sealed. The samples were then submerged in a constant temper-
ature water bath at 65, 75, or 85 °C until analysis. At predeter-
mined times the ampules was opened and mixed with 0.5 mL of
acetonitrile to dissolve any precipitate. Each solution was then
assayed for prodrug content by HPLC. Individual estimations of
kobs were obtained in triplicate by curve-fitting the experimental
data to eq 5 (SigmaPlot, SPSS Inc., Chicago, IL), where A is the

prodrug concentration, A0 is the initial prodrug concentration, kobs
is the first-order rate constant for loss of prodrug, and t is time.
The loss of prodrug was followed for at least one half-life for all
determinations.

In Vitro Enzymatic Lability EvaluationssAll experiments
involving alkaline phosphatase were performed in a pH 10.4
glycine buffer at 37 °C. The buffer solution contained 1 mM ZnCl2,
1 mM MgCl2, and 0.1 M glycine. The final pH of the buffer was
adjusted to pH 10.4 with additions of 2 N NaOH.

For the Michaelis-Menten kinetic evaluation, an alkaline
phosphatase stock solution was prepared at a concentration of
149.1 µg/mL (656.0 units/L) in glycine buffer. Four stock solutions
of 6-P (815.3, 163.0, 81.5, and 16.3 µM) were prepared in glycine
buffer. To 200 µL of each 6-P stock solution in a shaking water
bath maintained at 37 °C was added 120 µL of the alkaline
phosphatase stock solution (at 37 °C). The final concentration of
alkaline phosphatase was 245.9 units/L, and the final concentra-
tions of 6-P were 509.5, 101.9, 51.0, and 10.2 µM. Each reaction
was quenched and diluted with addition of 192 µL of a 0.2 N acetic
acid solution, 250 µL of acetonitrile, and 232 µL of HPLC mobile
phase at predetermined time points (t ) 0, 5, 15, and 20 min).
Each solution was then vortexed for 30 s, injected into the HPLC,
and assayed for 6.

The initial linear appearance of loxapine was plotted as a
function of time for each initial loxapine prodrug concentration
following alkaline phosphatase addition. The slope of each was
recorded as the initial rate of the reaction. The calculation of
Michaelis-Menten parameters was done through plotting the data
according to the Lineweaver-Burke equation (eq 6), where V is

the initial rate of the reaction, S is the initial concentration of the
prodrug, Km is the Michaelis-Menten constant, and Vmax is the
maximum velocity of the reaction. The slope of this linear plot is
equivalent to Km/Vmax, and the y-intercept is equal to 1/Vmax. From
these two relationships the Km and Vmax were calculated.

For the enzymatic lability comparisons, stock solutions of
alkaline phosphatase (588.7 units/ml), 7-P (815.9 µM), 6-P (815.3
µM), and 9-P (803.6 µM) were prepared in glycine buffer. To 200
µL of prodrug stock solution in a shaking water bath maintained
at 37 °C was added 120 µL of the alkaline phosphatase stock
solution (at 37 °C). The final concentration of alkaline phosphatase
was 220.1 units/L and the final 7-P, 6-P and 9-P concentrations
were 509.9, 509.5, and 502.3 µM, respectively. The reaction was
quenched and diluted with 100 µL of a 0.4 N acetic acid solution

and 200 µL of acetonitrile at predetermined time points (t ) 0,
10, 20, 30, 40, and 60 min.). After quenching, each solution was
vortexed for 30 s, injected into the HPLC, and assayed for prodrug.

HPLC ConditionssThe HPLC system hardware used for all
compounds consisted of a Shimadzu LC-6A pump (Kyoto, Japan),
a Shimadzu RF-535 fluorescence detector, a Shimadzu SPD-6A
UV spectrophotometer, a Shimadzu CR-601 integrator, and Rheo-
dyne 7125 injector (Cotati, CA).

For the analysis of 6/6-P, the mobile phase consisted of
acetonitrile (32% v/v) and a 25 mM ammonium phosphate monoba-
sic buffer solution adjusted to pH 3.8 with phosphoric acid (68%
v/v). This was pumped at a flow rate of 0.9 mL/min. The injection
volume was 20 µL, and the detection was performed by absorbance
at 254 nm. The column used for analysis was a Waters Symmetry
C-18 150 mm × 4.6 mm with 5 µm particle size (Milford, MA).
The retention times were 3.5 and 4.5 min for 6-P and 6,
respectively.

For the analysis of 7-P, the mobile phase consisted of acetoni-
trile (40% v/v) and a 25 mM potassium phosphate monobasic buffer
solution adjusted to pH 3.8 with phosphoric acid (60% v/v). The
entire mobile phase contained 0.5 mM tetrabutylammonium
dihydrogen phosphate (0.5 mM). This was pumped at a flow rate
of 1 mL/min. The injection volume was 20 µL, and the detection
was by absorbance at 254 nm. The column used for analysis was
a Chemco Nucleosil C-18 150 mm × 4.6 mm with 5 µm particle
size (Osaka, Japan). The retention time of 7-P was 4 min.

For the analysis of 9-P, the mobile phase consisted of acetoni-
trile (35% v/v) and a 25 mM potassium phosphate monobasic buffer
solution adjusted to pH 3.8 with phosphoric acid (65% v/v). This
was pumped at a flow rate of 1.1 mL/min. The injection volume
was 50 µL, and detection was by fluorescence using an excitation
wavelength of 260 nm and an emission wavelength of 315 nm.
The column used for analysis was a C18 ODS Hypersil 15 cm ×
4.6 mm with 5 µM particle size. The retention time of 9-P was 4
min.

Results and Discussion

Solubility EvaluationsFor the N-phosphonooxy-
methyl prodrugs to be useful for parenteral delivery, they
must have sufficient water solubility at the desired for-
mulation pH, preferably in the physiologically acceptable
pH range. Limited quantities of prodrug materials pre-
vented us from fully elucidating the pH solubility behavior
of the prodrugs. Some limited estimates and predictions
were made, however.

The prodrugs have a quaternary center that bears a
cationic charge at all pH values, and the phosphate
monoester has an ionization scheme depicted in Scheme
2. The phosphate ester exists in equilibrium between the
diacidic 10, monobasic 11, and the dibasic species 12, and
the fraction of each species present in solution is a function
of the pKa values and the pH of the solution. The overall
net charge of the prodrug will be zero when the phosphate
ester is predominantly monobasic 11. Accordingly, at this
pH, the water-solubility of this prodrug species would be
expected to be the least. Lowering or raising the pH several
units from this pH should increase the solubility of the
prodrug, as the net charge of the prodrug will become plus
one and minus one, respectively.

The pKa2 of the phosphate ester is important considering
its potential influence on the solubility, chemical stability,
and effectiveness as an enzymatic substrate in the physi-
ological pH range. The pKa1 is expected to be less than one
and of little physiological importance, except that it is quite
acidic. The pKa2 was determined by 31P NMR and was
found to be 4.7 and 4.9 for 6-P and 8-P, respectively. A
plot of the 31P NMR chemical shift as a function of pH for
8-P is shown in Figure 2. The pKa2 for 8-P was 5.0 by
potentiometric titration, which was in close agreement with
the value determined by 31P NMR.

The measured solubility of 6-P at pH 3 was 290.5 ( 2.9
mg/mL, which is expected to be a reasonable estimate of

A ) A0 e-kobst (5)

1
V

)
Km

Vmax

1
S

+ 1
Vmax

(6)
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the solubility of 6-P in the least soluble zwitterionic form.
When the pH was raised to 7.4, the solubility of the prodrug
more than doubled (648.2 ( 0.6 mg/mL). Figure 3 compares
the solubility behavior of 6-P relative to 6 as a function of
pH. The solid points represent the experimentally deter-
mined solubilities for 6 as a function of pH. The line
through these points is a theoretical plot of the solubility
profile obtained through curve fitting the experimental
data to eq 7, where St is the total measured solubility of 6,

[H+] is the hydrogen ion molar concentration, Ka is the acid
dissociation constant for the protonated amine, and So is
the intrinsic solubility of the free base. Estimates of So and
pKa were obtained through curve fitting and were found
to be 12.6 µg/mL and 7.5, respectively.

Lowering the pH is a common method used for improving
the solubility of weakly basic drugs through ionization.
Even at pH 3.2, however, the solubility of 6 only reaches
8.2 mg/mL, which is still distant from the desired formula-
tion concentration of 50 mg/mL. 6-P offers over a 15 000-
fold increase in solubility compared to the free base at pH
7.4. This translates to prodrug solubilities that are over

nine times higher than those used in the im formulation
without the need for cosolvents.

Chemical Stability EvaluationsThe prodrugs must
have adequate chemical stability in any formulation,
especially in ready-to-use parenteral dosage forms. The pH
rate profile for 6-P at 65 °C is shown in Figure 4. The pH
of maximum stability occurs in the neutral pH range, which
is ideal for formulation from a physiological viewpoint.

The prodrug can exist in three distinct ionic species (see
Scheme 2). Because each of these is potentially reactive,
several mechanistic pathways for the degradation are
possible. A theoretical profile, in reasonable agreement
with the observed profile, was constructed according to eq
8, where kobs is the observed rate constant for loss of

prodrug while Ka1 and Ka2 are the first and second acid
dissociation constants for the phosphate ester. The ko, k′o,
and k′′o variables represent the rate constants for water-
catalyzed or spontaneous hydrolysis of the diacidic 10,
monobasic 11, and dibasic 12 phosphate species of the
prodrug, respectively. Values for ko, k′o, k′′o, and Ka2 were
estimated through curve fitting while the value for Ka1 was
fixed at 0.4 (estimated value). The parameters used to
generate the theoretical profile in Figure 4 were as fol-
lows: ko ) 2.32 ( 0.21 h-1; k′o ) (3.62 ( 0.24) × 10-2 h-1;
k′′o ) (4.24 ( 1.95) × 10-4 h-1; Ka1 ) 0.4; Ka2 ) (1.73 (
0.36) × 10-5. The kinetically determined pKa2 value of 4.76
( 0.08 at 65 °C was in good agreement with the value of
4.7 ( 0.01 determined by 31P NMR at 25 °C, especially
considering the temperature differences.

The shape of this profile is consistent with other phos-
phate monoesters for which the increased rate of hydrolysis
at low pH is consistent with the higher reactivity of the
monobasic phosphate species.21-26

A concentrated parenteral formulation of a water-soluble
prodrug (of a sparingly soluble drug) might produce spar-
ingly soluble products following degradation. The stability-
limiting factor, therefore, may be parent drug precipitation.
The precipitation is expected to occur far in advance to the
time for 10% loss of prodrug (t90%) often used as an indicator
of shelf life of pharmaceuticals. Figure 5 shows Arrhenius
plots for the loss of 6-P at pH values 5.8, 7.45, and 8.36 at
temperatures of 65, 75, and 85 °C. From the slope of these
plots, Arrhenius activation energies were calculated to be

Figure 2sPlot of the observed chemical shift of the 31P NMR signal from
8-P as a function of pH. The solid line is the curve fit to the experimental
data.

Figure 3sPlot of the water solubility of 6 (b, O) and 6-P (2) as a function
of pH.

log St ) log([H+]
Ka

+ 1) + log So (7)

Figure 4sPlot of the observed rate constant (kobs) for loss of 6-P as a function
of pH at 65 °C. The solid line is the curve fit to the experimental data.

kobs )
ko[H

+]2 + k′oKa1[H
+] + k′′oKa1Ka2

[H+]2 + [H+]Ka1 + Ka1Ka2

(8)
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27.7 ( 0.2, 23.9 ( 0.8, and 22.9 ( 0.7 kcal/mol at pH values
5.8, 7.4, and 8.3, respectively. These values were then used
to predict the t90%, half-life (t1/2), and kobs for 6-P degrada-
tion at 25 °C listed in Table 1.

To estimate the shelf life based upon precipitation of 6,
the following example is used. An im formulation of 6-P
at a concentration of 72 mg/mL (equivalent to 50 mg/mL
of 6) at pH 7.4 could only tolerate 0.06% degradation before
the solubility of 6 (30 µg/mL) is exceeded. Using the kobs
from Table 1 at pH 7.4 to calculate the time for 0.06%
degradation (t99.94%) gives a value of 6.7 days, which is
drastically shorter than the 3.2 year t90% estimate from
Table 1. This calculation assumes that upon degradation
6-P is quantitatively converted to 6 and that the solution
of 6-P does not alter the solubility of 6. Fortunately, a
solution of 6-P at a concentration of 72 mg/mL does in fact
improve the solubility of 6. The intrinsic solubility of 6 at
pH 11.8 in a solution containing 72 mg/mL of 6-P (n ) 1,
as a result of lack of prodrug material) was found to be 2.7
mg/mL. Taking this solubility change into account, a
possible shelf life (t94.6%) for 6-P at pH 7.4 would be about
1.7 years. The solubility of 6 would be expected to be higher
than 2.7 mg/mL at pH 7.4 compared to pH 11.8. Therefore,
the shelf life of 1.7 years is probably an underestimate.

In Vitro EvaluationsFor the derivatives to behave as
prodrugs, they must undergo a rapid and quantitative
enzymatic bioreversion. The prodrugs are designed to
undergo a two-step bioreversion process to give the parent
amine, formaldehyde, and inorganic phosphate (Scheme 1).
The first step in bioreversion is a rate-determining, enzyme-
catalyzed dephosphorylation step (k1) followed by a fast
chemical breakdown (k2) of the hydroxymethyl derivative
(4).

In an earlier report, 6-P and 7-P were shown to be
substrates for alkaline phosphatase. Further evaluation of
this enzymatic process can provide information on the
kinetics of hydrolysis. The hydrolysis kinetics of 6-P were

found to be consistent with a Michaelis-Menten kinetic
model similar to other phosphate monoesters reported in
the literature.27,28

The values for Km and Vmax were 872 µM and 26 µM/
min obtained from a Lineweaver-Burke plot shown in
Figure 6. The value for kcat (0.9 s-1) was obtained by
dividing Vmax by the molar enzyme concentration. The
value for kcat/Km (the second-order rate constant for cataly-
sis) was 1063 M-1 s-1. This value is similar to27 and
significantly lower29 than values others have reported, but
comparing these kcat/Km values may be somewhat mean-
ingless because the enzyme source and experimental
conditions of temperature and pH were different.

Fosphenytoin (Cerebyx, 9-P) is a commercially available
phosphate prodrug of phenytoin that requires an in vivo
enzyme-catalyzed dephosphorylation step to release pheny-
toin.30 Fosphenytoin is rapidly converted to phenytoin in
humans with a half-life of approximately 8 min.31 A
comparison of the in vitro labilities of the prodrugs in the
presence of isolated alkaline phosphatase would provide
some insight as to how the cinnarizine and loxapine
prodrugs might behave in vivo. Figure 7 is a plot of %
prodrug remaining versus time for 6-P and 7-P compared

Figure 5sArrhenius plots for 6-P degradation at pH values 5.8 (b), 7.4 (2),
and 8.36 (9). The temperatures studied were 65, 75, and 85 °C. Error bars
are hidden by the symbols.

Table 1sArrhenius Plot Extrapolations of the Mean (±SD) kobs,
Half-Life, and t90% for N-Phosphonooxymethyl Loxapine Degradation
at 25 °C at Several pH Values

pH kobs (hr-1 106) t1/2 (years) t90% (years)

5.36 16.2 ± 0.1 4.8 ± 0.1 0.7 ± 0.1
7.45 3.7 ± 0.7 21.1 ± 5.3 3.2 ± 0.8
8.36 3.6 ± 0.7 21.7 ± 5.6 3.3 ± 0.8

Figure 6sLineweaver−Burke plot for the enzymatically catalyzed dephos-
phorylation of 6-P with alkaline phosphatase at pH 10.4 and 37 °C.

Figure 7sPlot of percent prodrug remaining as a function of time for 9-P
(b), 6-P (2), and 7-P (9) in the presence of alkaline phosphatase.
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to fosphenytoin with isolated alkaline phosphatase. Each
of the prodrugs was found to be chemically stable under
the experimental conditions when the solution was devoid
of enzyme. From this plot it appears that enzyme-catalyzed
breakdown of 7-P and 6-P are similar, and 9-P appears to
be catalyzed at a significantly faster rate. The rapid in vivo
conversion of the N-phosphonooxymethyl prodrugs in rats
and dogs would not have predicted this trend; however, the
inability of in vitro trends to predict in vivo results is not
uncommon. It also cannot be ruled out that alkaline
phosphatase may not exclusively be responsible for the
catalytic dephosphorylation; catalytic promiscuity dis-
played by other enzymes (i.e., esterases) may be responsible
for a significant fraction of the in vivo enzymatic reversion.

Conclusion
The N-phosphonooxymethyl prodrug approach has been

described as a novel method for improving the water
solubility of tertiary amine containing drugs. Separate
reports have demonstrated the synthetic feasibility and
rapid and quantitative prodrug to parent drug conversion
in rats and dogs, which are essential characteristics for a
clinically useful prodrug. This work has confirmed the
prodrugs to have dramatically improved water solubility
behavior and very good chemical stability at physiological
pH values. The prodrugs have also been shown to be
substrates for alkaline phosphatase, which triggered the
release of the parent molecule. These results suggest that
this approach for improving the water solubility of tertiary
amine containing drugs is very promising and deserves
further evaluation.
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Abstract 0 N-Phosphonooxymethyl derivatives of tertiary amine
containing drugs have been identified as a novel prodrug approach
for improving aqueous solubility. The in vivo reversion of two prodrugs
to the corresponding parent compounds following iv and im administra-
tion to rats and dogs was investigated. Equimolar doses of parent
drugs (loxapine or cinnarizine) and the corresponding prodrugs were
each administered via a rapid iv infusion to rats and dogs. Equimolar
doses of loxapine and its prodrug were each administered im to rats
only. Blood samples were collected over 12 h, and plasma was
assayed for both parent drug and intact prodrug by HPLC. Comparison
of the plasma AUC for the parent drugs following administration of
the parent drugs and prodrugs allowed estimation of the apparent
bioavailability of parent drug from prodrug dosing. Plasma levels of
the prodrugs fell below the limit of detection 5 min after iv infusion
with an approximate half-life of 1 min. The mean AUCs following iv
and im dosing of parent drugs were not statistically different from the
parent drug AUCs obtained after prodrug dosing. The results are
consistent with rapid and quantitative prodrug to parent drug reversion
following administration of the phosphonooxymethyl prodrugs to the
rats and dogs. This information, together with previous studies on
the synthesis and physicochemical evaluation of the prodrugs, suggests
that this novel prodrug strategy is a very promising approach for
overcoming solubility limitations seen with many tertiary amine
containing drugs at physiological pH values.

Introduction
The synthesis and the physicochemical and in vitro

enzymatic evaluation of a novel prodrug approach for
improving the water solubility of tertiary amine containing
drugs has been described.1,2 A schematic of this prodrug
strategy is shown in Scheme 1. The tertiary amine drug 1
is chemically derivatized to produce the quaternary water-
soluble derivative 2. This derivative was designed to behave
as a prodrug and release parent tertiary amine following
in vivo administration. This bioreversion process is thought
to occur through two steps, the first step being a rate-
determining (enzyme-catalyzed) dephosphorylation.

The N-phosphonooxymethyl prodrugs of two drugs,
cinnarizine3-7 and loxapine,8 were selected for the in vivo
evaluation of this prodrug strategy. Both drugs are spar-
ingly water soluble. Cinnarizine is not formulated as an
injectable, whereas loxapine (formulated for im use) re-
quires a potentially toxic cocktail of propylene glycol and
polysorbate 80.9 Each of the prodrugs can be formulated

in pure water at physiological pH, which might eliminate
the vehicle-related toxicities encountered with poorly soluble
drugs.

The objective of the work described in this paper was to
show that the N-phosphonooxymethyl derivatives of lox-
apine and cinnarizine quickly and quantitatively revert to
parent compounds after administration to rats and dogs.
To realize quantitative parent drug delivery, the rate of
prodrug reversion must be optimal. Assuming that the
prodrug does not extensively distribute into tissues, the
prodrug can be removed by elimination (ke) and conversion
(kr) to parent drug. If ke is fast or even comparable to kr,
then quantitative recovery of parent drug would not occur.
If kr was large relative to ke, quantitative delivery of parent
drug would be realized and the pharmacokinetic profiles
would be identical to those resulting from direct delivery
of parent compound. Theoretically, a conversion that is too
rapid may lead to some complications; however, in most
cases a fast kr is desirable both for quantitatively delivering
parent drug and for reducing the risk of a pharmacological
effect by the prodrug, if the prodrug is not completely inert.

Materials and Methods

ChemicalssCinnarizine was obtained from Sigma Chemical
Co. (St. Louis, MO). Loxapine succinate was obtained from
Research Biochemicals Incorporated (Natick, MA). N-Phospho-
nooxymethyl derivatives of cinnarizine (7-P) and loxapine (6-P)
(Figure 1) were synthesized as previously described.1 (SBE)7M-â-
cyclodextrin (Captisol) was obtained from Cydex, Inc. (Overland
Park, KS). Methyl tert-butyl ether was obtained from EM Science
(Gibbstown, NJ). Isoflurane (Forthane) was obtained from Abbott

* To whom correspondence should be addressed. Phone: (785) 864-
3755. FAX: (785) 749-7393. Email: stella@hbc.ukans.edu.

† University of Kansas.
‡ Monash University.

Scheme 1sIllustration of the N-Phosphonooxymethyl Prodrug Strategy.

10.1021/js980382v CCC: $18.00928 / Journal of Pharmaceutical Sciences © 1999, American Chemical Society and
Vol. 88, No. 9, September 1999 American Pharmaceutical AssociationPublished on Web 07/09/1999



Australasia (Kurnell, Australia). All other chemicals were obtained
from conventional sources.

Experimental Procedure, Rat StudysMale Sprague-Dawley
rats (weight range 250-300 g) were fasted for 24 h prior to
experimentation. The rats were anesthetized with a continuous
2% dose of isoflurane given by inhalation with a 95% O2, 5% CO2
carrier gas flowing at 1 L/minute. The rats were implanted with
in-dwelling polyethylene cannulae (i.d. 0.58 mm, o.d. 0.965 mm)
inserted into the jugular vein and the carotid artery for drug
administration and blood sampling, respectively. The cannulae
were sutured into position and then exteriorized through a
subcutaneous tunnel made from the frontal neck incision to the
back of the neck. The rats were then connected to a harness that
secured the cannula while allowing the rat free mobility and access
to water. The rats awoke 10 min after the cessation of anesthesia
and were allowed to recover from the surgical procedure for at
least 12 h before dosing. Intravenous doses were administered over
3 min into the jugular cannula, after which the cannula was
flushed with 1 mL of normal saline containing 20 units/mL of
heparin sodium. Intramuscular doses were administered into the
hind leg using a 25 gauge needle. Blood samples (200 µL) for
parent drug and prodrug analysis were taken from the carotid
cannula before dosing and at predetermined time points following
drug/prodrug administration. The sampling times for 6/6-P were
0, 5, 15, and 30 min and 1, 2, 3, and 4 h postinfusion and 1, 5, 15,
30, and 45 min and 1, 2, 4, 6, and 8 h after the im injection. The
sampling times for 7/7-P were 0, 5, 10, 20, and 40 min and 1, 2,
and 4 h postinfusion. After each blood sample, 200 µL of heparin-
ized saline (20 units/mL) was infused through the carotid cannula.
All blood samples were collected in microcentrifuge tubes contain-
ing 100 units of heparin sodium (20 µL of a 5000 units/mL solution)
and were immediately centrifuged at 3000 rpm for 10 min with a
Beckman SG-6R series centrifuge (Fullerton, CA). One hundred
microliters of plasma was then separated and stored at -20 °C
until analysis.

Experimental Procedure, Dog StudysThe study was con-
ducted as a 3 × 3 randomized crossover study in male beagle dogs
(weight range 11.8-17.8 kg). The dogs were fasted for 1 day prior
to drug/prodrug administration and were given a 1 week wash-
out period between doses. In-dwelling venous catheters were
placed in each front leg, one for dosing and the other for sampling.
Blood samples (3 mL) for 6 and 6-P analysis were taken before
dosing and at 0, 5, 15, and 30 min and 1, 2, 4, and 6 h postinfusion.
All catheters were flushed with 3 mL of heparinized saline (1 unit/
mL) after dosing and after each blood sample. Blood samples were
collected into 5 mL collection tubes containing EDTA and were
immediately centrifuged at 10 000 rpm for 4 min, and 1.5 mL of
plasma was separated and stored at -20 °C until extraction.

iv and im FormulationssA solution of 6 for iv infusion was
prepared in a cosolvent formulation consisting of 10% (v/v) ethanol,

1.5% (v/v) benzyl alcohol, and 40% (v/v) propylene glycol. This is
the commercially used vehicle for iv diazepam10 and was employed
because 6 is not available for iv delivery. A solution of 6 for im
delivery was prepared in a cosolvent consisting of 70% (v/v)
propylene glycol and 5% (v/v) polysorbate 80 in sterile water for
injection, which is the commercially available im injection formu-
lation for loxapine.11

A method of formulating 7 for iv infusion was adapted from
Järvinen et al.12 7 was prepared in a 10 mM sodium phosphate
buffer solution containing 37.5 mM of Captisol as a solubilizing
excipient. The pH of the solution was lowered to pH 3.5 with
addition of 1 M HCl solution. The solution was allowed to stir
overnight at room temperature, and the final pH was adjusted to
5.5 with addition of 1 M NaOH.

All prodrugs for all routes of administration were formulated
in phosphate buffered saline at pH 6.5 except for 6-P for im
delivery, which was formulated in normal saline. All solutions were
passed through a 0.22 µM nylon filter and assayed for drug/
prodrug content just prior to administration.

Plasma Extractions of 6, 6-P, 7, and 7-PsOne milliliter or
100 µL plasma samples were obtained from the dog or rat blood,
respectively, at specified time points. To the plasma following
administration of 6/6-P was added 20 µL of H2O and 20% plasma
volume of saturated ZnSO4 (in 0.5 N NaOH). To the plasma
following administration of 7/7-P was added 20 µL of acetonitrile-
H2O (50:50) and 20 µL of 10% (w/v) trichloroacetic acid aqueous
solution. To the protein-precipitated plasma was added 2 mL of
methyl tert-butyl ether. Each sample was subsequently vortexed
for one minute and centrifuged at 3000 rpm for 10 min. To assay
for 6 or 7, an aliquot of the organic layer (1.7 mL) was taken and
evaporated to dryness with a stream of nitrogen gas. The residue
was redissolved in 200 µL of HPLC mobile phase, vortexed briefly,
and injected onto the HPLC. The efficiencies of the extraction
procedure were 88% and 83% for 6 and 7, respectively. To assay
for 6-P or 7-P, the remaining aqueous phase from the ether
extraction was evaporated to dryness under a stream of nitrogen
gas (for rat plasma samples) or lyophilized (for dog plasma
samples). To the dried residue was added 2 mL of methanol and
40 or 400 µL of 10% (w/v) trichloroacetic acid aqueous solution for
the rat and dog samples, respectively. The mixture was vortexed
for 5 min and centrifuged at 3000 rpm for 10 min. An aliquot of
the organic layer (1.7 mL) was taken and reduced to dryness under
a stream of nitrogen gas. The resulting residue was redissolved
in 200 µL of water and vortexed briefly, after which the solution
was filtered through a 0.2 µM microcentrifuge filter unit and
injected into the HPLC. The efficiencies of the extraction procedure
were 47% and 70% for 6-P and 7-P, respectively.

Stability of all drugs and prodrugs under the previously
described conditions was assessed. Drugs 6 and 7 had complete
stability for at least 2 h in whole blood. Prodrugs 6-P and 7-P,
however, had detectable conversion to 6 and 7 in whole blood that
was very temperature-dependent. The extent of this conversion
was determined by spiking freshly drawn blood with a known
concentration of prodrug and assaying for parent drug and prodrug
with the described method. The extent of prodrug to drug conver-
sion was less than 10% for both prodrugs within a 2 h period at
room temperature, whereas approximately 50% of 6-P was con-
verted to 6 at 37 °C in the same amount of time. As a result, all
blood samples were chilled on ice and processed as quickly as
possible to limit ex vivo conversion.

To evaluate intraday and interday precision of the extraction
methods, each procedure was repeated five times in 1 day and on
3 separate days with low, medium, and high plasma drug/prodrug
concentrations. The percent standard deviations using either peak
height or peak area values were generally less than 10% for both
intraday and interday evaluations. Linear standard curves (r2 >
0.990) resulted by spiking known amounts of drug/prodrug in
blank plasma to achieve plasma concentrations in the range of
interest for each compound.

HPLC AnalysissThe HPLC system for all compounds con-
sisted of a Waters model 510 pump, a Waters 717 autosampler
(Milford, MA), a Perkin-Elmer LC240 fluorescence detector (Bea-
consfield, Buckinghamshire, England), an LDC Analytical Spec-
tromonitor 3100 variable wavelength detector, a Waters C18
Symmetry column (3.9 × 150 mm, Milford, MA), a Shimadzu
CR6A intergrator (Kyoto, Japan), and a column heater (Timberline
Instruments Inc., Boulder, CO).

Figure 1sStructures of loxapine (6), N-phosphonooxymethyl loxapinium
trifluoroacetate (6-P), cinnarizine (7), and N-phosphonooxymethyl cinnarizinium
trifluoroacetate (7-P).
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For the analysis of 6, the mobile phase consisted of acetonitrile
(50% v/v) and a 10 mM ammonium dihydrogen phosphate buffer
adjusted to pH 7 with ammonium hydroxide (50% v/v). This was
pumped at a flow rate of 0.9 mL/min. The injection volume was
150 µL with detection at 251 nm. Under these conditions, the
retention time was 11.4 min.

For the analysis of 6-P, the mobile phase consisted of acetoni-
trile (25% v/v) and a 10 mM ammonium dihydrogen phosphate
buffer adjusted to pH 3 with phosphoric acid (75% v/v). The solvent
was pumped at a flow rate of 0.9 mL/min. The injection volume
was 150 µL with detection at 251 nm. Under these conditions, the
retention time was 12 min.

For the analysis of 7, the mobile phase consisted of acetonitrile
(50% v/v) and a 10 mM ammonium dihydrogen phosphate buffer
(50% v/v). This was pumped at a flow rate of 0.9 mL/min. The
injection volume was 50 µL with fluorescence detection using an
excitation wavelength of 249 nm and an emission wavelength of
311 nm. Under these conditions, the retention time was 7.7 min.

For the analysis of 7-P, the mobile phase consisted of acetoni-
trile (30% v/v) and a 10 mM ammonium dihydrogen phosphate
buffer (70% v/v). Solvent was pumped at a flow rate of 0.9 mL/
min, and the injection volume was 150 µL. Detection was con-
ducted at 253 nm with an observed retention time of 9 min.

AUC and Bioavailability CalculationssAfter intravenous
administration, all concentration versus time profiles were fit to
eq 1 using SigmaPlot graphics software (SPSS Inc, Chicago, IL)

with reciprocal concentration weighting. Equation 1 describes the
plasma drug concentration as a function of time for a drug that
exhibits biexponential pharmacokinetics. The parameters A, R, B,
and â generated from the curve fit were used to calculate the
AUC0

∞ values.
After intramuscular administration the AUC0

t , where t was
the last time point, was estimated using the trapezoidal method,13

and the area under the last point to infinity was estimated by
dividing the last point by the apparent elimination rate constant
obtained from the curve fit to the iv data. The area under the tail
was combined with AUC0

t to give estimates of AUC0
∞.

The apparent bioavailability of the parent drug following
administration of the prodrug (Fapp) was calculated by dividing
the parent drug AUC following prodrug dosing by that from parent
drug dosing as is shown in eq 2. The absolute bioavailability (Fabs)

of parent drug following parent and prodrug intramuscular dosing
were calculated using eq 3. A one-way ANOVA test was used to

compare mean AUCs following drug and prodrug dosing.

Results and Discussion
In all studies, equimolar doses of drug and prodrug were

administered and plasma concentrations of both parent
drug and prodrug were recorded as a function of time.
Doses between different routes of administration did differ.
The area under the concentration versus time profile for
parent drug following prodrug administration was com-
pared to that following parent drug administration to
quantitatively assess the bioreversion. Table 1 summarizes
the mean AUCs from each dosing along with the calculated
availability, where relevant. Results are discussed in more
detail below.

Evaluation of 6-PsPlasma concentration versus time
profiles for 6 following equimolar (4.6 µmol/kg) intravenous
infusions of 6 and 6-P to dogs are shown in Figure 2.
Plasma concentrations of 6-P at 0 and 5 min postinfusion

are shown in Table 2. Levels of 6-P were below the limit
of detection (48 ng/mL) following the 5 min sample. The
mean AUC values of 6 resulting from dosing of 6-P and 6
were not significantly different (R ) 0.05), and the apparent
bioavailability of 6 following 6-P administration was found
to be 0.86. Similar results are shown in Figure 3 following
equimolar (21.3 µmol/kg) iv infusions of 6 and 6-P to rats.
Again, the prodrug was rapidly cleared from the plasma,
and the mean AUCs of 6 resulting from 6 and 6-P dosing
were not statistically different (R ) 0.05) and gave a
calculated bioavailability of 6 following 6-P administration
of 1.13. Rapid disappearance of the prodrug from the
plasma along with the virtual superimposability of plasma
parent drug profiles following equimolar iv infusions of
parent drug and prodrug are consistent with rapid and
quantitative reversion, which was evident for all animals
tested.

As 6 is currently formulated for intramuscular injection
at a concentration of 50 mg/mL in a predominantly non-
aqueous cosolvent (70% v/v propylene glycol and 5% v/v

C ) A e-Rt + B e-ât (1)

Fapp )
Parent Drug AUC (after prodrug dosing)

Parent Drug AUC (after parent drug dosing)
(2)

Fabs )
AUC0

∞(im)

AUC0
∞(iv)

× Dose(iv)
Dose(im)

(3)

Table 1sSummary of AUC Values and Bioavailabilities of 6 and 7
Resulting from Administration of Parent Drugs (6 and 7) and
N-Phosphonooxymethyl Prodrugs (6-P and 7-P) to Rats and Dogs

compd
dose

(µmol/kg) route
animal

(n)
AUCa

(ng‚hr/mL ± SE) Fapp Fabs

6 4.6 iv dog (3) 663 ± 115
6-P 4.6 iv dog (3) 564 ± 75 0.86
6 21.3 iv rat (3) 626 ± 193
6-P 21.3 iv rat (3) 711 ± 169 1.13
6 30.5 im rat (3) 661 ± 181 0.70
6-P 30.5 im rat (3) 839 ± 323 1.27 0.89
7 6.2 iv rat (3) 183 ± 98
7-P 6.2 iv rat (3) 166 ± 31 0.91
7-P 18.6 iv rat (3) 333 ± 60

a AUC is for 6 or 7.

Figure 2sSemilog plot of mean (±SD) plasma concentration versus time
profiles of 6 following equimolar (4.6 µmol/kg) 3 min iv infusions of 6 (b) or
6-P (O) to beagle dogs in a 3 × 3 randomized crossover study.

Table 2sSummary of Plasma Prodrug Levels following Prodrug
Administration to Dogs and Ratsa

plasma prodrug concn
(ng/mL ± SE)

compd
dose

(µmol/kg) route
animal

(n) 0 min 5 min

6-P 4.6 iv dog (3) 11,902 ± 983 414 ± 218
6-P 21.3 iv rat (3) 1605 ± 737 386 ± 145
6-P 30.5 im rat (3) 0b 0b

7-P 6.2 iv rat (3) 1388 ± 615 96 ± 9

a After 5 min, prodrug levels were below the limit of detection for all samples
collected. b Levels were below the limit of detection.
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polysorbate 80), the ability of 6-P to deliver 6 following
intramuscular injection in an aqueous vehicle was inves-
tigated. Figure 4 illustrates the plasma concentration
versus time profile following equimolar (30.5 µmol/kg)
intramuscular injections of 6 and 6-P. The mean AUCs of
6 after dosing with 6 and 6-P were not significantly
different (R ) 0.05) and the apparent bioavailability of 6
following 6-P administration was found to be 1.27. Plasma
levels of 6-P were below the limit of detection (80 ng/mL)
for all blood samples collected. Following intramuscular
injection of 6-P, a large fraction of the dose was im-
mediately converted to 6, which led to high plasma levels
of 6 within 5 min of dosing. The 6-P injections also resulted
in some apparent elevations in 6 plasma levels 2-6 h
postdosing; however, these apparent elevations are not
statistically significant. The advantage of intramuscular
administration of 6-P in a purely aqueous formulation
relative to 6 in its cosolvent system would be the potential
avoidance of the tissue damage that is often associated
when injecting organic cosolvents intramuscularly.9,14

Evaluation of 7-PsFigure 5 illustrates the plasma level
versus time profiles of 7 following equimolar (6.2 µmol/kg)
intravenous infusions of 7 and 7-P to rats. There was no
significant difference (R ) 0.05) between mean AUCs of 7
resulting from dosing with 7 and 7-P. The apparent
bioavailability of 7 following 7-P administration was found
to be 0.91.

To examine the potential for enzyme saturation, a 7-P
iv dose of 18.6 µmol/kg (n ) 3) was given to the rats and
compared to a 6.2 µmol/kg dose. This comparison is shown

in Figure 5. The mean AUC from the 18.6 µmol/kg dose
(Table 1) was not statistically different from that for the
6.2 µmol/kg dose after dose correction. Any saturation that
may have occurred through tripling of the dose of 7-P could
not be detected through AUC comparisons. As a result of
limited quantities of prodrug, this experiment was not
repeated with 6-P.

The concentration versus time profile of 7-P in plasma
is shown in Figure 6. This plot contains data from a rat
dosed with 6.2 µmol/kg of 7-P for which blood samples were
taken continuously for the first 10 min postinfusion to
obtain a more complete profile. The disappearance of 7-P
from plasma was extremely rapid, and the half-life was
estimated to be 2 min.

Conclusion
N-Phosphonooxymethyl derivatives have been evaluated

as prodrugs for increasing the aqueous solubility of drugs
containing a tertiary amine functional group. Previous
reports have demonstrated the synthetic feasibility, im-
proved water solubility, good chemical stability, and ability
to revert to parent drug in vitro in the presence of alkaline
phosphatase.1,2 To prepare injectable solutions of cinnari-
zine and loxapine required additions of complexing agent
and cosolvents, respectively. Each of the prodrugs, however,
was easily formulated in water near physiological pH.
Following iv administration to rats and dogs, the prodrugs
were rapidly and quantitatively reverted to parent drug.
In addition, the loxapine prodrug was able to deliver parent
drug by the im route.

Figure 3sSemilog plot of mean (±SD) plasma concentration versus time
profiles of 6 following equimolar (21.3 µmol/kg) 3 min iv infusions of 6 (b) or
6-P (O) to conscious rats (n ) 3).

Figure 4sPlot of mean (±SD) plasma concentration versus time profiles of
6 following equimolar (30.5 µmol/kg) im injections of 6 (b) or 6-P (O) to
conscious rats (n ) 3).

Figure 5sSemilog plot of mean (±SD) plasma concentration versus time
profiles of 7 following equimolar (6.2 µmol/kg) 3 min iv infusions of 7 (b) or
7-P (O) or 18.6 µmol/kg of 7-P (4) to conscious rats (n ) 3).

Figure 6sSemilog plot of plasma concentration of 7-P as a function of time
following a 3 min iv infusions of 6.2 µmol/kg of 7-P (b) to conscious rats
(n ) 4).
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Saturation of the enzyme systems responsible for pro-
drug to drug reversion was not evident following iv dosing
of cinnarizine prodrug to rats when the prodrug dose was
tripled from 6.2 to 18.6 µmol/kg. Evaluations of the
linearity at higher doses was not possible because of limited
prodrug quantities.

The in vivo hydrolysis of the prodrugs was remarkably
fast considering the relatively slow in vitro hydrolysis in
the prescence of alkaline phosphatase and in blood (see
Experimental Section). One could speculate that enzymes
contained in blood alone (at their respective concentrations)
are not sufficient to explain the rapid hydrolysis found
when the prodrugs were administered in vivo. It could be
that a significant fraction of the enzymes responsible are
membrane-associated and/or organ-specific. Additionally,
contribution of enzymes other than alkaline phosphatase
may significantly contribute to the in vivo hydrolysis.

As is shown in Scheme 1, prodrug reversion generates a
mole equiv of formaldehyde and inorganic phosphate.
Although formaldehyde has some known toxicity that may
preclude long term, repetitive dosing with these prodrugs,
the small amount of formaldehyde released should not
present any significant problems. In fact, most drugs that
undergo N- or O-demethylation will release formaldehyde
as a metabolic product, and many of these drugs are
clinically approved and minimally toxic.

In conclusion, the described prodrug approach appears
to be a promising technique for safely overcoming the
solubility limitations observed with tertiary amine contain-
ing drugs.
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Abstract 0 The goal of oral insulin delivery devices is to protect the
sensitive drug from proteolytic degradation in the stomach and upper
portion of the small intestine. In this work, we investigate the use of
pH-responsive, poly(methacrylic-g-ethylene glycol) hydrogels as oral
delivery vehicles for insulin. Insulin was loaded into polymeric
microspheres and administered orally to healthy and diabetic Wistar
rats. In the acidic environment of the stomach, the gels were unswollen
due to the formation of intermolecular polymer complexes. The insulin
remained in the gel and was protected from proteolytic degradation.
In the basic and neutral environments of the intestine, the complexes
dissociated which resulted in rapid gel swelling and insulin release.
Within 2 h of administration of the insulin-containing polymers, strong
dose-dependent hypoglycemic effects were observed in both healthy
and diabetic rats. These effects lasted for up to 8 h following
administration.

Introduction
Diabetes mellitus affects 20 million people in the U.S.

alone.1 Approximately, 10% of these diabetics are treated
using insulin therapy. The most common form of this
therapy is twice-daily subcutaneous injections of insulin.
This type of treatment is painful and as a result encourages
noncompliance by up to half of the diabetics.2 One way to
significantly improve patient compliance would be by
developing oral delivery systems for insulin.3 Oral delivery
is the most popular method for drug delivery. However,
two problems exist in developing oral delivery systems for
insulin. The major problem is the inactivation of insulin
by digestive enzymes in the gastrointestinal (GI) system,
mainly in the stomach and the proximal regions of the
small intestine.3-10 This can be overcome by designing
carriers which can protect the insulin from the harsh
environments of the stomach before releasing the drug into
more favorable regions of the GI tract, specifically the
colon.4-13 Additionally, researchers have attempted to
incorporate protease inhibitors into oral insulin formula-
tions which serve to prevent insulin degradation by the
proteolytic enzymes.4,7-10,12,14

The other major barrier is the slow transport of insulin
across the lining of the colon into the blood stream.
Researchers have attempted to bypass this hurdle with the
addition of compounds known as absorption enhancers
which can facilitate the transport of macromolecules across
the lining of the GI tract.4,7-10

Several research groups have attempted to use polymeric
carriers as oral delivery systems for insulin. Touitou and
Rubinstein11 designed a system consisting of insulin en-

capsulated by polyacrylates. The coating was designed to
dissolve only in the colon. In this work, weak hypoglycemic
effects were observed only with very high insulin doses and
the addition of absorption enhancers. Saffran4 developed
a system of insulin dispersed in a terpolymer of styrene
and hydroxyethyl methacrylate cross-linked with a difunc-
tional azo-containing compound. The azo bond was cleaved
by microflora present in the colon, and the polymer
degraded allowing for release of insulin into the colon. In
this work, a hypoglycemic effect was obtained only with
addition of absorption enhancers and protease inhibitors.
However, the hypoglycemic effect obtained was not affected
by the initial dosing.

Morishita et al.12 administered insulin contained within
Eudragit 100 gels. We observed strong hypoglycemic effects
in healthy and diabetic rats after the addition of absorption
enhancers. Platé et al.7 developed a hydrogel system
containing immobilized insulin and protease inhibitors that
was effective in lowering the blood glucose levels in rabbits.
More recently, Mathiowitz et al.13 have developed insulin
containing poly(anhydride) microspheres. These materials
adhered to the walls of the small intestine and released
insulin based on degradation of the polymeric carrier. They
observed a 30-50% decrease in the blood glucose levels of
healthy rats.

In this work, we have used a pH-responsive carrier
designed to protect the insulin in the harsh, acidic environ-
ment of the stomach before releasing the bioactive agent
in the small intestine. The delivery system consists of
insulin-containing microparticles of cross-linked copoly-
mers of poly(methacrylic acid) which are grafted by eth-
ylene. These new systems glycol (henceforth designated
P(MAA-g-EG)) function because the structure of the co-
polymers exhibits pH sensitive swelling behavior due to
the reversible formation of interpolymer complexes stabi-
lized by hydrogen bonding between the carboxylic acid
protons and the etheric groups on the grafted chains.15 The
complex formation in the insoluble copolymers is sensitive
to the nature and pH of the surrounding fluid as well as
the copolymer composition and graft chain length.15

In the acidic environment of the stomach, the gels are
in the complexed state. Under these conditions insulin
cannot readily diffuse through the membrane because of
the small mesh size, ú, and is protected from the harsh
environment of the stomach.16 As the particles pass the
stomach into the intestine, the environmental pH increases
above the transition pH of the gel. The complexes im-
mediately dissociate and the network pore size rapidly
increases leading to the release of insulin.16 Because of
their nature, these materials may be ideal for the delivery
of drugs at rates specified by the pH of the environmental
fluid.16,17

Experimental Section
Hydrogel SynthesissMicroparticles of P(MAA-g-EG) were

prepared18 by a free-radical bulk, suspension polymerization of
methacrylic acid (MAA, Sigma Chemical Co., St. Louis, MO) and
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poly(ethylene glycol) (PEG) monomethacrylate (PEGMA, Poly-
sciences Inc., Warrington, PA) with PEG of molecular weight 1000.
The MAA was vacuum-distilled prior to use to remove the
inhibitor. The PEGMA was used as received.

For the polymerization reaction, the suspending phase, 250 mL
of silicon oil, Dow 200 fluid (Dow Chemical Co., Midland, MI) was
added to a three-necked flask and heated to 70 °C while being
agitated at 250 rpm using an overhead stirrer. A reflux condenser
was attached to the flask. The flask was sealed and purged with
nitrogen to ensure an inert atmosphere for the reaction vessel.

The monomers were mixed in appropriate molar ratios to yield
a 1:1 ratio of MAA:EG units in the gel. Tetraethylene glycol
dimethacrylate (TEGDMA, Polysciences Inc., Warrington, PA) was
added as a cross-linking agent in the amount of X ) 0.075 mol of
TEGDMA per mole MAA. Following complete dissolution of the
monomers, nitrogen was bubbled through the well-mixed solution
for 30 min to remove dissolved oxygen, a free radical scavenger,
which would act as an inhibitor. 2,2′-Azobis(isobutyronitrile)
(AIBN) was added in the amount of 0.5% of the total monomers
as the thermal reaction initiator. Poly(dimethyl siloxane-b-ethyl-
ene oxide) (P(DMS-b-EO), Polysciences Inc., Warrington, PA)
containing 25% DMS was added in the amount of 1% of total
monomers as a surfactant to prevent microparticle aggregation
during and after the reaction.

The monomer mixture was added to the oil phase, agitated at
350 rpm, and allowed to react for 3 h at 70 °C. After 3 h, the
temperature was increased to 90 °C and allowed to react for an
additional 2 h. Following the higher temperature reaction period,
the solution was cooled to 37 °C, and the agitation rate was
decreased to 250 rpm. Once the temperature reached 37 °C, 20
mL of deionized water was added to the reaction vessel, and the
polymer suspension was mixed for an additional 2 h.

The suspension was allowed to settle and the oil was decanted.
The reaction flask was filled with deionized water, and the swollen
particles were stirred for 24 h at 100 rpm. After 24 h, the particles
were filtered and rinsed with fresh deionized water. This process
was continued until all of the silicon oil had been removed
(approximately one week). Following the washing, the particles
were stored in deionized water with the pH adjusted to 8 by the
addition of NaOH.

Drug LoadingsDrug loading was accomplished by equilibrium
partitioning of insulin into the P(MAA-g-EG) microparticles.
Crystalline porcine insulin (10 mg, 26.9 IU/mg, Shimizu Pharma-
ceutical Co., Ltd., Shizuoka, Japan) was dissolved in 100 µL of
0.1 N HCl. The insulin solution was diluted with 19.8 mL of
phosphate buffer solution (pH ) 7.4) and normalized with 100 µL
of 0.1 N NaOH. The final pH of the loading solution was 7.4.
Loading was accomplished by soaking 140 mg of dried P(MAA-g-
EG) microparticles for 24 h in the insulin solution. The concentra-
tion of insulin in the solution was monitored over time using
HPLC.

The particles were then filtered using filter paper with 1 µm
pores and washed with 100 mL of 0.1 N HCl solution to collapse
the microparticles and exude the remaining buffer solution. The
insulin-loaded microspheres were dried under vacuum and stored
at 4 °C. The degree of loading was determined from HPLC analysis
of the insulin concentrations of the initial solutions and the filtrate
from the washings. Using this loading technique, 94 ( 9% of the
insulin in the initial solution was entrapped within the polymer.19

The activity of the insulin loaded in the gels was verified using
an Insulin EIA kit (Abbot Laboratories, Chicago, IL).

In Vivo StudiessFor these studies, male Wistar rats (200 g)
were used. Diabetes was induced12 in the rats by intraperitoneal
injection of streptozotocin (40 mg/kg body weight once daily for
three consecutive days) dissolved in citrate buffer at pH ) 4.5.
The rats were considered diabetic when the fasted glucose levels
exceeded 250 mg/dL at 2 weeks following the streptozotocin
treatment. The average blood glucose levels of the healthy animals
used in the studies was 80 mg/dL while the diabetic animals had
average glucose levels of 345 mg/dL.

Prior to administration of the insulin-loaded polymer, the
animals were fasted for 48 h. The rats were restrained in the
supine position. The insulin-loaded P(MAA-g-EG) microparticles
and the control solutions were administered via the mouth using
a gelatin capsule. The gelatin capsules dissolved readily in the
stomach. During the experiment, a 0.2 mL aliquot of blood was
collected from the jugular vein at 0.25, 0.5, 1, 2, 4, 6, and 8 h
following dosing. The blood serum was separated by centrifugation

at 3000 rpm for 3 min and stored in a freezer until analysis. The
serum insulin levels were determined by an enzyme immunoassay
using an Insulin EIA kit (Abbot Laboratories, Chicago, IL). Serum
glucose levels were determined by the glucose oxidase method
using a glucose B-test kit.

To determine the relative efficacy of each formulation, healthy
and diabetic rats received sc injections, and the blood glucose levels
were monitored over time. Healthy rats received injections of 0.5,
1, and 3 IU/kg, while diabetic rats received injections of 0.25, 0.5,
and 1.0 IU/kg. The cumulative area under the curve (AUC) was
determined from each dosage, and the following dose dependent
AUC relationships were developed for subcutaneous injections:

Results and Discussion
In designing a device for oral delivery of sensitive peptide

drugs such as insulin, it was important to protect the drug
in the harsh environment of the stomach and upper GI
tract and release the drug into the distal portions of the
intestine. Therefore, in an effective carrier the release rates
must be significantly greater in neutral or basic conditions
than acidic conditions. One significant parameter in evalu-
ating the viability of a particular hydrogel for oral delivery
of proteins and peptides was the ratio of the diffusion
coefficients of the drug in the carrier in the stomach (acid
environment) and the intestine (neutral environment). In
the P(MAA-g-EG) gels, the release rates in neutral or basic
conditions were more than 1 order of magnitude greater
than the release rates in acidic solutions.16

In Vivo Response to Oral Administration of P(MAA-
g-EG) MicrospheressThe blood glucose response of rats
following oral administration of insulin doses contained in
P(MAA-g-EG) microparticles is shown in Figure 1. The rats
received insulin doses of 25 IU/kg and 50 IU/kg contained
in the polymer microparticles and a control solution (50
IU/kg). Initially, the blood glucose levels rose due to the
physical stress on the animals during administration and
blood sampling. The initial rise was followed by a decrease
back to normal levels due to absorption into the muscle.
Because of the nature of these gels, little if any of the
insulin was released in the stomach, as the gels were in
the collapsed state due to the formation of polymer

Figure 1sBlood glucose response in healthy male Wistar rats following the
oral administration of P(MAA-g-EG) microspheres containing insulin doses of
(O) 25 IU/kg body weight (n ) 7) and (b) 50 IU/kg body weight (n ) 5) and
(0) insulin solutions (50 IU/kg body weight, n ) 4). Comparison calculated
between the doses at each point *p < 0.05.

healthy Rats (n ) 4): AUC ) 219.29 log(sc dose) + 145.96
(1a)

diabetic Rats (n ) 4): AUC ) 512.64log(sc dose) +319.76
(1b)
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complexes in the acidic environment of the stomach. The
insulin was protected inside of the gel from the proteolytic
enzymes that were unable to penetrate the gel.

Within 2 h of receiving the polymeric dosage form, a
strong hypoglycemic effect or lowering of the blood glucose
level was observed in the animals that had received the
polymeric dosage forms. This was clear evidence that the
insulin was delivered effectively in the biologically active
form to the small intestine. Insulin delivery in the small
intestine was due to the rapid dissociation of the polymer
complexes in the basic environment of the intestine. As the
complexes dissociated, the pore size of the gels increased
dramatically, and insulin was rapidly released into the
intestine. Additionally, the reduction of the blood glucose
levels depended strongly on the insulin dose. The reduction
in blood sugar was greater in the animals receiving the
higher doses of insulin (50 IU/kg). The hypoglycemic effects
were present for up to 8 h in these animals.

The serum insulin levels of the rats following oral
administration of the dosage forms are shown in Figure 2.
Within 1 h of administration, the insulin levels in the rats
receiving the insulin containing rose to greater than 20
times their initial levels. The serum insulin levels remained
at elevated levels for up to 6 h following administration as
the polymer delivered the insulin to the proximal small
intestine. As a result, the blood glucose levels were
decreased for the period.

One major reason for the effectiveness of this device is
the pH-sensitive swelling behavior of the gels. However,
such strong effects could not be obtained with the use of
another pH-responsive carrier that had been used as oral
delivery vehicle for insulin, Eudragit L100. In our previous
work,12 we prepared insulin-containing microspheres of
Eudragit L100 to serve as oral insulin delivery systems. A
comparison of the hypoglycemic effects following oral
administration of 25 IU/kg doses of insulin contained in
P(MAA-g-EG) and Eudragit L100 microparticles is shown
in Figure 3. Clearly, the hypoglycemic effects observed
following administration of the complexation gels are much
greater than those obtained using the Eudragit carrier.

The P(MAA-g-EG) gels are significantly more effective
in delivering biologically active insulin than traditional
enteric coating-type carriers because of the presence of the
PEG-grafts. Such strong hypoglycemic effects were not
observed using other oral delivery carriers without the
addition of additives such as protease inhibitors or absorp-

tion enhancers.4.7,12,13 The addition of PEG to the gels is
critical because the PEG chains participate in the macro-
molecular complexes, function as a peptide stabilizer, and
enhance the mucoadhesive characteristics of the gels. In
these gels, the PEG will form interpolymer complexes with
the PMAA in acidic media. Not only do the complexes
contribute strongly to the pH-dependent changes in the
network structure,15-18 they also serve to stabilize the
insulin.16,20 Additionally, the presence of the PEG grafts
helps maintain the biological activity of the insulin by
stabilizing the drug and preventing binding to ionizable
backbone chain.16,17,21

Another important characteristic of these gels is their
ability to adhere more strongly to the mucosa of the small
intestine than the mucosa of the stomach. This is signifi-
cant because the major impetus for controlled drug release
is to maintain a steady flux of an active agent over an
extended period of time. One such means of increasing the
residence time would be through the use of a mucoadhesive
carrier. The primary goal of such devices is to localize the
delivery vehicle within the desired location to enhance the
drug absorption process in a site-specific manner.22-24

Hydrogels of P(MAA-g-EG) exhibit excellent mucoadhesive
characteristics for delivery of drugs to the small intestine
due to the presence of the graft PEG chains which serve
as adhesion promoters.16,17 Adhesion promoters, such as
polymer grafts or even linear polymers, function by pen-
etrating the gel/mucosa or gel/gel interface and forming
temporary anchors.25,26

The mucoadhesive characteristics of P(MAA-g-EG) hy-
drogels are strongly dependent on the pH of the environ-
mental fluid. These gels adhere to the mucosa of the
intestine to a much greater extent than the stomach.16

Therefore, the residence of insulin carriers would be much
greater in regions where the insulin could be absorbed,
such as the distal regions of the small instestine.

The reduction of blood glucose in healthy animals
following oral administration of the insulin-loaded poly-
mers was significant in that it showed the efficacy of
P(MAA-g-EG) carriers. However, it is more significant if
these results can be obtained in diabetic animals. The blood
glucose response of diabetic rats following oral administra-
tion of insulin containing P(MAA-g-EG) microparticles (25
IU/kg doses) is shown in Figure 4. The blood glucose levels
of the diabetic rats were lowered by up to 40% for greater
than 8 h. The degree to which the glucose levels were
suppressed was in fact greater for the diabetic animals

Figure 2sSerum (O) glucose and (b) insulin levels in healthy male Wistar
rats following oral administration of insulin-containing P(MAA-g-EG) micro-
spheres (25 IU/kg body weight doses) (n ) 7).

Figure 3sBlood glucose response in healthy male Wistar rats following the
oral administration of 25 IU/kg body weight insulin doses contained (O) P(MAA-
g-EG) microparticles (n ) 5) and (4) Eudragit microspheres (n ) 10) and
(0) insulin solutions (n ) 4).
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than the healthy animals. Additionally, the strong hy-
poglycemic effects were observed to last longer in the
diabetic animals.

Relative Efficacy of P(MAA-g-EG) Carriers to S. C.
InjectionsThe overall efficacy of each of the formulations
was determined in comparison to the efficacy of an iv
injection. For each dosage form, the AUC was determined.
The overall efficacy was determined as the ratio of the AUC
for the oral dosage divided by the AUC for a sc injection of
the same dose. These data appear in Table 1. When the
insulin was administered orally using solutions, the efficacy
of the formulation in comparison to sc injection was less
than 1%. However, when the insulin was delivered using
polymer microparticles, the efficacy was increased signifi-
cantly. Of all of the samples tested, the greatest efficacy
or bioavailibility (4.22%) was observed for the P(MAA-g-
EG) gels containing 50 IU/kg doses delivered to healthy
rats. Significant bioavailibilities were also observed for
polymers containing 25 IU/kg doses in both healthy and
diabetic animals. All of the P(MAA-g-EG) devices were
found to be significantly more effective than Eudragit L100
as oral delivery devices for insulin.

Conclusions

Oral insulin delivery systems must be able to protect the
sensitive macromolecular drug from the harsh environment
of the stomach and deliver biologically active insulin for
an extended period of time to more favorable regions for
absorption along the GI tract. Because of their nature,
complexing P(MAA-g-EG) hydrogels are ideal for such an
application. P(MAA-g-EG) hydrogels were able to effec-
tively deliver biological active insulin via the oral route.
Microparticles prepared from these gels were prepared and
loaded with insulin. Following administration of insulin-

loaded microparticles to healthy and diabetic rats, the blood
glucose levels in these animals were decreased significantly
for at least 8 h due to the absorption of insulin in the GI
tract. The strong hypoglycemic effects were observed
without the addition of additives such as absorption
enhancers or protease inhibitors and were found to be
strongly dependent on the administered dose.
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Abstract 0 Peptide metabolic pathways in blood or other tissues
are often complex because multiple enzyme systems are involved in
the degradation of parent drug and its metabolites. Michaelis−Menten-
type studies with isolated enzymes have been frequently employed
for evaluating the metabolism of peptides. Alternatively, studies with
selective enzyme inhibitors or the evaluation of the area under the
drug− or metabolite−time profiles have been employed. We tested in
this study the usefulness of a multicompartmental pharmacokinetic
approach for the assessment of the apparent first-order metabolism
of dynorphin A1−13 up to the fourth metabolite generation in human
plasma. This multicompartmental kinetic analysis proved instrumental
in clarifying ambiguous degradation pathways not easily detectable
by the other methods of assessment (enzyme inhibition studies and
noncompartmental analysis) because of the lack of specific enzyme
inhibitors or specificity problems of the analytical technique employed.
The proposed multicompartmental fitting approach was also highly
suitable to verify the overall metabolic pathways suggested by the
other methods up to the fourth metabolite by testing whether the rate
constants obtained by these methods are suitable to describe the
overall degradation profile after Dyn A1−13 degradation. Local
sensitivity analysis for the degradation of DYNA 1−13 revealed that
the model was, however, not able to adequately identify on its own
all of the parameters involved in the degradation of dynorphin A1−
13. Thus, the method proved beneficial in evaluating and testing the
correctness of the overall degradation pathways suggested by other
methods.

Introduction
Biologically active peptides often exert their effects via

active metabolites. With the use of peptides as therapeutic
agents, a detailed understanding of their metabolism is
therefore important. The model peptide Dyn A1-13 used
in this study is extensively metabolized in plasma.1 N-
terminally intact metabolic fragments of Dyn A1-13 (Dyn
A1-12 through Dyn A1-5) retain opioid receptor affinity,2
while N-terminally truncated dynorphin derivatives such
as Dyn A2-13 modulate morphine tolerance via nonopioid
pathways, possibly the NMDA-receptor3,4 and/or melano-
cortin receptor.5

The in-vitro metabolic pathway of Dyn A1-13 in human
plasma is complex, as previously assessed up to the fourth
metabolic generation by enzyme inhibition studies and a

noncompartmental analysis of the metabolic pathway.1
Enzyme inhibition studies can only assess the contribution
of one enzymatic system to the overall metabolic fate of
the parent drug or identified metabolites; and they depend
on the specificity of the enzyme inhibitors involved. A
noncompartmental (AUC-based) approach introduced in
these studies1 compared the area under the concentration-
time profiles of a given metabolite during degradation of
the parent drug (e.g., Dyn A1-13) with the area observed
after direct degradation of the synthesized metabolite. This
approach allows simultaneously monitoring of several
metabolites and does not depend on the availability of
selective enzyme inhibitors but on the high selectivity of
the chromatographic system for the determination of
parent drug and metabolites. Because of the limitations
found for both methods, this study focuses on the ap-
plicability of a structured multicompartmental kinetic
analysis (nonlinear curve fitting procedures for apparent
first-order kinetic processes) for the analysis of complex
metabolic events. The results presented here suggest that
this mode of analysis has certain advantages over the above
methods and that it should be applied in conjunction with
the other methods to assess complex metabolic degradation
pathways of peptide drugs.

Materials and Methods

DatasConcentration-time profiles of parent compound (gener-
ally Dyn A1-13 or shorter fragments such Dyn A1-12 or Dyn
A2-12, Dyn A 3-12, Dyn A 4-12, Dyn A 1-10, Dyn A 2-13) and
resulting metabolites obtained after incubation of peptides at 37
°C in neat plasma in the presence or absence of specific enzyme
inhibitors (GEMSA, bestatin, captopril, leucinetiol) have been
previously described.1 These data were reanalyzed in this study.

Data AnalysissDifferential equations describing sequential
and parallel pathways of dynorphin metabolism (see Figures 1 and
2, for the metabolic pathways of Dyn A1-13 investigated, see
Figure 1 for final pathway) were established.6 These equations
incorporated the overall rate of degradation of a given peptide
(degradation rate constant of DynA1-13: k1; degradation rate of
metabolites: k2 - k7) and the rate of generation of metabolites
(k12, k16, k23, k63, k27...). See Figure 1 for explanation of the
abbreviations of rate constants used. The Laplace transform of
the concentration of a given dynorphin fragment (as,c) was
calculated as the product of the input (ins; here the initial amount
of peptide spiked into the incubation solution) and the following
modified disposition function (ds,c).7
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where ds,c is the disposition function for compartment 1 (it is a
function of s, the Laplace operator); ∏ is the continued product
where any term is defined as equal to 1 when the index takes a
forbidden value (that is, i ) 1 in the numerator or m ) j in the
denominator); ∑ is the continued sum where any term is defined
as equal to zero when the index takes a forbidden value; k1j is the
first-order generation of a metabolite, estimated from relevant
generation rate constant; ki, km is the overall degradation rate of
a dynorphin fragment, estimated from relevant degradation rate
constants; N is the number of the compartments.

The Anti-Laplace of as,c was obtained by the method of par-
tial fractions.7 The resulting equations for the final model of Dyn
A1-13 (C1) with its metabolites Dyn A1-12 (C2), Dyn A2-12
(C3), Dyn A3-12 (C4), Dyn A2-13 (C6), and Dyn A4-12 (C5)
coeluting with Dyn A1-10 (C7) are listed in Appendix 1. The
nonlinear curve fitting program Scientist (Micromath, Salt Lake
City, Utah) was used to fit the experimental data to the derived
equations.

The initial estimates of the degradation rate constants for the
parent compound and metabolites (but not generation rate con-
stants) were taken from the estimates obtained from direct
incubations of this fragment.1 Fitting parameters were not allowed
to differ from these initial estimates by more than 30% (the
maximum variability generally excepted), if not otherwise stated.
Initial estimates for the generation rate constant were based on
the initial estimates of the degradation rate constants under
enzyme inhibition (Table 1). Since some enzyme inhibitors lacked
selectivity, these generation rate constants were generally allowed
to vary in the curve fitting procedure between 10% and 130% from
the initial estimate of the overall rate constant of the relevant
metabolic step.

Goodness of fits were evaluated by r2 and the Model Selection
Criterion (MSC), a value based on the Akaike Information
Criterion.8 A local sensitivity analysis was carried out for each
of the Dyn derivatives along with some summary measures.9
The normalized sensitivity coefficient (SC) detailed by Bieniasz
and Speiser was calculated for each Dyn derivative (see Appen-
dix 2).10

Results and Discussion

Peptides are of importance as therapeutic agents. For a
detailed assessment of their therapeutic and clinical prop-
erties a detailed knowledge of the metabolic fate of a given
peptide is necessary. Approaches employing Michaelis-
Menten-type kinetics would depend on the detailed assess-
ment of enzyme kinetics11 of parent compound and me-
tabolites, as well as the identification and measurement
of all relevant (iso-) enzyme concentrations in the investi-
gated biological media. Using Dyn A1-13 as a model
compound, we have previously shown that the size of
metabolic pools of peptides can be efficiently evaluated over
several metabolic generations by noncompartmental analy-
sis (area under the concentration time profiles) and enzyme
inhibition studies with parent drug and synthesized me-
tabolites.1 Within this study, it was also shown that the
degradation of Dyn A1-13 and all its metabolites followed
apparent first-order kinetics, similar to results for other
peptide drugs.12 It was therefore of interest to test whether
a structured compartmental curve fitting approach is
helpful for the assessment of complex metabolic events
using Dyn A1-13 degradation as an example. Plasma was
chosen since it often represents a major metabolic site for
peptide drugs given intravenously.12 In the following, the
advantages and disadvantages of such a multicompart-
mental kinetic analysis are presented in three examples.

Example 1: Identification of the Metabolic Path-
ways of Peptide DegradationsThe following section
demonstrates some of the advantages of the multicompart-
mental modeling approach for the identification of meta-
bolic pathways. As shown in Figure 1, the metabolic fate
of Dyn A2-12, one of the main metabolites of Dyn A1-13,
produces Dyn A3-12 and Dyn A4-12. To investigate this
N-terminal metabolism in more detail, captopril was added
to the incubation solution to suppress the C-terminal
metabolism of Dyn A2-12 which is dominated by the
angiotensin converting enzyme1 and restricted the meta-
bolic events on the N-terminus. Initial enzyme inhibition
studies1 with the established aminopeptidase inhibitor
bestatin were able to fully block the amino-terminal
degradation pathway of Dyn A2-12, suggesting a unidi-
rectional degradation from Dyn A2-12 to Dyn A3-12 and
subsequently to Dyn A4-12. A comparison of the AUC
estimates of Dyn A3-12 obtained from metabolism of Dyn
A2-12 under captopril inhibtion with those obtained after
direct incubation of Dyn A3-12 contradicted this hypoth-
esis, as the AUC of Dyn A3-12 was smaller than expected
for a unidirectional degradation.1 Quite in agreement, a
simulation with the multicompartmental model using rate
constants determined from direct degradation of the in-
volved fragments (degradation rate constant under capto-
pril inhibition for Dyn A2-12, Dyn A3-12, Dyn A4-12
using a sequential metabolism from Dyn A2-12 to Dyn
A3-12 to Dyn A4-12) failed to describe the data ad-
equately (Figure 2A). Therefore the metabolic pathways
differed somewhat from the simple sequential metabolism
suggested by bestatin data.

AUC data would support this unidirectional model of
metabolic pathways only, if the rate constant of Dyn A3-
12 degradation (under captopril: k45 ) k4) was increased
by 10-fold from its initial estimate (obtained from direct
degradation of Dyn A3-12). Such an increase in the
metabolic rate of Dyn A3-12 could not be fully excluded if
the cleavage of Gly2-Gly3 of Dyn A2-12 would facilitate
the subsequent cleavage of Gly3-Phe4 of Dyn A3-12 by
the same enzyme (the generated Dyn A3-12 would not
have to enter the enzymatic pocket for further cleavage).
Such cases of “rate enhancement” have been reported in
the literature for other peptides.13 The reference AUC of

Figure 1sKinetic model describing the arrangement of metabolite pools in
the plasma metabolism of Dyn A 1−13. This model was the basis for
compartmental kinetic analysis of Dyn A1−13. Single digit abbreviations (e.g.,
k1) are used for degradation rate constants that describe the total outflow of
a certain compartment (in this example C1). Rate constants that describe the
specific flow from one compartment to another have double digit denominations
(e.g., k12) and represent the generation rate constants. The difference between
the overall degradation rate constant (e.g., k1) and relevant generation rate
constants (e.g., k16 and k12) reflect unknown metabolic events not incorporated
into the model. The area in dark gray highlights the metabolic events of Dyn
A2−12 under captopril inhibition, the added area in the medium gray shade
shows the extension of the model in the metabolic events of Dyn A1−12. The
dashed lines signify compartments for which direct data (from HPLC) was
not available.
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Dyn A3-12 for total conversion from Dyn A2-12 would
then be smaller than the AUC observed after direct
incubation of Dyn A3-12. For testing this hypothesis with
the compartmental model, the rate constant for converting
Dyn A3-12 into Dyn A4-12 by the relevant aminopepti-
dase was assumed to be larger in a series of metabolic
events than its estimate obtained from direct degradation

of Dyn A3-12. In our data set obtained under captopril
inhibition (no C-terminal enzymatic attack), all Dyn A2-
12 was then assumed to be converted into Dyn A3-12, and
in turn all Dyn A3-12 into Dyn A4-12. However, discrep-
ancies between fitted and observed estimates of Dyn A3-
12 or Dyn A4-12 concentration-time profiles were ob-
served in the relevant compartmental model (Figure 2B).

Figure 2s(A) Simulation of concentration−time profiles of Dyn A2−12 (2) and major metabolites (Dyn A3−12 [ and Dyn A4−12 ), r2 ) 0.216, MSC ) −2.781)
in human plasma at 37 °C under captopril inhibition using the model of sequential metabolism of Dyn A2−12 into Dyn A3−12 and Dyn A3−12 into Dyn A4−12
with previously obtained rate constants (rate constants under captopril inhibition taken from from Table 1. *k5 in the presence of captopril was calculated as k5

(0.17 min-1) minus rate constant associated with captopril sensitive pathway (0.07 min-1): 0.17−0.07 ) 0.10 min-1 (see Table 1), **k34 was based on bestatin
enzyme inhibition data (k34 + k35, see Table 1). (B) Least-squares fit of concentration−time profiles of Dyn A2−12 (2) and major metabolites (Dyn A3−12 ([)
and Dyn A4−12 ()), r2 ) 0.989, MSC ) 3.491) in human plasma at 37 °C under captopril inhibition using model of sequential metabolism of Dyn A2−12 into
Dyn A3−12 and increased rate constant k45. k34 and k5 were allowed to float freely (limits for deviation from initial estimates did not apply, see Materials and
Methods). (C) Least-squares fit of concentration−time profiles of Dyn A2−12 (2) and major metabolites (Dyn A3−12 ([) and Dyn A4−12 ()), r2 ) 0.988, MSC
) 5.244) in human plasma at 37 °C under captopril inhibition using the model of simultaneous metabolism of Dyn A2−12 via aminopeptidase and
dipeptidylaminopeptidase.
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These deviations between experimental and modeled con-
centration-time profile, detected by multicompartmental
kinetic analysis, showed the invalidity of the “rate en-
hanced” unidirectional model.

Finally, a model employing parallel pathways, conse-
quently contradicting the high selectivity of bestatin for
aminopeptidase, was investigated using simultaneous least-
squares fitting of Dyn A2-12 degradation under ACE
inhibition. Rate constants for parallel metabolic pathways
were allowed to vary within the limits outlined in the data
analysis section. This model adequately described the
experimental data (Figure 2C). Thus, the use of the
compartmental analysis, suggested the nonspecificity of
bestatin, a widely used aminopeptidase inhibitor, very
much in agreement with findings by Otero.14 The conse-
quent use of the more specific inhibitor leucinethiol in the
original publication1 triggered by the results of this fitting
procedure supported a smaller involvement of aminopep-
tidase in the N-terminal metabolism of Dyn A 2-12 (see
Table 2). In addition, the analysis suggested a direct
degradation of Dyn A2-12 into Dyn A4-12, a pathway
which was not revealed by enzyme inhibition studies alone,
but in agreement with results of the noncompartmental
analysis. These results already argue for one strength of
the compartmental approach, namely to incorporate infor-
mation on the concentration-time relationships in the
analysis of complex metabolic events.

Example 2: Detection of Assay Selectivity Prob-
lemssAnother advantage of simultaneous curve fitting
was revealed in the analysis of Dyn A1-12 data. The
degradation of Dyn A1-12 under ACE inhibition with
captopril using a similar, yet extended, metabolic model
described accurately the experimental data (data not
shown). Contrary to these results, the concentration-time
profile of Dyn A1-12 in naive plasma (no enzyme in-
hibition) showed a persistent underfit in the profile of Dyn

A4-12 in both visual assessment and the correlation
statistics on the data set of Dyn A4-12 (Figure 3A).

The hypothesis was that the poor fit might be attributed
to the small amounts of generated Dyn A1-10 which was
present in the Dyn A1-12 but not in the Dyn A2-12
incubations. Dyn A1-10 and Dyn A4-12 were known to
have very similar chromatographic retention profiles in the
applied chromatographic system1 and therefore probably
coelute. To investigate the possibility of this peak impurity
causing the observed underfit, the concentration-time
profile of Dyn A4-12, Dyn A1-10, and their cumulative
profile were simulated using the rate constant estimates
of k27, k7, k2, k35, k45, k5 from Table 1 (for explanation of
abbreviations, see Figure 1) obtained by separate degrada-
tion of the relevant dynorphin fragments with or without
enzyme inhibitors. The cumulative profile closely re-
sembled the observed data points (Figures 3B and 3C). A
fit of Dyn A1-12 degradation in naive plasma taking the
impurity into account resulted in a good description of the
observed data points (Figure 3C). Although the contribu-
tions of Dyn A1-10 to the overall AUC was minor (see
relevant degradation rate constants), it illustrates the
dependency of noncompartmental kinetic data on chro-
matographic resolution. Unfortunately, the likelihood of
chromatographic impurity increases with the number
analytes to be separated; as this was the case for the
degradation of Dyn A1-13 for which a total of 17 metabo-
lites were identified. Since all metabolic processes followed
apparent first-order kinetics, the multicompartmental
modeling approach was instrumental in detecting coelution
of chromatographic peaks which none of the other methods
would have been able to detect.

Example 3: Application of the Model to Data Sets
Describing Entire Degradation PathwayssThe above
sections showed several advantages of the simultaneous
curve fitting procedures in evaluating isolated events in
the analysis of complex metabolic systems. In the following
the ability to describe and analyze entire degradation
pathways is assessed. The applied method, presented so
far, incorporated degradation constants based on enzyme
inhibition studies into the compartmental analysis to
ensure valid initial estimates for the rate constants during
the curve fitting procedure. This ensured that the fitting
procedure stayed within limits imposed by direct degrada-
tion or valid enzyme inhibition experiments of parent drug
and metabolites. The same procedure applied to the entire
degradation pathway resulted in fits shown in Figure 4 and
rate constants observed under rigid limits in Table 3. The
agreement between experimentally found and predicted
values (Figure 4) strongly supports the validity of the
identified metabolic pathway (Figure 1). Table 2 compares
the results of the multicompartmental approach, noncom-
partmental method, and results of the enzyme inhibition
studies. Here, the rate constants of degradation or genera-
tion obtained from above fitting procedures of Dyn A2-

Table 1sRate Constants of Dynorphin Fragments in Plasma. Listed Is the Overall Rate Constant and the Contribution of Various Enzymatic
Systems to the Overall Rate Constanta

rate constant associated with blocked enzyme pathway (min-1)

peptide n overall rate constant (min-1) GEMSA bestatin leucinethiol captopril

Dyn A1−13 3 0.78 (k1) 0.61 (k12) 0.22 (k16) − N.T.
Dyn A1−12 3 0.38 (k2) N.T. 0.30 (k23) 0.28 (k23) 0.067 (k27)
Dyn A2−13 1 0.99 (k6) N.T. N.T. N.T. N.T.
Dyn A2−12 4 0.22 (k3) − 0.18 (k34 + k35) 0.08 (k34) 0.07 (k38)
Dyn A3−12 2 0.28 (k4) N.T. 0.23 (k45) − 0.043
Dyn A4−12 3 0.17 (k5) N.T. 0.13 0.09 0.07
Dyn A1−10 1 0.50 (k7)

a Calculated from ref 1 by transforming half-lives of Table 2 listed in ref 1 into the rate constants associated with the blocked enzyme (associated rate
constants of Figure 1 are given in parentheses). NT ) not tested; −: no effect.

Table 2sThe Formation of Metabolites from Their Parent Compound
As Calculated from Multicompartmental Fitting, Enzyme Inhibition
Experiments, and Noncompartmental (AUC-based) Analysisc

metabolite formation in % of
starting material as calculated by

peptide incubated fit inhibitor AUC fit inhibitor AUC

Dyn A1−12 Dyn A2−13
Dyn A1−13 79 82 78 10 0 (30a 15

Dyn A2−12 Dyn A1−10
Dyn A1−12 78 83 (85)a 78 20 19 b

Dyn A3−12 Dyn A4−12
Dyn A2−12 15 37 (80)a 17 39 28 42

a Based on leucinethiol data, bestatin data in brackets. b Coeluting with
Dyn A4−12. c Enzyme inhibition and noncompartmental data taken from
ref 1.
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12, Dyn A1-12, and Dyn A1-13 (Table 3) were used to
calculate the % of Dyn A 1-13, Dyn A 1-12, or Dyn A2-
12 entering a specific metabolite pool. A good agreement
between the compartmental curve fitting approach and the
other two methods1 suggests that one strength of the
structured multicompartmental approach is the ability to
test the correctness of metabolic pathways suggested by
other methods.

Removing the limits of the curve fitting procedure, while
retaining the initial estimates for the rate constants,
probed how well the compartmental model could stand on
its own. After least-squares optimization, the majority of
rate constants compared to the rate constants obtained
with imposed limits (Table 3). However, minor metabolites,
rate constants of metabolites for which no direct data were
available and/or fast degradation processes (Dyn A2-13
and Dyn A1-10, Table 3) deviated markedly. This suggests
that the unrestricted use of parameter estimates carries
the danger of “overfitting” the data (e.g., of minor metabo-
lites) to suit a certain model and the loss of identifiability.
Although the resulting fit is good, the predicted rate
constants are irrelevant, since they do not possess any
practical significance (Table 3) when compared with rate
constants obtained from enzyme inhibition studies. Another
attempt was made to perform the fitting procedure without

Figure 3s(A) Least-squares fit of concentration−time profiles of Dyn A1−12
(O) and major metabolites (Dyn A2−12 9, Dyn A3−12 [, and assumed Dyn
A4−12 (see Figure 3B for more information on “mixed peak”) ), r2 ) 0.996,
MSC ) 4.81) in human plasma at 37 °C based on the model of Figure 1. (B)
Simulation of concentration−time profiles of Dyn A4−12 (- - -) and Dyn A1−
10 (‚‚‚) after incubation of Dyn A1−12 with overlay of mixed peak ()).
Concentration−time profiles were simulated using unfitted initial estimates of
the relevant rate constants (Table 1) or estimates obtained in Figure 2C: k7

) 0.5 min-1, k27 ) 0.067 min-1, k23 ) 0.30 min-1, k34 ) 0.008 min-1, k4 )
0.28 min-1, k45 ) 0.239 min-1, k35 ) 0.078 (r2 ) 0.987, MSC ) 0.861). (C)
Least-squares fit of concentration−time profiles of Dyn A1−12 (O) and major
metabolites (Dyn A2−12 9, Dyn A3−12 [, and mixed Dyn A4−12 and Dyn
A1−10 ), r2 ) 0.998, MSC ) 5.213) in human plasma at 37 °C based on
the model of Figure 1, accounting for coelution of Dyn A4−12 and Dyn
A1−10.

Figure 4sLeast-squares fit of concentration−time profiles of Dyn A1−13 (b)
and major metabolites (Dyn A1−12 O, Dyn A2−13 0, Dyn A2−12 9, Dyn
A3−12 9, and coeluting Dyn A4−12 and Dyn A1−10 ), r2 ) 0.995, MSC )
4.485) in human plasma at 37 oC accounting for coelution of Dyn A4−12 and
Dyn A1−10.

Table 3sInitial Concentration and Rate Constants (min-1) of Dyn
A1−13 and Metabolic Fragments in Plasma Fitted to the Model
Depicted in Figure 1a

parameter rigid limits* free-floating parameters**

degradation of A1−13 (k1) 0.901 ± 0.013 0.892
generation of A2−13 (k16) 0.091 ± 0.043 0.015
generation of A1−12 (k12) 0.713 ± 0.082 0.702
degradation of A1−12 (k2) 0.299 ± 0.002 0.384
generation of A2−12 (k63) 0.792 ± 0.001 80.9
generation of A1−10 (k27) 0.059 ± 0.001 2.2 × 10217

degradation of A1−10 (k7) 0.502 ± 0.004 2.1 × 1053

degradation of A2−13 (k6) 1.007 ± 0.014 0.178
generation of A2−12 (k23) 0.232 ± 0.001 0.266
degradation of A2−12 (k3) 0.220 ± 0.004 0.197
generation of A3−12 (k34) 0.032 ± 0.001 0.119
generation of A4−12 (k35) 0.077 ± 0.001 0.227
degradation of A3−12 (k4) 0.278 ± 0.003 0.536
generation of A4−12 (k45) 0.210 ± 0.002 2.53 × 10-16

degradation of A4−12 (k5) 0.170 ± 0.004 0.313

a Parameters were kept in rigid limits as outlined in the data analysis section
or allowed to vary freely (”float”) between zero and infinity. *n ) 6, **n ) 1.
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good initial estimates for the rate constants (setting all to
0.5 or 1) and without limits. Under these circumstances
the data for Dyn A1-13 and its metabolites could not be
fitted to the model outlined in Figure 1 (data not shown).
More detailed evaluation of the fits described in Figure 4
by local sensitivity analysis identified k12 (linked to k1), k63,
and k23 as the most sensitive rate constants, while k16, k27,
k34, k35 represent overall the least sensitive (see Appendix
2 for a more detailed description of the method and Table
4 for a representation of the results of the analysis). Thus,
the sensitivity analysis confirmed the presence of general
identifiability problems, similar to those indicated by
comparing results of rigid and free-floating parameter
estimations. The sensitivity analysis reemphasized that the
isolated use of such complex models is not feasible.
However, the use of experimentally derived estimates of
rate constants (e.g., obtained from incubations of synthe-
sized metabolites in the presence or absence of enzyme
inhibitors, see Materials and Methods for more detail) in
the model is very helpful in probing for the acceptability
of a metabolic scheme proposed by the other methods.
Thus, structured multicompartmental modeling approaches
will be useful in the evaluation of complex peptide degra-
dation pathways when used hand in hand with alternative
forms of analysis, such as enzyme inhibition studies and
noncompartmental analytical approaches.

In conclusion, the presented apparent first-order multi-
compartmental approach has several advantages. It is
relatively rapid and focuses only on the metabolically
relevant processes. The presented model can be extended
to include Michaelis-Menten kinetics when necessary.
However, such an extension would add several parameters
which have to based on further experiments and should
only be applied when necessary (i.e., the half-life changes
in the experimental concentration range). The application
of the compartmental approach in the evaluation of the
metabolic fate of Dyn A1-13 and related fragments helped
to identify a lack of chromatographic resolution and a low
selectivity of one of the enzyme inhibitors employed in the
study. It further was able to support the correctness of the
proposed metabolic pathways.

Peptide metabolism has been generally evaluated by
biochemists with the help of enzyme inhibition studies. The
application of pharmacokinetic tools such as noncompart-
mental approaches have been recently incorporated into
such investigations.1 The results presented in this study
suggest distinct advantages of the compartmental analysis
for evaluating complex metabolic events. Because of the
inherent possible pitfalls of all three methods, the combined
use of all approaches might be best suited to assess complex
metabolic degradation patterns of peptides in a detailed
fashion.

Appendix 1
Equations Employed for the Simultaneous Fitting

of Dyn A1-13 and Its Main Metabolites According
to Figure 1sFor Dyn A1-13: C1 ) C0 exp((-k1)t)

For Dyn A1-12: C2 ) k12C0/(k1 - k2)(exp((-k2)t) - exp-
((-k1)t))

For Dyn A2-13: C6 ) k16C0/(k1 - k6)(exp((-k6)t) - exp-
((-k1)t))

For Dyn A2-12: C3 ) k12k23C0/((k2 - k3)(k1 - k3))exp-
((-k3)t) + k12k23C0/((k3 - k2)(k1 - k2))exp((-k2)t) + k12k23-
C0/((k3 - k1)(k2 - k1))exp((-k1)t) + k16k63C0/((k6 - k3)(k1 -
k3))exp((-k3)t) + k16k63C0/((k3 - k6)(k1 - k6))exp((-k6)t) +
k16k63C0/((k3 - k1)(k6 - k1))exp((-k1)t)

For Dyn A3-12: C4 ) k12k23k34C0/((k3 - k4)(k2 - k4)(k1
- k4))exp((-k4)t) + k12k23k34C0/((k4 - k3)(k2 - k3)(k1 - k3))-
exp((-k3)t) + k12k23k34C0/((k4 - k2)(k3 - k2)(k1 - k2))exp-
((-k2)t) + k12k23k34C0/((k4 - k1)(k3 - k1)(k2 - k1))exp((-
k1)t) + k16k63k34C0/((k3 - k4)(k6 - k4)(k1 - k4))exp((-k4)t)
+ k16k63k34C0/((k4 - k3)(k6 - k3)(k1 - k3))exp((-k3)t) +
k16k63k34C0/((k4 - k6)(k3 - k6)(k1 - k6))exp((-k6)t) + k16k63k34-
C0/((k4 - k1)(k3 - k1)(k6 - k1))exp((-k1)t)

For Coeluting Dyn A4-12 (C5) and Dyn A1-10 (C7): C5
) k12k23k35C0/((k3 - k5)(k2 - k5)(k1 - k5))exp((-k5)t) +
k12k23k35C0/((k5 - k3)(k2 - k3)(k1 - k3))exp((-k3)t) + k12k23k35-
C0/((k5 - k2)(k3 - k2)(k1 - k2))exp((-k2)t) + k12k23k35C0/
((k5 - k1)(k3 - k1)(k2 - k1))exp((-k1)t) + k16k63k35C0/((k3 -
k5)(k6 - k5)(k1 - k5))exp((-k5)t) + k16k63k35C0/((k5 - k3)(k6
- k3)(k1 - k3))exp((-k3)t) + k16k63k35C0/((k5 - k6)(k3 - k6)-
(k1 - k6))exp((-k6)t) + k16k63k35C0/((k5 - k1)(k3 - k1)(k6 -
k1))exp((-k1)t) + k12k23k34k45C0/((k4 - k5)(k3 - k5)(k2 - k5)-
(k1 - k5))exp((-k5)t) + k12k23k34k45C0/((k5 - k4)(k3 - k4)(k2
- k4)(k1 - k4))exp((-k4)t) + k12k23k34k45C0/((k5 - k3)(k4 -
k3)(k2 - k3)(k1 - k3))exp((-k3)t) + k12k23k34k45C0/((k5 - k2)-
(k4 - k2)(k3 - k2)(k1 - k2))exp((-k2)t) + k12k23k34k45C0/((k5
- k1)(k4 - k1)(k3 - k1)(k2 - k1))exp((-k1)t) + k16k63k34k45-
C0/((k4 - k5)(k3 - k5)(k6 - k5)(k1 - k5))exp((-k5)t) +
k16k63k34k45C0/((k5 - k4)(k3 - k4)(k6 - k4)(k1 - k4))exp((-
k4)t) + k16k63k34k45C0/((k5 - k3)(k4 - k3)(k6 - k3)(k1 - k3))-
exp((-k3)t) + k16k63k34k45C0/((k5 - k6)(k4 - k6)(k3 - k6)(k1
- k6))exp((-k6)t) + k16k63k34k45C0/((k5 - k1)(k4 - k1)(k3 -
k1)(k6 - k1))exp((-k1)t)

C7 ) k12k27C0/((k2 - k7)(k1 - k7))exp((-k7)t) + k12k27C0/
((k7 - k2)(k1 - k2))exp((-k2)t) + k12k27C0/((k7 - k1)(k2 - k1))-
exp((-k1)t)

Appendix 2

Calculation of Sensitivity CoefficientssA local sen-
sitivity analysis was carried out for each Dyn along with
some summary measures, e.g., see Rabitz for a detailed
description.9 The normalized sensitivity coefficient (SC)
detailed in Bieniasz and Speiser was calculated for each
Dyn i as10

where i, i ) 1, 2, 7, the rate constant j corresponds to the
set j ) {12, 16, 23, 27, 34, 35, 45, 5, 63, 7}, and the
equations for the Ci’s are given in Appendix 1. The values
for the kj are given in Table 3. Furthermore, the SC for C5
and C7 was calculated jointly, since C5 and C7 were
considered additive, i.e., the joint SC was given by SC5,j +
SC7,j. The rate constants k1, k2, k3, k4, k6 were linked to the
other rate constants through the equations k1 ) k16 + k12
+ k1u or k2 ) k23 + k27 + k2u or k3 ) k34 + k35 + k3u or k4 )
k45 + k4u or k6 ) k63 + k6u, where k1u, k2u, k3u, k4u, k6u
represents degradation of specific metabolites not included
in known metabolic pathways. The absolute magnitude of
the SC's were summarized across time as

Table 4sResults of Local Sensitivity Analysis

k12 k16 k23 k27 k34 k35 k45 k5 k63 k7

Cl 11.0 1.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
C2 0.26 0.12 3.27 0.83 0.00 0.00 0.00 0.00 0.00 0.00
C3 2.82 0.78 0.82 0.28 0.34 0.81 0.00 0.00 3.95 0.00
C4 0.22 0.11 0.59 0.21 0.79 0.51 0.90 0.00 0.07 0.00
C6 7.79 0.87 0.00 0.00 0.00 0.00 0.00 0.00 3.57 0.00
C5 C7 1.21 0.33 2.88 0.76 0.18 0.62 0.00 1.32 0.44 1.43
overall 3.88 0.60 1.89 0.52 0.44 0.65 0.90 1.32 2.65 1.43

SCij(t) )
∂ ln Ci(t)
∂ ln kj

|kj)k/
j

(1.1)
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where t1 ) 1, t2 ) 2, t3 ) 5, t4 ) 10, t5 ) 20, t6 ) 30, and t7
) 40. The results are given in the body of Table 4. The
values were then averaged for each rate constant in order
to provide a global measure of sensitivity across time. To
calculate the overall mean sensitivity, we did not average
in the values of ASCi,j ) 0.
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Abstract 0 This study investigates the roles of both ionized and un-
ionized species of flavopiridol in solubilization by complexation,
micellization, and cosolvency. Control of pH was used in combination
with surfactants (polysorbate 20 and polysorbate 80), cosolvents
(ethanol and propylene glycol), as well as uncharged and anionic
complexing agents [hydroxypropyl â-cyclodextrin (HPâCD) and sul-
fobutyl ether â-cyclodextrin (SBEâCD)] to solubilize flavopiridol. These
combined techniques increase not only the solubility of the un-ionized
flavopiridol but also the solubility of the ionized drug. This study
confirms that previously developed equations effectively characterize
the roles of pH, pKa, and either complexation constant, micelle partition
coefficient, or cosolvent solubilizing power in determining drug total
aqueous solubility.

Introduction
Flavopiridol is a synthetic derivative of rohitukine that

is currently undergoing clinical trails by the National
Cancer Institute as an antineoplastic agent. This compound
is a potent cyclin-dependent enzymes (CDK) inhibitor and
promotes apoptosis when combined with other chemothera-
peutic agents.1 It has a water solubility of 0.025 mg/mL,
which is 400 times lower than the desired concentration
for intravenous (iv) infusion. Although this compound has
an apparent pKa value of 5.86, solubilization by pH control
could not produce a stable 10 mg/mL solution that does
not precipitate upon injection.2 Furthermore, other solu-
bilization techniques, such as cosolvency, micellization, and
complexation, were ineffective in providing adequate solu-
bilization within a physiologically acceptable vehicle.2

In a previous study, we investigated the combined effect
of pH control and complexation on drug solubilization.3 It
was shown that the solubility of the complex is proportional
to the product of the complexation constant and the solute
solubility for both the un-ionized and ionized solutes.
Though the ionized solute has a smaller complexation
constant, it has greater water solubility compared with that
of the un-ionized solute. A change in pH favoring solute
ionization will not simply increase the solubility of the
solute in water, but it will increase the solubility of the
complex because the latter is proportional to solute con-
centration. Further studies also suggest that under certain
circumstances the solubilization of the ionized solute by

either cosolvent or surfactant is more important than the
solubilization of the un-ionized solute in determining the
total solubility.4 It is of note that the current iv flavopiridol
dosage form used for clinical trails is formulated in a 10
mg/mL solution by using pH control in combination with
complexation. This formulation does not precipitate upon
dilution by isotonic Sorensen’s phosphate buffer.2,5

This paper compares the role of the ionized flavopiridol
species with the role of the un-ionized species in drug
solubilization by complexation, micellization, and cosol-
vency. Control of pH is used in combination with surfac-
tants (polysorbate 20 and polysorbate 80), cosolvents
(ethanol and propylene glycol (PG)) as well as the un-
charged and anionic complexing ligands [hydroxypropyl
â-cyclodextrin (HPâCD) and sulfobutyl ether â-cyclodextrin
(SBEâCD)], respectively.

Materials
Flavopiridol was provided by the National Cancer Institute and

used as received. Hydroxypropyl â-cyclodextrin (HPâCD), with an
average molecular weight of 1390 and an average degree of
substitution of 4.4, was obtained from Cyclodextrin Technologies
Development Inc. (Gainesville, FL). Sulfobutyl ether â-cyclodextrin
(SBEâCD), with an average molecular weight of 2162 and an
average degree of substitution of 7, was a gift from CyDex, L. C.
(Overland Park, KS). All other chemicals were of reagent grade,
purchased from Sigma (St. Louis, MO) or Aldrich (St. Louis, MO),
and used without further purification. Citrate-phosphate buffers
were prepared according to Scientific Tables.6

Methods
Solubility Determination. An excess of flavopiridol

was added to duplicate vials containing 0.5 mL of the
following solutions: HPâCD, SBEâCD, polysorbate 20,
polysorbate 80, ethanol, and propylene glycol with concen-
trations of 0, 2.5, 5, 10, and 20% in citric-phosphate buffers
at pH 4.3 and 8.4. The sample vials were then rotated using

* To whom correspondence should be addressed.
† Department of Pharmaceutical Sciences.
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© 1999, American Chemical Society and 10.1021/js990097r CCC: $18.00 Journal of Pharmaceutical Sciences / 945
American Pharmaceutical Association Vol. 88, No. 9, September 1999Published on Web 07/31/1999



an end-over-end mechanical rotator at 20 rpm (Glas-Col
Laboratory Rotator, Terre Haute, IN) at 25 °C for 6 days
(preliminary data indicate that flavopiridol is stable for 2
months under these conditions). Samples with drug crys-
tals present were considered to have reached their equi-
librium solubility and were removed from the rotator. The
samples were filtered through a 0.45-µm filter and the pH
at equilibrium was measured before performing the high-
performance liquid chromatography (HPLC) analysis.

HPLC Analysis. The HPLC assay was modified from a
previous report.6 Briefly, a Pinnacle octylamine column
(150 cm × 4.6 mm, Restek, Bellefonte, PA) was used with
a mobile phase composed of 0.1% triethylamine in 50 mM
phosphate buffer at pH 2.5 (adjusted by H3PO4) and
acetonitrile in a ratio of 35: 65. The flow rate was
controlled at 1 mL/min (125 Solvent Module, Beckman,
Fullerton, CA), and the effluent was detected at 263 nm
(168 detector, Beckman, Fullerton, CA). Neither the buffer
nor any of the solubilizing agents interfere with the assay.

Results and Discussions
Solubilization by pH Control and Complexation.

Figure 1 shows the effect of the complexation agents,
HPâCD and SBEâCD, on the solubility of flavopiridol at
pH 4.3 and 8.4. The drug solubility in the absence of either
HPâCD or SBEâCD is ∼0.055 mM at pH 8.4 and ∼1.37
mM at pH 4.3. The solubility increases linearly as a
function of the concentration of both cyclodextrins at both
pH conditions. However, the solubility increase is far more
significant at the low pH where the drug is cationic. For
example, in the presence of 10% HPâCD, its solubility is
6-fold greater at pH 4.3 than that at pH 8.4. Similarly,
when SBEâCD is used, the solubility difference between
the two solution pHs is 12-fold.

Li et al.3 showed that eq 1 describes the dependency of
total solubility of a drug on the concentration of complex-
ation ligand at any pH.

where [Du] is the solubility of free un-ionized drug, [L] is
the ligand concentration, and Ku and Ki are the complex-
ation constants of the un-ionized and of the ionized species,
respectively. The equation describes the total solubility as
the sum of four species: free un-ionized drug [Du], free
ionized drug [Du]10(pKa - pH), un-ionized drug-ligand com-
plex Ku[Du][L], and ionized drug-ligand complex Ki[Du]-
10(pKa - pH)[L]. The solubility data from Figure 1 were used

to calculate the complexation constants of neutral and
cationic flavopiridol species with a neutral ligand, HPâCD,
or with an anionic ligand, SBEâCD, via eq 1. The values
obtained are Ku ) 485 M-1 and Ki ) 149 M-1 for HPâCD,
and Ku ) 991 M-1 and Ki ) 421 M-1 for SBEâCD.

Although the complexation constant is greater for the
uncharged form than for the cation, the latter is often more
efficiently solubilized. The solubility of a weak base in-
creases exponentially with a decrease in solution pH below
the pKa. As a result, the ratio of the solubility of the ionized
to un-ionized drug often exceeds the ratio of the complex-
ation constant of the un-ionized to ionized drug, that is,
10(pKa - pH) > Ku/Ki (or [H]/Ka > Ku/Ki). Accordingly the
cationic drug-ligand complex can have a greater solubility
than the un-ionized drug-ligand complex. This result is
consistent with the results of other studies.7-9

Solubilization by pH Control and Micellization.
Figure 2 shows the solubility of flavopiridol as a function
of both surfactant concentration and pH of the solution.
An increase in the concentration of surfactants, either
polysorbate 20 or polysorbate 80, produces a linear increase
in drug solubility. Again, the solubility increase is much
greater at pH 4.3 than that at pH 8.4. This phenomenon
can be described by eq 2.4

where κu and κi are micellar partition coefficients for the
un-ionized species and the ionized species of drugs, respec-
tively, and [Cm] is micellar concentration. The value of [Cm]
is approximately equal to the total surfactant concentration
when the critical micellar concentration is small. Note that
eq 2 is analogous to eq 1, which characterizes solubilization
by combined pH control and complexation.

The solubility data from Figure 2 are incorporated into
eq 2 and the micellar partition coefficients are calculated
to be κu ) 375 M -1 and κi ) 194 M -1 with polysorbate 20,
and κu ) 551 M -1 and κi ) 214 M -1 with polysorbate 80.
The lower micellar partition coefficients for the cation is
obviously due to its greater affinity to water. According to
eq 2, the solubility of drug in micelles is determined by
the product of the micellar partition coefficient and drug
water solubility, that is, κu[Du] for the un-ionized drug and
κi[Di] for the ionized drug. As in the case of complexation,
the solubility of the drug in micelles will be greater for the
ionized species than for the un-ionized species if 10(pKa - pH)

> κu/κi. Again, the greater solubility of ionized drug in
micelles at pH 4.3 results from its greater solubility in
water. The slightly higher solubilization capacity of polysor-

Figure 1sTotal experimental aqueous flavopiridol solubilities (symbols) in
cyclodextrin solutions at different pHs.

[Dtot] ) [Du] + [Du]10(pKa - pH) + Ku[Du][L] +

Ki[Du]10(pKa - pH)[L] (1)

Figure 2sTotal experimental aqueous flavopiridol solubilities (symbols) in
surfactant solutions at different pHs.

[Dtot] ) [Du] + [Du]10(pKa - pH) + κu[Du][Cm] +

κi[Du]10(pKa - pH)[Cm] (2)
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bate 80 in comparison with polysorbate 20 is because of
the larger hydrophobic core produced by its longer alkyl
chains.

Solubilization by pH Control and Cosolvency.
Figure 3a shows the effects of ethanol and propylene glycol
on the total solubility of flavopiridol as a function of pH.
Unlike the effects of complexant or surfactant, an increase
in the concentration of cosolvents produces an exponential
increase in drug solubility. Once more, the drug solubility
at pH 4.3 is much higher than that at pH 8.4. In a previous
study,4 the pH related solubilization produced by a cosol-
vent was described by

where f is the volume fraction of cosolvents and σu and σi
are the solubilizing powers of the cosolvent for the un-
ionized and the ionized species, respectively. Note that
because the values of σu and σi are dependent on the
polarity of the solute, σu will be greater than σi for both
cosolvents. If the difference between the drug pKa and the
solution pH is greater than the difference between the
cosolvent solubilizing powers for the un-ionized species and
for the ionized species (i.e., pKa - pH > σu - σi), then the
solubilization of the charged species can exceed that of the
neutral species.

Figure 3a can be re-plotted semilogarithmically as is
seen in Figure 3b, where linear relationships between log-
[Dtot] and cosolvent volume fraction f are evident at both
pHs in both cosolvents. The slopes at pH 4.3 and pH 8.4

show that σu and σi are only slightly different, with
respective values of 0.06 and 0.05 for ethanol, and 0.05 and
0.04 for propylene glycol. Although the un-ionized drug
solubility increases by a slightly higher factor than that of
the ionized drug (i.e., σu > σi for both cosolvents), the
amount of drug solubilized is much greater at the lower
pH where the drug ionizes because the concentration of
cation far exceeds the concentration of the uncharged drug
in the solution at pH 4.3. It was also observed that both σu
and σi in ethanol are slightly larger than in propylene
glycol. This larger increase in drug solubility results from
the fact that ethanol is less polar than propylene glycol.

Conclusions
As described by eqs 1, 2, and 3, pH control can be used

in combination with complexation, micellization, or cosol-
vency, respectively, to improve the ionized drug solubility
as well as the un-ionized drug solubility. These equations
characterize the effects of un-ionized and particularly
ionized species with respect to the pH, pKa, and either the
complexation constant K, micelle partition coefficient κ, or
solubilizing power σ. They provide a theoretical background
for understanding the dynamics of these combined tech-
niques. The knowledge gained in this study may help in
producing physically stable formulations for weakly ioniz-
able drugs.
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Introduction

Human immunodeficiency virus (HIV) enters the central
nervous system (CNS) early in infection and forms a
reservoir in the brain as evidenced by the presence of large
quantities of unintegrated viral DNA in the brains of HIV
infected individuals.1,2 The mechanism by which HIV
enters the brain is not well understood, however, the
resulting infection leads to a number of CNS disorders such
as autoimmune deficiency syndrome (AIDS) dementia
complex, HIV encephalitis, and peripheral neuropathy.3,4

Current HIV therapies are focused on reducing the viral
load in serum, however, the presence of HIV in sequestered
compartments such as the brain significantly limits their
efficacy. Hence, the ability of antiretrovirals to enter the
brain in therapeutic amounts to treat HIV infection is an
essential part of effective HIV therapy. The main barrier
for transport of antiretroviral agents to the brain is the
blood-brain barrier (BBB). To combat infection and inhibit
the replication of HIV in the brain, antiretroviral agents
must cross the BBB. Remarkably, there are very few
studies that have addressed this issue. This review pre-
sents the current understanding of the BBB transport
properties of the Food and Drug Administration (FDA)-
approved HIV antiretrovirals. Future directions for a better
understanding of the BBB permeability of current and
upcoming HIV antiretrovirals to treat the devastating
neurological and cognitive disorders seen in AIDS patients
are also discussed.

Blood−Brain Barrier

The brain is protected by a unique regulatory barrier
composed of brain microvessel endothelial cells (BMEC),
astroglia, pericytes, perivascular macrophages, and basal
lamina, which is collectively known as the BBB. The
BMECs provide the functional and morphological basis of
the BBB, which acts as a regulatory interface and limits
the permeability of the brain to drugs. The selective
permeability of the BBB is due to BMECs distinct mor-
phological and enzymatic properties that enable them to
form continuous and unfenestrated tight junctions with
minimal endocytotic and pinocytotic activity. The presence
of tight junctions limits the entry of many blood-borne
elements, including small molecules and macromolecules
as well as circulating leukocytes, to the brain.5 The

presence of efflux pumps such as P-glycoproteins, which
are associated with multidrug resistance (MDR) in BMECs,
also limits the transport of drugs across the BBB.

The Effect of HIV on the BBB

HIV infection of the brain is believed to occur through
direct and indirect effects on BMECs of the BBB. For
example, in vitro studies have shown that HIV readily
infects human BMECs to allow its direct entry into the
brain.6 The indirect passage of HIV-infected monocytes or
lymphocytes across the BBB via adhesion molecules of
BMECs and astrocytes has also been reported.6 Moreover,
HIV entry to the brain may be facilitated by alterations in
the BBB permeability due to elevated levels of circulating
cytokines, such as TNFR and IL2, in infected patients.7

Only indirect methods have been used for determining
changes in the integrity of the BBB. These methods include
immunostaining for fibrinogen and immunoglobulin G,
which are markers of vascular permeability, in postmortem
brains, monitoring changes in the magnetic resonance
imaging of the brain, and measuring cerebrospinal fluid
(CSF) serum protein levels of the HIV-infected individuals.
The results of immunostaining for immunoglobulin G and
fibrinogen deposition in postmortem brains of AIDS and
control patients to detect excess leakage across the BBB
due to HIV infection have been inconclusive.8 Histological,
immunocytochemical, and ultrastructural analysis of brain
tissues have not shown significant abnormalities either.7
However, marked accumulations of serum proteins have
been seen in the brains of patients with AIDS dementia.7
Given the limited data and shortcoming of the methods
used, the functional integrity of the BBB is thought to
remain intact after HIV infection.9

HIV Antiretroviral Agents

Currently there are three classes of compounds available
for treatment of HIV infection; these are nucleoside reverse
transcriptase inhibitors (NRTI), nonnucleoside reverse
transcriptase inhibitors (NNRTI), and protease inhibitors.
NRTI inhibit HIV replication by blocking reverse tran-
scription of the viral RNA and preventing the formation
of DNA as a template for future viral replication. NNRTI
inhibit HIV replication by binding through hydrophobic
interactions to the reverse transcriptase catalytic sites.
Protease inhibitors stop viral replication by inhibiting HIV
encoded protease and result in the release of noninfectious
immature viral particles. The generic name, brand/common
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names, molecular weight, octanol/water distribution coef-
ficients, and plasma protein binding of the approved HIV
antiretroviral drugs are listed in Table 1.

The physicochemical properties of the currently mar-
keted HIV antiretrovirals are vastly different. NRTIs are
low molecular weight, highly water soluble, and (with the
exception of the most recently approved NRTI, abacavir)
very hydrophilic drugs. The extent of protein binding of
NRTIs ranges from negligible for stavudine to ∼50% for
abacavir. Among the NNRTIs, nevirapine has significantly
higher solubility and lower protein binding than either
delavirdine or efavirenz. The latter two are almost com-
pletely protein bound. Protease inhibitors have higher
molecular weights and are highly lipophilic compared with
NRTIs and NNRTIs. Except for indinavir, protease inhibi-
tors are highly protein bound.

Measuring BBB Penetration

In Vitro StudiessIsolation and culture of BMECs from
the brain has led to the development of in vitro models for
studying a variety of CNS drug delivery issues ranging
from passive diffusion, carrier-mediated transport, and
metabolism to specific factors affecting the BBB perme-
ability.10 In these models, BMECs can be grown as mono-
layers and retain the characteristics of brain endothelial
cells in vivo, including the morphology, specific BBB
enzyme markers, and tight intercellular junctions. The in
vitro bovine BMEC monolayer permeability coefficients,
PBMEC, of different classes of HIV antiretroviral agents have
recently been reported.11,12 These agents included four
NRTIs (didanosine, stavudine, zalcitabine, and zidovudine),
two NNRTIs (nevirapine and delaviridine), and three
protease inhibitors (amprenavir, indinavir, and saquinavir).
Figure 1 shows PBMEC values for these HIV antiretrovirals
as well as for abacavir compared with those of progester-
one, a highly permeable transcellular marker, and sucrose,
a paracellular marker.11,12

The PBMEC value for nevirapine is significantly higher
than all the other HIV antireterovirals tested. The PBMEC
value for saquinavir is >2 orders of magnitude lower than
nevirapine. The values for indinavir, amprenavir, and all

NRTIs are also significantly lower than that of nevirapine.
Moreover, the PBMEC values for all NRTIs are not signifi-
cantly different from each other because they have similar
molecular weights and, with the exception of abacavir, very
similar partitioning values. The low permeability of the
protease inhibitors was attributed to their high lipophilicity
and large molecular weights as well as higher potential
for hydrogen bonding. The order of in vitro BBB perme-
ability is: nevirapine . amprenavir > abacavir, didanosine,
stavudine, zalcitabine, and zidovudine > indinavir >
saquinavir.11,12

In Vivo StudiessThe concentration of antiretrovirals
necessary to suppress HIV replication in the human brain
is not known and naturally cannot be obtained in vivo.
Hence, in vivo measurements of the extent of HIV anti-
retroviral penetration across the BBB in humans are
limited to obtaining CSF concentrations from lumbar
punctures. Clinical studies show that the presence of HIV
antiretrovirals, such as stavudine and zidovudine, in CSF
correlates well with improvement of HIV dementia.13,14 HIV
antiretroviral CSF concentrations have been most com-
monly used in conjunction with plasma concentrations to
obtain the so-called CSF-to-plasma concentration ratios as
a surrogate marker for the extent of the BBB permeability.
These values have been reported with more frequency for
the newly approved HIV antiretroviral inhibitors as a
measure of their effectiveness in treating the CNS compo-
nent of HIV infection (Table 2).

The major shortcomings of CSF-to-plasma concentration
ratios as potential markers for drug penetration into the
brain are the manner in which they are determined and
interpreted. Direct comparisons cannot be made because
of the varied experimental conditions (e.g., steady state
versus non-steady state) under which these values have
been obtained. Nor have these values been corrected for
possible metabolism or protein binding in the brain. For
example, the values for CSF-to-plasma concentration ratios
reported for zidovudine are in the range of 0.15 to 1.35 and
depend on the route of administration and dose given and
hence do not conclusively determine how readily zidovudine
crosses the BBB. Moreover, it has been shown that the CSF
peak lags behind the plasma peak in concentration curves
for zidovudine in plasma and CSF.15 Hence, CSF-to-plasma
concentration ratios are strongly time dependent and one
time point measurements of CSF-to-plasma concentration
ratios are not reliable. Furthermore, the absence of protein
in CSF necessitates comparing CSF concentrations of HIV
antiretrovirals to unbound plasma concentrations. Such
comparisons are rarely done when CSF-to-plasma concen-
tration ratios are reported.

The use of CSF levels may also be misleading because
of differences in permeability of blood-CSF barrier (BCB)

Table 1sPhysicochemical and Protein Binding Properties of HIV
Antiretrovirals

generic
name

brand/common
names MW

aqueous
solubility
(mg/mL)a

log
Doct

b
% protein
bindinga

nucleoside-inhibitors
abacavir Ziagen 286.3 77 1.20 ∼5047

didanosine Videx, ddI 236.2 27.3 −0.54 <5
lamivudine Epivir, 3TC 229.3 70 −0.92 <36
stavudine Zerit, d4T 224.2 83 −0.72 negligible
zalcitabine Hivid, ddC 211.3 76.4 −1.10 <4
zidovudine Retrovir, AZT 267.2 20.1 −0.58 34−38

non-nucleoside inhibitors
delavirdine Rescriptor 516.0 0.003 s 98
efavirenz Sustiva 315.7 0.00848 s 9926

nevirapine viramune 266.3 0.1 1.81 60

protease inhibitors
amprenavir agenerase 505.2 0.0449 2.53 9049

indinavir Crixivan 613.8 soluble 2.79 60
nelfinavir Viracept 567.8 slightly soluble 4.050 >98
ritonavir Norvir 721.0 insoluble s 99.3−99.551

saquinavir Invirase 670.7 insoluble 4.51 98

a Solubility in water at room temperature and protein binding as reported
in the Physician’s Desk Reference.25 b Log Doct ) logarithm of octanol/
phosphate buffered saline (pH 7.4) distribution coefficient.11

Figure 1sIn vitro permeability of HIV antiretrovirals across the BMEC
monolayers.11,12
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and the BBB.9 The BBB is a more restrictive barrier than
the BCB and because of its 5000-fold greater surface area,
it is the main route of entry for drugs from blood to the
brain.9 Moreover, CSF and brain interstitial fluid are not
in equilibrium and therefore the drug concentration in CSF
does not necessarily reflect the extent of BBB transport of
that drug because it may also include transport through
the choroid plexus via the BCB. It then appears that CSF
and CSF-to-plasma concentration ratios can only be used
as qualitative measures of the ability of HIV antiretrovirals
to cross the BBB and cannot be used to rank and order
compounds in terms of their BBB permeability.

Due to inherent difficulty and indirect nature of the
methods used in obtaining human data, a number of
investigators have used laboratory animals to determine
brain-to-plasma concentration ratios of HIV antiretrovirals.
This parameter is the simplest and most direct measure
of the BBB penetration of a given drug. The extent of brain
drug uptake can also be presented by brain uptake index
(BUI) or blood-to-brain transfer constant values.16 The BUI
is the extraction ratio of a drug relative to highly permeable
compounds such as water or butanol. The major shortcom-
ings of all of these values are that they are time dependent,
require sacrificing of the animals, and must be corrected
for the amount of drug retained in vascular space of the
brain.17 Furthermore, the relevance of these values in
predicting the extent of penetration of the BBB in humans
by HIV antiretroviral has not yet been established.

The reported in vivo studies of BBB properties of
different classes of HIV antiretroviral agents are sum-
marized next.

NRTI-There is no clear correlation between the BBB
properties of NRTIs determined from animal studies and
measurements of CSF values in humans. Available data
on surrogate markers for BBB permeability, such as CSF-
to-plasma concentration ratios in humans and brain-to-
plasma concentration ratios in rats, suggest that the extent
of BBB penetration for NRTIs is low and, in the case of
stavudine and zidovudine, highly variable (Table 2). More-
over, clinical studies have shown that the BBB perme-
ability of NRTIs could also be significantly different in
humans. For example, in a small study of 16 patients, CSF
HIV-1 RNA levels were reduced following zidovudine and
not didanosine treatment.18 Similarly, there were no clini-
cal benefits associated with didanosine treatment suggest-

ing that the extent of its BBB penetration in humans was
also low.19 The BBB permeability of zidovudine in humans
is further supported by data suggesting reduction in the
risk of developing AIDS dementia as well as improvement
in cognitive impairment of AIDS patients after systemic
treatment with zidovudine.20,21 Lamivudine and stavudine
also appear to penetrate the BBB in humans as indicated
by a recent study where the levels of CSF HIV-1 RNA in
22 patients were reduced following treatment with these
NRTIs.22

NNRTIsNevirapine was the first NNRTI approved for
treatment of HIV, and its BBB properties have been
extensively studied.11,12,23 The plasma-to-brain concentra-
tion ratios of nevirapine in rats and monkeys were shown
to be close to 1.23 In humans, nevirapine has a CSF-to-
plasma concentration ratio of 0.45, which is approximately
equal to the fraction not bound to plasma protein.24 Taken
together, these data support the contention that nevirapine
readily crosses the BBB and enters the brain. In contrast,
the penetration of delavirdine into the CNS appears to be
low, as evidenced by its low CSF-to-plasma concentration
ratio of 0.004.25 Similarly, the BBB penetration of efavirenz
is reported to be low, with a CSF-to-plasma concentration
ratio of 0.01.26

Protease InhibitorssIn general, the extent of the BBB
penetration of protease inhibitors has been reported as
being low.27-31 For example, CSF-to-plasma concentration
ratios for indinavir are in the range of 0.06 to 0.16, and
only negligible concentrations of ritonavir and saquinavir
were present in CSF after oral administration.27-31 More-
over, nelfinavir was not detected at all in CSF of patients
following a variety of oral dosing regimens.32 Limited BBB
permeability of indinavir has also been observed in rats
where a brain-to-plasma concentration ratio of 0.18 at
steady state was reported.33

Combination TherapysCurrently, the recommended ap-
proach to HIV treatment is combination therapy with at
least one protease inhibitor. Although protease inhibitors
do not appear to cross the BBB to the extent of showing
significant therapeutic efficacy, combinations of protease
inhibitors (indinavir, ritonavir, or saquinavir) with zidovu-
dine have been reported to prevent or reverse the progres-
sion of AIDS dementia, as suggested by brain magnetic
resonance imaging studies.34 Similarly, ritonavir and
saquinavir, when taken in combination suppressed CSF
HIV-1 RNA levels in 9 of 10 nucleoside-experienced pa-
tients, suggesting potential increases in the extent of their
BBB penetration.35 The addition of stavudine to this
regimen increased the number of patients with undetect-
able HIV viral loads in serum and CSF to 80%.36

The effect of combination therapy on BBB permeability
has only been reported in one in vitro study where there
were no significant effects on the PBMEC value for nevirap-
ine in combination with amprenavir, delavirdine, didanosine,
indinavir, saquinavir, stavudine, zalcitabine, or zidovu-
dine.11

The Effect of Partitioning
It is generally accepted that the degree of lipophilicity

of compounds is a determinant factor for their BBB
permeability. For example, in vitro BBB permeability has
been shown to correlate well with octanol/water partition-
ing and molecular weight for a variety of solutes.37 The
relationship between in vitro PBMEC values and distribution
coefficients (D) in pH 7.4 octanol/phosphate buffered solu-
tion for a variety of HIV antiretrovirals has been described
as being roughly bell shaped.11,12 Nevirapine appeared to
have the optimum distribution coefficient (log Doct ) 1.81)
to allow for the highest permeability among the HIV

Table 2sCerebrospinal Fluid-to-Plasma and Brain-to-Plasma
Concentration Ratios in Humans and Rat for Various HIV
Antiretrovirals

antiretroviral [CSF]/[plasma] in humans [brain]/[plasma] in rat

nucleoside-inhibitors
abacavir s s
didanosine 0.16−0.1952 0.05, 0.00741 a

not detected in CSF55

lamivudine 0.06−0.3124 s
stavudine 0.16−0.9754 0.3355

zalcitabine 0.09−0.3724 not measurable56

zidovudine 0.15−1.3557 0.19,28 0.23 ± 0.0258

non-nucleoside inhibitors
delavirdine 0.00425 s
efavirenz 0.0126 s
nevirapine 0.4524 1.024

protease-inhibitors
amprenavir s s
indinavir 0.16,28 b 0.0629 0.1833

nelfinavir not detected in CSF32 s
ritonavir negligible31 s
saquinavir negligible30 s

a Corrected for blood contribution to total brain concentration. b Mean CSF-
to-plasma concentration ratios.
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antiretrovirals studied. The permeability of hydrophilic
NRTIs and very lipophilic protease inhibitors was signifi-
cantly less than nevirapine. This relationship was descrip-
tive only for the limited number of antiretroviral agents
used in that study and was not meant to establish a general
relationship between PBMEC and D for all HIV antiretro-
virals.11

The Effect of Efflux Pumps
P-Glycoprotein efflux pumps are present ubiquitously

in both the BBB and the gastrointestinal tract.38 A
number of recent studies have shown that protease inhibi-
tors, in general, are substrates for P-glycoprotein efflux
pumps.11,12,39,40 For example, it has been shown that in-
dinavir, ritonavir, and saquinavir are substrates for these
efflux pumps in BMECs and Caco-2 cells.11,12,39 It has also
been shown that the transports of indinavir, nelfinavir, and
saquinavir in P-glycoprotein expressing cell lines L-MDR1
and Caco2 are affected by P-glycoprotein efflux pumps.12,40

Similarly, the concentration of these protease inhibitors in
the brain was shown to increase 7.4-, 10.6-, and 36.3-fold,
respectively, in mice in which the MDR1a gene had been
disrupted compared with the wild type.40 This study clearly
demonstrates the potetial effect of P-glycoprotein efflux
pumps in reducing the BBB permeability of HIV protease
inhibitors.

The effect of BBB efflux pumps on the limited distribu-
tion of NRTIs in the CNS after systemic administration is
not clearly understood.41-44 For example, microdialysis
techniques in rabbits have shown that zidovudine is
actively transported across the BBB and the BCB from
brain to blood resulting in lower levels of zidovudine in
brain and CSF than in plasma after systemic administra-
tion.44 Similarly, it was shown that both zidovudine and
didanosine were transported from the brain to the circulat-
ing blood across the BBB via saturable, probenicid sensitive
efflux transporters.45,46 However, in vitro transport studies
using bovine BMECs could not identify selective efflux
transport systems for NRTIs such as zidovudine.11,12,43

Future Directions
Understanding the mechanism of transport of HIV

antiretrovirals across the BBB is essential for design and
implementation of novel strategies for drug delivery to the
brain to inhibit viral replication. The effect of HIV infection
and the stage of the disease on the BBB properties and
CNS uptake of drugs have not been fully understood.
Further development of therapeutic strategies with the use
of prodrugs, efflux inhibitors, and both in vitro and whole
animals to evaluate intrinsic BMEC cellular permeability
is needed. Although an HIV antiretroviral that is a
substrate for BMEC efflux pumps may be taken alone with
no adverse affects, the addition of other drugs that are
competitive substrates for these pumps may affect the BBB
permeability and efficacy of the first drug. Hence, the role
of cellular efflux pumps on permeability of HIV antiretro-
virals should be further studied to allow for rational drug
delivery approaches for optimum BBB penetration.

This field of research is active and is likely to expand
based on the paucity of information on the BBB perme-
ability of currently used HIV antiretrovirals. Moreover, the
BBB properties of novel classes of HIV antiretrovirals, such
as HIV fusion and integrase inhibitors, need to be evalu-
ated to determine their overall effectiveness in HIV therapy.
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Introduction

Delivery of drugs via the skin has many attractions,
including increased patient acceptability (noninvasiveness)
and avoidance of gastrointestinal disturbances1 and first-
pass metabolism of the drug.2 The fact that this route is
not more widely used is because of the inherent barrier
properties of the skin.3 It is generally difficult to get drugs
to cross the skin at a sufficient rate to deliver a therapeutic
dose even when the drug is potent. Many different ap-
proaches have been taken to overcome the barrier pre-
sented by the skin, including mechanical disruption,4,5

electrical disruption,6,7 and chemical modification8,9 of the
barrier function. This review will focus on the use of
chemicals to alter the penetration rate of drugs across the
skin.

Agents capable of modifying the barrier to penetration
presented by the skin have been called “penetration
enhancers”. There is usually a distinction drawn between
chemicals that have their effect merely by occlusion of the
skin leading to hydration of the skin, which in turn leads
to increased permeability and those that interact with
either the formulation applied or the skin itself. The former
are generally not classified as “penetration enhancers”.10

Much research has been performed to identify penetration
enhancers with the aid of in vitro screens,11,12 and literally
hundreds of different chemicals with a wide divergence of
chemical structure that are able to modify the penetration
characteristics of different drugs and marker compounds
into the skin have been identified.13,14 However, only a
small number of these agents have been shown to produce
useful enhancement in vivo, only a few have actually been
incorporated into products and successfully tested in
humans, and, other than previously used ingredients of
topical preparations, none has yet been successful in the
market place. This review is intended to examine why,
despite all this work, we seem to have had very little
success to date.

Historical and Current Perspectives

The idea of delivering drugs through the skin is old, as
far back as the 16th century B.C., the Ebers Papyrus
recommended that the husk of the castor oil plant be
crushed in water and placed on an aching head and “the
head will be cured at once, as though it had never ached.” 15

Today transdermal drug delivery (TDD) is a well-accepted
means of delivering many drugs to the systemic circulation,
and currently transdermal patch devices are used to treat
motion sickness, hypertension, angina, female menopause,

severe pain states, nicotine dependence, and male hypogo-
nadism.16 The advantages of TDD are summarized in Table
1.

Despite all these advantages, a timely warning to
formulators was issued by Hadgraft and Guy in 1987,18

“TDD is not a subject which can be approached simplisti-
cally without a thorough understanding of the physico-
chemical and biological parameters of percutaneous ab-
sorption. Researchers who attempt TDD without apprecia-
ting this fact do so at their peril.”

Our knowledge of these processes has been well reviewed
in relation to percutaneous penetration by Barry.19 Some
specific issues that are worth singling out are the vari-
ability of the skin both within and between individuals,20

the importance of metabolism in the viable epidermis as a
metabolic barrier,21 and the role of the immune system in
limiting the use of some agents on the skin.22,23

The factors influencing the suitability of a drug for TDD
are as follows:
w potency of the drug - the daily systemic dose should be

e20 mg
w molecular size - the drug should have a MW of <500

Daltons
w lipophilicity - the log P should be in the range 1-3
w melting point - should be <200 °C
w hydrogen bonding groupssshould be e2
w irritation - the drug should not be directly irritant to

the skin
w immunogenicity - the drug should not stimulate an

immune reaction in the skin
A predictive rule of thumb is that the maximum flux of
drug through the skin should decrease by a factor of 5 for
an increase of 100 Da in MW, and decrease by a factor of
10 for an increase of 100 °C in melting point.24

Enhancement of Delivery
In addition to the potential for enhanced TDD to improve

transdermal delivery rate control, the main reason that
drug delivery across the skin needs to be enhanced is
because of the low permeability of most transdermal
candidates across the skin.25 Traditionally, enhanced TDD
has been achieved with patch devices that occlude the skin.
Occlusion traps the natural transepidermal moisture of the
skin, which increases the water content of the horny layer
and swells the membrane, thus compromising its barrier
function.10 Prolonged occlusion of this nature can cause a
10-100-fold increase in drug permeability.26 However, the
tradeoff with these occlusive delivery systems is their
propensity to cause local skin irritation.27

Physical Enhancement
Although many different physical approaches to enhanc-

ing percutaneous absorption have been attempted, the most
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notable approaches are iontophoresis,6 ultrasound (sono-
phoresis),4 and electroporation.7 None of these enhance-
ment methods is passive in that they require the input of
energy to achieve their effects. To date, these methods show
most promise for TDD systems that incorporate a large
drug reservoir on the surface of the skin, and that need to
deliver very large molecular weight compounds in the
kiloDalton range.16

Supersaturation
The thermodynamic activity of a drug can be increased

by employing supersaturated systems that give rise to
unusually high thermodynamic potentials; this effect was
first shown in a volatile:nonvolatile vehicle by Coldman et
al.28 However, topical vehicles relying on supersaturation
have the major limitation of formulation instability, both
prior to and during application to the skin, unless the
formulation can be stabilized with antinucleant and anti-
crystal-growth agents.29

For example, Kondo et al.30 used supersaturation to
enhance the transdermal delivery of nifedipine in rats. The
bulk vehicle was stabilized with polymers and this formu-
lation formed an appreciable mass on the surface of the
skin. The vehicle remained on the surface of the skin for a
prolonged period (many hours). Therefore, although Kondo
et al.30 advocated the use of a metered spray to deliver
these formulations, in reality it would be impossible to
obtain a nonocclusive TDD system with a short application
time and cosmetic acceptability and still maintain a clini-
cally useful transdermal penetration enhancement.

Metabolic or Biochemical Enhancers
Chemicals that provoke biochemical and metabolic events

within the skin can potentially be used to alter skin
permeability. For example, these types of enhancers can
reduce the barrier properties of the skin by either inhibiting
enzymes responsible for the synthesis of specific stratum
corneum lipids during stratum corneum repair31 or by
promoting the metabolism of existing skin lipids that are
responsible for skin barrier function.32 Although promising,
both of these approaches need to undergo further investi-
gation in vivo of their enhancement effects and their
potential to produce skin irritation. It should be noted that
chemical penetration enhancers may also provoke un-
wanted reactionary biochemical and metabolic events
within the skin that could alter skin permeability,16,33

however this is not their aim.

Chemical Penetration Enhancers
Ideally, the goal of dermal penetration enhancement is

for the accelerant to reversibly reduce the barrier resistance
of the stratum corneum without damaging viable cells.10,34

The properties proposed for an ideal penetration enhancer
are shown in Table 2.

Over the last 15 years, a tremendous amount of work
has been directed toward the search for specific chemicals,
or combinations of chemicals, that can act as penetration
enhancers.9,35 The bulk of this work has been carried out

by pharmaceutical companies that regard the results of
their work as proprietary. Consequently, much of the cited
literature is found in patents13 as well as the usual
pharmaceutical science literature.14

Despite the large amount of work performed and the
large number of different chemical entities identified, few
have made it to the market place because of the following
reasons.

1. The Applicability of the Method used to Dem-
onstrate EnhancementsMost of the investigations in-
volve in vitro penetration studies using a variety of
membranes.12,36 The follies of these methods have recently
been pointed out by Barry.37 Although attempts are cur-
rently being made to develop a generally accepted stan-
dardized methodology for in vitro testing,11 there is still a
large extrapolation to be made from performance in vitro
to use in a clinical setting.

2. Incorporation of the Enhancer into a Doseform
that is Acceptable to the User While Retaining the
Activity of the EnhancersWhen developing topical
preparations for optimum bioavailability it is necessary to
formulate them to ensure that the drug has the maximum
tendency to leave the vehicle and partition into the skin.
The driving force behind diffusive transport is a gradient
in the chemical potential,38 which is the continuous func-
tion (not the concentration) across interfaces. The presence
of enhancers, which often will have good solvent properties,
can decrease the chemical potential. The formulator needs
to balance the solubility, and therefore the ability to use
high concentrations of drug in a formulation, with the need
to increase the chemical potential. These difficulties were
realized early in the evaluation of laurocapram (Azone)
where it was shown that incorporation of laurocapram into
a commercially available cream containing fluocinolone
acetonide did not increase vasoconstrictor activity, whereas
simply incorporation of the steroid with 2% laurocapram
in ethanol resulted in strong outperformance of the cream.39

3. The Need for Delivery of the Enhancer to the
Skin and the Maintenance of Skin Concentrations
of Enhancer for the Required Time Intervalss
Although ethanol can act as a penetration enhancer, and
various mechanisms of action have been postulated,40 in
practice its use as a penetration enhancer has relied on
the application of a bulk aqueous ethanol vehicle to the
skin whereupon the increase in the flux of the drug across
the skin is mainly due to a solvent drag effect shown
previously.41 The mechanism of effect relies on the rapid

Table 1sAdvantages of TDD

‚ provides constant blood levels in the plasma for drugs with a narrow therapeutic window, thus minimizing the risk of toxic side effects or lack of efficacy
‚ avoids first-pass metabolism in the gastrointestinal tract and liver, which allows drugs with poor oral bioavailability and/or short biological half-lives to

be administered at most, once a day, and which can result in improved patient compliance17

‚ the problems of the gastrointestinal environment, such as chemical degradation of the drug and gastric irritation, are avoided
‚ removing the transdermal drug reservoir from the stratum corneum can easily terminate drug input
‚ provides a noninvasive alternative to parenteral, subcutaneous, and intramuscular injections
‚ suitable for patients who are unconscious or vomiting

Table 2sProperties of an Ideal Penetration Enhancer10

‚ pharmacologically inert
‚ nontoxic, nonirritating, and nonallergenic
‚ rapid onset of action; predictable and suitable duration of action

for the drug used
‚ following removal of the enhancer, the stratum corneum should

immediately and fully recover its normal barrier property
‚ the barrier function of the skin should decrease in one direction only,

and efflux of endogenous materials should not occur
‚ chemically and physically compatible with the delivery system
‚ readily incorporated into the delivery system
‚ inexpensive and cosmetically acceptable
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penetration of the solvent itself and the subsequent drag
of the penetrant with it. A necessary corollary of this rapid
flux is that the concentrations cannot be prolonged unless
there is a reservoir present, thus limiting the applications
of this type of enhancer to reservoir-based systems.

Clinical Usefulness
Of all of the potential enhancers identified those that

have undergone significant clinical testing are discussed
next.

In 1964, Stoughton and Fritsch reported that dimethyl
sulfoxide (DMSO) enhanced the percutaneous penetration
of various agents.8 This characteristic was exploited clini-
cally in many different circumstances but it did not lead
to significant commercial products partly because of the
high concentration needed for an effect and partly because
DMSO is unpleasant to use.42,43 It is interesting to note
that after being virtually discarded, DMSO has recently
been revived, and topical products containing DMSO with
diclofenac are currently undergoing clinical trials.44

Laurocapram (Azone) is probably the most widely known
chemical enhancer, and it is often used by transdermal
research groups because of its good overall enhancing
abilities,45,46 which also makes it a useful basis of compari-
son for new chemical enhancers. However, because of its
potential to irritate the skin,47-50 laurocapram has failed
to gain general clinical acceptance.

Fatty acids and fatty acid esters have been known for
some time to enhance penetration. The major attraction
of these compounds is that many of these materials are
classified as Generally Recognized As Safe (GRAS). For
example, Theratech Inc. uses a combination of glyceryl
monooleate and lauryl lactate to enhance the diffusion of
testosterone across nonscrotal skin in hypogonadal males
in the Androderm patch.51 A major concern is the irritation
caused by these agents.52 In clinical practice, one of the
marketers of this product (SmithKline Beecham Pharma-
ceuticals) suggests the prior application of triamcinolone
acetonide to overcome this irritation problem.53

There are also attempts to gain regulatory approval for
newly synthesized enhancers, such as Macrochem’s SEPA
enhancer, 2-n-nonyl-1,3-dioxolane,54 and NexMed’s Nex-
ACT enhancers, alkyl N,N-dialkyl-substituted amino ac-
etates.55 Both of these types of agents have already shown
good enhancing abilities that are comparable to those of
laurocapram.49, 56-58 Topical gel formulations containing
SEPA with ibuprofen or alprostadil are currently in phase
II clinical trials in the USA.59 The NexACT enhancers are
undergoing pre-Phase II toxicology studies in the USA, and
a Phase III clinical trial in China has been completed for
a topical gel formulation of alprostadil.59 The success of
these formulations will probably depend as much on the
irritation observed in these trials as on the actual clinical
effect.60

We have identified some novel GRAS chemical enhanc-
ers61 that are currently used as topical sunscreening
agents.62 The main chemical enhancers in this group are
padimate O, octyl salicylate, and octyl methoxycinnamate.
As sunscreens, these agents have maximum approved
topical concentrations of 8.0, 5.0, and 7.5%, respectively,
in the USA, Europe, Japan, and Australia.62 Over their
many years of use as topical sunscreens, these agents have
shown a low incidence of local skin reactions.63

These compounds have been shown to increase the
penetration rate of a range of different drugs across skin
from a number of different animal species in vitro.64-66 We
have also shown the enhancing effect of these compounds
in vivo using microdialysis in conscious rats to measure
the penetration of ibuprofen from topically applied gels.67

The enhancers in these studies were incorporated into gel
formulations suitable for clinical use. The effect of these

enhancers in circumstances relevant to clinical use has also
been demonstrated in vivo with the hormones estradiol and
testosterone applied in the form of a spray to weanling
pigs.68 Significantly higher plasma levels of both of these
compounds were found when the enhancer was incorpo-
rated into the spray formulations. These enhancers were
also used in a small clinical trial in postmenopausal women
designed to demonstrate the feasibility of delivery of
estradiol via a transdermal spray.69 The dose form was
shown to deliver clinically relevant amounts of estradiol
without signs of irritation.

The future will tell whether the enhancers currently
under investigation can be formulated into acceptable and
nonirritant products. Regardless, the search for new en-
hancers with ideal properties (Table 2) will continue.
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Abstract 0 The measurement and analysis of frequency-domain
photon migration (FDPM) measurements of powder absorbance in
pharmaceutical powders is described in the context of other optical
techniques. FDPM consists of launching intensity-modulated light into
a powder and detecting the phase delay and amplitude modulation
of the re-emitted light as a function of the modulation frequency. From
analysis of the data using the diffusion approximation to the radiative
transport equation, the absorption coefficient can be obtained.
Absorption coefficient measurements of riboflavin in lactose mixtures
are presented at concentrations of 0.1 to 1% (w/w) at near-infrared
wavelengths where solution absorption cross sections are difficult to
accurately measure using traditional transmission measurements in
nonscattering solutions. FDPM measurements in powders enabled
determinations of absorption coefficients that increase linearly with
concentration (w/w) according to Beer−Lambert relationship. The
extension of FDPM for monitoring absorbance of low-dose and
ultralow-dose powder blending operations is presented.

1. Introduction

The blending of powders of differing particle size,
density, shape, and surface characteristics can result in
demixing and segregation phenomenon that can have a
critical impact on pharmaceutical powder blending and
tableting processes. Indeed, the complexity of the blending
process and the uncertainty in assessment of spatial
homogeneity of the active agent in the powder bed within
the blender are especially crucial in low dose (<1% w/w)
or ultralow-dose (<0.1% w/w) formulations involving high
potency pharmaceutical compounds. While much progress
has been made toward a better physical understanding of
the complexities involved in powder blending, measure-
ments which validate the end point of a mixing process and
provide assurance of the blend homogeneity remain as
missing tools required to better address the quality assur-
ance issues facing the pharmaceutical industry. In 1993,
the “Barr decision” highlighted the litigious nature of
incomplete knowledge of powder blending and sampling

operations that could impact the uniformity of pharma-
ceutical tablets. Furthermore, the decision underscored the
necessity for a measurement technique that (i) provides
assessment of blend homogeneity, (ii) minimizes the error
associated with powder sampling, (iii) provides sampling
size measurements reflective of no more than three unit
dosages and, (iv) enables real time measurements of blend
homogeneity during the mixing operation. Currently, the
“gold-standard” measurement of blend homogeneity rests
with “thief sampling” combined with HPLC or other wet
chemistry analysis. The typical sampling “thief” consists
of an inner cylinder with sampling compartments along its
axis and an outer, rotating, hollow cylinder stamped with
apertures that permit flow into the inner sampling cham-
bers when both cylinders are properly aligned. The dif-
ficulties associated with thief sampling are (i) the induced
variance error associated with uneven flow of differing
sized particles into sampling chambers, (ii) the disturbance
of powder bed by the insertion of the thief, and (iii) the
inability to make in situ, real time variance measurements,
σm

2, related to actual variance in drug concentrations, σd
2,

during the blending operation. It should be emphasized
that the measured variance, σm

2, reflects a contribution
from sampling, σs

2, analysis, σa
2, and drug concentration,

σd
2, variances, i.e., σm

2 ) σs
2 + σa

2 + σd
2. The Barr decision

stipulates the largest sample volume for analysis must be
less than three times that of a single tablet.

Numerous investigators have sought to develop tech-
niques to assess the blend homogeneity without the need
to remove a sample from the powder bed, thereby eliminat-
ing the influence of sampling error or variance, σs

2. In a
system to model blend homogeneity, Muzzio and cowork-
ers1 have developed a technique to investigate the blending
phenomenon that involves solidification of the contents of
a mixing vessel and slicing cross sections of the solid
mixture for image analysis. The blend homogeneity is then
studied by using statistical methods to assess the mixing
of differently colored glass beads in the size range of tens
of microns. Their technique to assess mixing in a model
system is static, and restricted to a specific model system
of glass beads, yet provides a means for assessing measured
variances independent of σs

2, and aids in building process
models for validation of powder mixing.

Other investigators have sought optical means to assess
blend homogeneity. Diffuse-reflectance fiber optic probes
are being investigated extensively for evaluating powder
characteristics.2,3 Using near infrared (NIR) fiber optics
reflectance from powders, Cho et al. (1997)4 measured
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derivative spectra from backscattered light in the wave-
length range between 1100 and 2500 nm to measure blend
homogeneity of a lactose, microcrystalline cellulose, and
sodium benzoate mixture based on its variance as a
function of mixing time. Since the spectra can be measured
in situ, the sampling variance arises only from the volume
of powders probed in the diffuse backscattered light and
is not impacted by the powder flow problems associated
with a sampling thief. Their results suggest that backscat-
ter techniques using fiber optics can interrogate 0.154 to
0.858 g of powder with a standard deviation of 0.16 g.
Arguing that single doses range from 0.1 to 1.0 g, these
investigators contend that the backscatter technique fits
the regulatory requirements for probing 0.3 to 3.0 g of total
tablet mass. Analysis of diffuse reflectance and backscatter
measurements often assumes wavelength-independent scat-
tering so that variance of the derivative spectra is assumed
to be a measure of the variance of light-absorbing constitu-
ents in the blend. Unfortunately, the assumption of wave-
length-independent scattering is not always correct, and
monitoring spectral derivatives for blend homogeneity
studies may not always be a prudent approach for mini-
mizing artifact.

In this contribution, we introduce the techniques of
frequency-domain photon migration for assessment of
blend homogeneity and demonstrate its applicability for
determination of powder absorbance for pharmaceutical
process monitoring. In contrast to diffuse reflectance and
backscatter measurement and analysis currently pursued
for such applications, FDPM is based upon the time-
dependent diffusive scattering of light. Owing to the
measurement approach, the variance of analysis and
measurement are minimized when compared to thief
sampling and time-invariant diffuse reflectance or back-
scatter techniques, respectively. In the following, we briefly
review the theory describing light transport in powders and
describe the inherent difficulties associated with time-
invariant measurement of diffuse reflectance. We describe
the physics of FDPM measurements as well as the instru-
mentation and analysis of measurements and present
FDPM absorbance values of riboflavin in lactose powders
to demonstrate the feasibility of the technology. Finally,
we comment upon the diagnostic ability of FDPM for
pharmaceutical monitoring of intermediate and final powder-
based products.

2. Light Transport in Powders
Optical techniques for monitoring the absorbance as-

sociated with active ingredients in a powder bed are
typically based upon diffuse reflectance or backscatter
techniques that employ a constant intensity source of
broadbeam illumination or a point source illumination via
fiber optic coupling. Analysis of backscatter or diffuse
reflectance are typically employed using empirically based
chemometric analyses or physically based radiative trans-
fer equations and associated assumptions. Since chemo-
metrics is beyond the scope of this contribution, we refer
the reader to a treatise on the subject by Muhammad and
Kowalski5 and Adams.6 Instead, in this contribution we are
concerned with extraction of the absorption coefficient,
µa(λ), at wavelength λ, within the powder bed. Assuming
that the absorption coefficient is the sum of different light
absorbing species, i.e., µa(λ) ) Σiελ,i[Ci], measurements made
at multiple wavelengths enable determination of concen-
tration of the light absorbing components from the simul-
taneous solution of a series of linear equations. However,
as briefly described below, it is difficult and in some
approaches impossible to determine absorption coefficients
independently from first-principles data analyses of time-
invariant, reflected light.

Radiative Transfer of Light in Scattering Medias
Light propagation is ubiquitously described by the radiative
transfer equation (RTE), that can be solved with proper
boundary conditions to predict the radiance, L, [Watts/(m2

sr)] associated with light traveling in direction of unit
vector ŝ per unit solid angle.

Briefly, the first and second terms on the left hand side of
eq 1 describe the accumulation of radiance (where c is the
speed of light in the medium), and the net rate of increase
of radiance associated with light traveling in direction ŝ,
respectively. The first term on the right hand side denotes
the loss mechanisms whereby light traveling in direction
ŝ is lost through absorption and scattering out of direction
ŝ. Here, µs and µa [1/(length)] are the linear scattering and
absorption coefficients, respectively. The second term
describes a “gain term” by which light traveling all direc-
tions ŝ′ (or solid angle Ω̂′) is scattered into the preferred
direction ŝ. To properly account for this “inscattering,” into
direction ŝ, the phase function, f(ŝ′,ŝ) must be known. f(ŝ′,ŝ)
describes the probability of photons traveling in direction
ŝ′ being scattered into direction ŝ and must satisfy the
relation:

Q(rj,ŝ,t) represents the source term for the photons traveling
in direction ŝ.7-10

Diffusion Approximation to RTEsThe typical pow-
der bed of micron-sized particles scatters light multiple
times in all directions. Integration of eq 1 over all possible
solid angles, Ω, leads to the equation of continuity shown
below.

where

and

S(rj,t) is an isotropic source term, φ(rj,t) is the angle-
independent fluence rate, and jh(rj,t) is the photon flux.

The diffusion approximation, which assumes weak an-
gular dependence of radiance, L(rj,ŝ,t), and predominant
scattering such that µa , (1 - g)µs, is typically valid in
powders. Specifically, in the standard diffusion approxima-
tion, the angular radiance, L(rj,ŝ,t), is expressed as a sum
of the angle independent fluence rate, φ(rj,t)/(4π), and a
small directional flux, 3/(4π)ŝ‚jh(rj,t). Details regarding the
diffusion approximation as well as higher order approxi-
mations to the RTE are available in literature11,12 and not
described here for brevity. Nonetheless, the optical diffu-
sion equation derived from RTE describing the angle-
independent fluence of light φ(rj,t)(W/m2) is written as:

1
c

∂L(rj,ŝ,t)
∂t

+ 3h L(rj,ŝ,t)ŝ ) -(µs + µa)L(rj,ŝ,t) +

µs ∫4π
L(rj,ŝ′,t)f(ŝ,ŝ′)dΩ′ + Q(rj,ŝ,t) (1)

∫4π
f(ŝ,ŝ′)dΩ′ ) 1 (2)

1
c
∂φ(rj,t)

∂t
+ 3h jh(rj,t) ) -µaφ(rj,t) + S(rj,t) (3)

S(rj,t) ≡ ∫4π
Q(rj,ŝ,t)dΩ,

φ(rj,t) ≡ ∫4π
L(rj,ŝ,t)dΩ

jh(rj,t) ≡ ∫4π
L(rj,ŝ,t)ŝ dΩ
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where

D is the optical diffusion coefficient (cm), g is the average
cosine of the scattering angle and the term (1 - g)µs is the
isotropic scattering coefficient. ltr is the transport mean free
path of the diffusing photon. Equation 4 can be solved for
different boundary conditions (see section 3). However, the
diffusion theory has limitations. The diffusion theory
assumes that the radiance is nearly isotropic in its angular
dependence and the sources are isotropic. These conditions
are satisfied in strongly scattering situations, i.e., µa , (1
- g)µs, and far from the boundaries and sources. The
minimum distance from the source and boundaries at
which light is detected must be at least greater than 10ltr
without having to resort to higher order approximations.
As described in the section below, the diffusion equation
can be solved for incident intensity-modulated light to
enable determination of absorption independently of scat-
tering properties and without the need to know scattering
phase functions.

3. Frequency Domain Photon Migration
The technique of frequency-domain photon migration

depends upon launching intensity modulated, monochro-
matic light at modulation frequencies ranging from 100’s
of kHz to 100’s of MHz. As the resulting “photon-density
wave” propagates through the scattering media, its am-
plitude is attenuated and it is phase-delayed relative to
the incident light. The transport of photons via FDPM in
the media can be treated as a diffusive process. The light
detected in reflectance or transmittance mode is modulated
at the same frequency as that of the incident light. This
light is found to be phase-shifted, θ′, and its amplitude
attenuated by a factor M relative to the incident light.
Measurements of θ′ and M are acquired at different
modulation frequencies, ω/2π, of the source. The solution
of the diffusion equation (section 2) is used to relate the
phase-shift, θ′, and amplitude modulation attenuation, M,
to the two separate optical properties of the powder, the
absorption coefficient, µa, and the isotropic scattering
coefficient, µ′s. The advantages of FDPM are twofold: first,
these measurements do not require an external calibration,
and second, the absorption and isotropic scattering coef-
ficients are obtained as separate parameters rather than
as a single product (as determined in continuous wave
measurements analyzed with multiflux approximations to
the radiative equation).

3.1. Theory of FDPMsThe measurements described
herein were conducted with the frequency-domain photon
migration apparatus illustrated in Figure 1. The light
source was a 670 nm laser diode (150 mW) which was
sinusoidally modulated at the frequency of interest by
modulation of the current input. The light from the laser
sources was split so that approximately 10% of the light
was collected by a reference photomultiplier tube (Hamamat-
su R928, Hamamatsu, Japan) via a 1000 µm optical fiber.
The remaining transmitted light was launched into the
lactose-riboflavin powder mixture using a 1000 µm source
optical fiber positioned flush with the wall of the sample
container. The scattered light from the powder was de-
tected by another 1000 µm optical fiber that was mounted
at known distances away from the source fiber, also flush

with the wall of the container. The other end of this
detecting optical fiber was directed to a second photomul-
tiplier tube. The source and detector fibers were main-
tained in a coplanar geometry. Estimates of the isotropic
scattering and absorption coefficients using the phase-
difference and amplitude modulation data were obtained
by regression from analytical solutions to the optical
diffusion equation described below. The relative separa-
tions between the source and detector fibers were chosen
such that the distances between them were at least 10
isotropic scattering mean free paths l* (or 1/µ′s) to ensure
multiple light scattering. The photomultiplier tubes (PMT’s)
were gain modulated at a modulation frequency, ω/2π, of
the laser diode plus an offset frequency (∆ω/2π) of 100 Hz.
This standard heterodyne technique yielded a 100 Hz
signal at the photomultiplier output from which the phase
shift, θ′, and modulation, M, could be extracted. A data
acquisition software (Labview 4.01, National Instruments)
was customized to acquire and process the experimental
data.

A pulsed light source was also employed for the frequency-
domain studies enabling us to interrogate the samples with
a Ti:sapphire system at other wavelengths. The source was
a tunable 2 ps pulsed optical train output of a Tsunami
picosecond-pulsed titanium-sapphire (Ti:sapphire) laser
(Model 3950B, Tsunami, Spectra Physics, CA) pumped by
a 10 W argon-ion laser (Beamlok 2060, Spectra Physics).
Near infrared wavelengths of 750 and 820 nm were
generated using this Ti:sapphire laser. The Ti:sapphire
laser pulse train was delivered at a repetition rate of 4 MHz
with an average output power level of 20 mW. The light
was delivered to the powder mixtures in the same manner
as that for the 670 nm laser diode. For the Ti:sapphire light
source, PMT gain modulation was achieved at a harmonic
of the pulsed laser repetition rate plus the 100 Hz offset
frequency. Details of the instrumentation have been dis-
cussed elsewhere.13

The experimentally measured quantities were the phase
lag, θ′, at the detector relative to a reference signal as a
function of modulation frequency, ω. To nullify instrument
responses (i.e., phase delays induced by instrumentation),
measurements at multiple detector positions were used to
determine relative phase shifts (∆θ′rel).

D32
φ(rj,t) - µa φ(rj,t) ) 1

c
∂φ(rj,t)

∂t
- S(rj,t) (4)

D ≡ 1
3[(1 - g)µs + µa]

≡ ltr

3
.

Figure 1sA schematic of an experimental setup of the frequency domain
photon migration (FDPM). The light source is a laser diode, but can be
substituted with a Ti:sapphire laser.
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3.2. Prediction of FDPM MeasurementssFor photon
diffusion in an infinite medium, the optical diffusion
equation (section 2) has been solved to obtain analytical
expressions for different boundary conditions.11,14 The
following solutions for infinite and zero boundary conditions
have been obtained by Haskell et al.

Zero Boundary ConditionsThe zero boundary condition
sets the fluence rate, φ, to zero at the physical boundary.
This condition was found suitable for our experimental
setup. The solution for the diffusion equation with this
boundary condition leads to the following expression for
∆θ′rel.

where

and

where d1 and d2 are the two source-detector positions, λ is
the wavelength of light in vacuum, and c is the speed of
light in the continuous medium. k is the wavenumber
which has a real component, kreal, and an imaginary
component, kimag. The experimental data of phase-shift
versus modulation frequency was then fit to eq 5 using a
Marquardt-Levenberg nonlinear regression algorithm to
yield independent parameter estimates of the absorption
coefficient, µa, and the isotropic scattering coefficient, µ′s.
The measured variance in θ′ at different frequencies was
less than 1%.

The volume sampled by diffusing light depends upon the
absorption and scattering properties of the powder. The
average distance traveled by photons into the powder bed
from the light source can be calculated from the approach
developed by Sevick et al.15 The fluence of the photons is
determined at various points in the powder bed, and the
amount of photons detected at various source-detector
separations is calculated. The average distance of travel
of photons into the powder increases with separation, and
then drops off. For example, in these set of measurements
at source-detector separations of 0.55 and 1.22 cm, and for
a scattering coefficient of 120.0 cm-1, and an absorption
coefficient of 0.02 cm-1, the average distance that the
photons traveled into the powder bed are 0.44 and 0.50 cm
respectively. Assuming a spherical profile of the photons
propagating in the powder bed, the volume sampled does
not exceed more than 0.5 cm3. We can see that the volume
probed by this technique is not very large, and is well
within the sampling volume limit.

4. Experimental Section
MaterialssIn order to demonstrate the ability to detect

small changes in absorbance, we chose to employ riboflavin/
lactose powder mixtures as a model system. Lactose
monohydrate USP was supplied by Sheffield, Inc. (Norwich,
NY), and riboflavin USP was provided by Hoffmann
LaRoche Laboratories Inc. (Nutley, NY). Both materials
were used as received. In the following, we describe

measurements of riboflavin and lactose absorption cross
section using conventional attenuation measurements in
dilute nonscattering solutions, as well as by FDPM tech-
niques.

4.1. Absorption Coefficient of Riboflavin Solutions
The extinction coefficient for riboflavin (molecular weight
) 376.4) was measured using a Perkin-Elmer UV-vis
spectrophotometer. Riboflavin is sparingly soluble in water;
hence, in order to facilitate the dissolution of riboflavin,
sodium hydroxide solution was added dropwise until a clear
solution was obtained. The solution was centrifuged to
remove debris. A stock solution was prepared with ribo-
flavin concentration of 0.014 g/L. The samples were pre-
pared 1 h prior to experiments, because riboflavin is
unstable in solution and the instability increased with
increasing sodium hydroxide concentrations. The measure-
ments were accomplished on the stock solution and dilu-
tions of the stock solution of 1:2 and 1:5 by deionized water.
The absorption spectra was obtained at wavelengths rang-
ing from 200 to 900 nm scanned at a rate of 240 nm/minute.
The extinction coefficient of a light-absorbing species in a
mixture is determined from the Beer-Lambert’s law, (1/
l)log10(Io/I) ) µa (λ) ≡ ε(λ)[C], where µa is the absorption
coefficient of the solution, Io is the incident light, I is the
detected light passing through a sample of thickness l. C
denotes the concentration of the absorbing species, i.e.,
riboflavin, in the solution. ε(λ) is the extinction coefficient
of the species and can be obtained for a particular wave-
length by measuring the absorption coefficient (µa) at
various concentrations. The slope of the straight line fit to
the data provides the extinction coefficient.

4.2. Extinction Coefficient of Lactose-Riboflavin
MixturessThe extinction coefficients for various lactose-
riboflavin mixtures were obtained for wavelengths ranging
from 350 to 470 nm. Riboflavin content in the lactose varied
from 0 to 1.0 wt %. The powder samples were dissolved in
deionized water, and their absorption coefficient was
obtained at different riboflavin concentrations. The slope
of the straight line fit gave the extinction coefficient of the
total lactose-riboflavin mixture.

4.3. Absorption Coefficients and Extinction Coef-
ficients of Lactose-Riboflavin Powder Mixtures by
FDPMsIn order to measure the isotropic scattering and
absorption coefficient of the powder mixtures, the samples
were placed in a rectangular box. Three optical fibers were
inserted into one side of the box and the tip of the fibers
were flush with the interior side of the box as shown in
Figure 2. Such an arrangement prevented movement of the

∆θ′rel (λ) ) |d1 - d2|kimag - arctan( kimag

kreal + 1
|d1 - d2|) (5)

kimag ) x3
2

µaµ′s((1 + ( ω
µac)

2)1/2
- 1)

kreal ) x3
2

µaµ′s((1 + ( ω
µac)

2)1/2
+ 1)

k ) kreal + ikimag

Figure 2sAn illustration of the sample box used for making FDPM
measurements on lactose−riboflavin mixtures.
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powder arising due to insertion of fibers or probes. One
fiber delivers monochromatic light from the laser source,
and the scattered light is collected by the other two fibers.
All the fibers were of the same length, and the fiber
separations were 0.55 and 1.22 cm. In order to eliminate
instrumentation errors, the relative phase shifts between
the two detector positions were measured by taking the
difference of the measured phase shifts for each position
d1 and d2. The fibers could be used in any combinations as
source and detectors. The powder mixtures were poured
into the box (5.7 × 7.2 × 7.6cm), and measurements were
carried out without any compaction of the powders. The
powders were mixed in a V-blender, in batches of 250 g.

FDPM measurements were accomplished on four differ-
ent powder mixtures. The four mixtures were lactose with
0, 0.1, 0.5, and 1 wt % riboflavin mixed uniformly in a
blender. Riboflavin absorbs strongly at 470 nm. Extensive
trial runs were carried out to determine the scattering and
absorption coefficients of the powder mixtures at different
wavelengths. Initially, modulated light at wavelengths of
488 and 515 nm was used. At these wavelengths, a good
signal could be detected for the pure lactose powder.
However, the lactose powder containing riboflavin tended
to absorb a substantial amount of light, causing a signifi-
cant attenuation of the amplitude and preventing an
accurate measurement of the phase-delay, θ′. As a result,
FDPM measurements were conducted at wavelengths of
670 nm and higher, away from the absorbance maximum
of riboflavin. At these wavelengths and smaller absorption
cross sections, absorption by the riboflavin does not pre-
dominate and FDPM provided accurate signals for deter-
mination of powder optical properties. The two other
wavelengths of light used were 750 and 820 nm.

It is noteworthy that the FDPM technique is capable of
measuring small changes in the absorbance of the powders,
due to the absorption by riboflavin.

5. Results and Discussion
5.1. Absorption Coefficient of Riboflavin Solutions

Figure 3 shows a plot of the absorption spectrum of
riboflavin in alkaline solution. As can be seen from the
figure, there is significant absorption in the UV range from
300 to 500 nm. Two peaks are observed in the spectra at
around 360 and 480 nm. The absorption drops to negligible
values beyond 500 nm, thus providing only a small window
for measuring riboflavin concentrations. Owing to the small
absorption cross section of the riboflavin at wavelengths

greater than 500 nm, it is not possible to accurately detect
solution riboflavin concentrations outside the UV range.

5.2. Extinction Coefficient of Lactose-Riboflavin
MixturessOn the basis of these results, further measure-
ments were made on lactose-riboflavin mixtures in the UV
range 350 to 470 nm. The mixtures were dissolved in
deionized water in concentrations ranging from 3 to 6 g/L.
Lactose dissolves very easily in water and does not show
any detectable absorption in the UV range that was
studied. Results are presented in Figure 4. It can be seen
that as the riboflavin content in the lactose is increased
from 0 to 1% (by weight) at constant lactose concentration,
the absorption spectra shows two peaks originating at the
same wavelength ranges (360 and 480 nm) as those for
pure riboflavin (Figure 3). The results from Figure 4 were
then utilized to calculate the extinction coefficient of
riboflavin in the powder mixtures at different wavelengths.
The slope of a straight-line plot of the absorbance for the
solutions of the mixtures at different riboflavin concentra-
tion gave the extinction coefficient of riboflavin. The
extinction coefficients thus determined for riboflavin in the
powder mixtures at different wavelengths are plotted in
Figure 5.

5.3. Absorption Coefficients and Extinction Coef-

Figure 3sAbsorption spectra obtained at three dilutions of a riboflavin stock
solution of 0.0372 mM in deionized water. The dilutions were effected in the
ratios of (i) 1:1 (0.0186 mM), (ii) 1:2 (0.0124 mM), and (iii) 1:5 (0.0062 mM)
with deionized water. The wavelengths scanned were from 200 to 900 nm.

Figure 4sAbsorption spectra of four dissolved lactose−riboflavin mixtures.
Measurements were accomplished from 350 to 475 nm. Riboflavin concentra-
tions ranged from 0 to 1 wt % for the four powders. The symbols denote the
concentrations of the four powder mixtures dissolved in deionized water. Lines
are spline fits to the data.

Figure 5sPlot of the extinction coefficients of riboflavin calculated from the
experimentally measured absorption coefficients at wavelengths from 350 to
475 nm, using a UV-spectrophotometer. The UV extinction coefficients for
lactose were negligible and hence neglected. The symbols represent the
calculated extinction coefficients, and the lines are spline fits to the data.
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ficients of Lactose-Riboflavin Powder Mixtures by
FDPMsAgain, owing to the sensitivity of FDPM measure-
ments to absorption, measurements at 488 and 515 nm
were not possible in the presence of 0.1-1.0% riboflavin.
For this reason, we conducted FDPM measurements at a
wavelength where riboflavin absorption was small. At these
wavelengths, the absorption cross section spectra cannot
be accurately measured using conventional attenuation
measurements due to low extinction coefficients of the
powder mixtures.

Shown in Figure 6 are the relative phase shifts, ∆θ′rel,
for the four different powders at different modulation
frequencies measured at 670 nm. Each data point is an
average of at least 10 continuous measurements, with the
respective error bars as shown in the Figure 6. A steady
decrease in the ∆θ′rel values is observed at a given modula-
tion frequency with increase in the riboflavin content in
lactose. This is expected due to an increase in absorption
coefficient by riboflavin. Similar results were obtained for
∆θ′rel measurements carried out at 750 and 820 nm as
shown in Figures 7 and 8, respectively. A noticeable
difference in each of these plots is the magnitude of the
change in ∆θ′rel as a function of riboflavin content. At
higher wavelengths, the change is smaller, indicating lower
absorption coefficients of the powder, which can be at-

tributed to lower extinction coefficients for riboflavin. ∆θ′rel
values at the various frequencies for each wavelength and
powder composition were regressed using eqs 5 (reflectance
mode) to give the isotropic scattering and absorption
coefficients. The absorption coefficients at 670, 750, and
820 nm obtained by regression using eqs 5 are plotted in
Figure 9. At 670 nm, the FDPM data for powder mixtures
containing 1% riboflavin could not be fit to the solution of
the diffusion equation. This may have been due to high
absorption levels at this wavelength, which (i) causes
significant dampening of the light signal before it can reach
the PMT’s and (ii) invalidates the diffusion approximation.
Nonetheless, for a given wavelength, an increase in the
absorption coefficient is observed with increasing riboflavin
content in the powder mixtures. Furthermore, the change
in absorbance with increasing riboflavin content is greatest
at 670 nm, consistent with the largest extinction coefficient
value. At longer wavelengths of 750 and 820 nm, the
sensitivity drops further, indicating evidence of a reduction
of riboflavin extinction coefficients.

If the absorbance due to the lactose constituent is taken
to be the Y-intercept of the absorbance versus riboflavin
content plots, and then its contribution can be subtracted
to provide the absorbance owing to riboflavin only. The
results plotted in Figure 10 show a linear relationship
between the riboflavin absorption coefficient with its
concentration in the powder, from which an extinction
coefficient can be determined. It is noteworthy that there

Figure 6sThe relative phase shifts of four different lactose−riboflavin powder
mixtures plotted at different modulation frequencies. The lactose−riboflavin
mixtures are in the same ratios as given in Figure 4 represented by symbols.
Measurements were accomplished at 670 nm using a laser diode. Error bars
are a result of 10 measurements at each frequency.

Figure 7sThe relative phase shifts of four different lactose−riboflavin powder
mixtures plotted at different modulation frequencies. The lactose−riboflavin
mixtures are in the same ratios as given in Figure 4 represented by symbols.
Measurements were accomplished at 750 nm using a Ti:sapphire laser. Error
bars are a result of 10 measurements at each frequency.

Figure 8sThe relative phase shifts of four different lactose−riboflavin powder
mixtures plotted at different modulation frequencies. The lactose−riboflavin
mixtures are in the same ratios as given in Figure 4 represented by symbols.
Measurements were accomplished at 820 nm using a Ti:sapphire laser. Error
bars are a result of 10 measurements at each frequency.

Figure 9sThe absorption coefficients for four lactose−riboflavin powder
mixtures at three wavelengths, 670, 750, and 820 nm, represented by the
three symbols. The absorption coefficients were obtained by regressing the
measured relative phase shifts at various frequencies to eq 5.
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is no significant difference between the extinction coef-
ficients obtained from infinite and reflectance modes of
regression of the raw ∆θ′rel data. In addition, the riboflavin
extinction coefficients are observed to decrease with in-
creasing wavelengths as expected from the UV-spectro-
photometer results.

The analysis of the experimental data of the four powder
mixtures also yielded the isotropic scattering cross section
of the particles. The isotropic scattering coefficients vary
from 87 to 123 cm-1 for all the four samples at the three
wavelengths used, i.e., 670, 750, and 820 nm. The wide
range in the measured values may be attributed to the
significant polydispersity of the powder mixtures.

6. Conclusions

We have presented FDPM measurements for a simple,
two-component powder mixture of riboflavin and lactose.
Owing to the sensitivity of FDPM to powder absorbance,
we were forced to conduct measurements at wavelengths
where riboflavin absorbance did not entirely attenuate the
light signal in the powder bed. That is, the measurements
were conducted at wavelengths away from the absorbance
peaks for the powder mixtures, and the modulated light
signal could be detected. At these photon migration wave-
lengths, the absorbance of riboflavin could not be assessed
using conventional attenuation measurements in dilute
nonscattering solutions. The results illustrate that for a
two-component powder system, the FDPM absorbance
increases linearly with riboflavin concentration. The exten-
sion to multicomponent mixtures requires additional wave-
length sources, but does not require illumination at ab-
sorption maxima for maximum sensitivity. Indeed, the
ability to detect small absorption cross sections promises
applications in low-dose blending operations. Owing to our
first principles approach that does not require differential
spectroscopy, the variance associated with our analysis
should be minimized. Since there is no sampling of powder
involved (measurements are made within the powder bed
as described herein), there are no sampling variances that
need to be assessed. Consequently, the measured variances
should be predominantly due to variances associated with
the constituents within the powder bed. Finally, since
FDPM does not involve relative intensity measurements,
but rather absolute “time-of-flight” phase-delay measure-
ments, there are no measurement errors associated with
calibration on an external standard. At the NSF I/UCRC
Center in Pharmaceutical Processing at Purdue University

we are currently adapting FDPM technology as an in-situ
sensor of blend homogeneity.

Nomenclature
Symbols:

c speed of light in medium (cm/s)
d1, d2 source-detector distances (cm)
D optical diffusion coefficient (cm)
g average cosine of scattering angles
jh(rj,t) photon flux (W/m3)
k wavenumber (cm-1)
kreal real part of k
kimag imaginary part of k
l* isotropic scattering mean free path (cm)
l thickness of sample (cm)
ltr transport mean free path of photon (cm)
L radiance (W/(m2 sr))
n refractive index of the medium
Q(rj,ŝ,t) photon source term
rj position vector (cm)
r radial distance (cm)
ŝ,ŝ′ unit vectors in the direction of flux of the photons
S(rj,t) source term

Greek:

φ(rj,t) isotropic fluence rate (W/m2)
λ wavelength of light in media (cm)
µa absorption coefficient (cm-1)
µ′s isotropic scattering coefficient (cm-1)
ω/2π modulation frequency (MHz)
θ′ phase shift angle (radians)
∆θ′rel relative phase-shift (radians)
Ω,Ω′ solid angles of orientation about direction, ŝ and

ŝ′ (radians), respectively
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Abstract 0 Solubilization of nonpolar drugs constitutes one of the
most important tasks in parenteral formulations design. This study
investigates and assesses the solubility enhancement of Fluasterone
by various techniques including cosolvency, micellization, and com-
plexation. Of the solubilizing agents used, the modified â-cyclodextrins
were found to be the most effective. The solubility of Fluasterone is
1.55 × 10-4 mM, 3.13 mM, and 4.04 mM in water, 20% sulfobutyl
ether-â-cyclodextrin (SBEâCD), and 20% hydroxypropyl-â-cyclodextrin
(HPâCD), respectively.

Introduction
A structural analogue of dehydroepiandrosterone, Flu-

asterone (16R-fluoro-5-androsten-17-one, see Figure 1) has
recently been developed for cancer treatment. The aqueous
solubility of Fluasterone is 0.045 µg/mL (1.55 × 10-4 mM)
and the desired dose is 1000 µg/mL (3.44 mM). This study
evaluates Fluasterone solubilization by various techniques
that are commonly encountered in parenteral formulation
design.

The major approaches for increasing drug solubility are
alteration of the solute or alteration of the solvent. Solvent
modification is the most effective means of producing a
thermodynamically stable increase in solubility.1 The four
most commonly used types of solubilizing agents are
cosolvents, surfactants, complexation ligands, and pH
control by buffers. With each technique, there is a maxi-
mum in the solubility that can be obtained. The choice of
a solubilization technique also depends on many other
factors: the physicochemical property of the drug molecule,
the desired concentration, the effectiveness of the method,
the safety and cost of solubilizing agents, and possible
precipitation upon injection.

With Fluasterone of such low aqueous solubility, it is
interesting to explore the effect on drug solubilization
enhancement by using cosolvents, surfactants, and com-
plexation ligands (cyclodextrins). The control of pH is not
covered here since the drug has no ionizable group. The
results obtained may provide guidance to the solubility
improvement of other highly nonpolar drugs and steroidal
compounds in particular.

Experimental Section
MaterialssFluasterone was used as provided by Aeson Thera-

peutics Inc., Tucson, AZ. Hydroxypropyl-â-cyclodextrin (HPâCD),
with an average molecular weight of 1390 and an average degree
of substitution of 4.4, was obtained from Cyclodextrin Technologies
Development Inc. (Gainesville, FL). Sulfobutyl ether-â-cyclodextrin
(SBEâCD), with an average molecular weight of 2162 and an
average degree of substitution of 7, was a gift from CyDex, L.C.

(Overland Park, KS). All other chemicals were of analytical or
HPLC grade, purchased from Sigma and Aldrich.

Solubility MeasurementsThe Fluasterone powder was added
to vials containing various percentages of a variety of cosolvents,
surfactants, or complexation ligands. The duplicate sample vials
were prepared for each particular solubilizing agent at its par-
ticular concentration and were placed on an end-over-end me-
chanical rotator at 20 rpm at 25 °C for 6 days. Samples with drug
crystals present were considered to have reached equilibrium and
were removed from the rotator. The samples were then filtered
through a 0.45-µm filter and diluted before injection into HPLC
system.

The cosolvents used were ethanol (EtOH), propylene glycol (PG),
and poly(ethylene glycol) 400 (PEG400) and glycerin. The surfac-
tants were polyethylene sorbitan monolaurate (Tween 20), poly-
ethylene sorbitan monooleate (Tween 80), and bile saltsssodium
cholate, sodium deoxycholate, and sodium taurocholate. The
complexation ligands were R-cylcodextrin (RCD), hydroxypropyl-
â-cyclodextrin (HPâCD), sulfobutyl ether-â-cyclodextrin (SBEâCD),
and hydroxypropyl-γ-cyclodextrin (HPγCD). The concentration
ranges were given in Table 1.

HPLC AssaysA Beckman Gold HPLC system equipped with
a model no. 168 detector at 220 nm was used for all assays. A
Pinnacle octylamine column (150 cm × 4.6 mm, Restek, Bellefonte,
PA) was used with a mobile phase composed of 75% acetonitrile
in water. The flow rate was controlled at 1.1 mL/min. The retention
time of Fluasterone was 6.2 min. The injection volume was 100
µL. The evaluation of the assay was conducted by using Fluas-
terone standard solutions at concentrations ranging from 0.001
to 0.1 mg/mL, intraday and interday, at the presence of different
solubilization agents. The relative standard deviation was 1.05%.
None of the solubilization agents interfere with the assay.

Results and Discussion
CosolvencysFigure 2 shows the exponential increase

in Fluasterone solubility with the increasing concentration
of cosolvents EtOH, PG, PEG400. The semilogarithmic
relationship between total drug solubility (Dtot) and cosol-
vent concentration (C) can be described by eq 12,3

where Du is drug solubility in water and σ is cosolvent
solubilization power. The value of σ depends inversely on
polarities of both the solute and the cosolvent. Similar
solubilization curves were reported for hundreds of non-
polar compounds.1

For a single nonpolar solute, the value of σ depends only
on cosolvent polarity. Table 1 indicates that Fluasterone
solubility enhancement follows the cosolvent order as:
EtOH (σ: 5.8) > PEG400 (σ: 4.9) > PG (σ: 4.1) (see Table

* To whom correspondence should be addressed. Tel: 520-626-1289;
fax: 520-626-4063, e-mail: yalkowsky@pharmacy.arizona.edu.

Figure 1sStructure of Fluasterone (MW: 290.42).

log Dtot ) log Du + σC (1)

© 1999, American Chemical Society and 10.1021/js9901413 CCC: $18.00 Journal of Pharmaceutical Sciences / 967
American Pharmaceutical Association Vol. 88, No. 10, October 1999Published on Web 09/03/1999



1). Note that the unit for σ is %-1. Glycerin (σ: 1.1), up till
20%, only produces a negligible drug solubility increase,
which can be explained by the fact that the glycerin is quite
polar. The less polar the cosolvent, the more effective it is
at disrupting hydrogen bonding interactions in water
molecules. This in turn reduces the ability of the newly
formed solvent (aqueous-cosolvent mixture) to squeeze out
nonpolar solutes. As a result, nonpolar drugs such as
Fluasterone can be solubilized most efficiently by EtOH,
the least polar cosolvent.

MicellizationsFigure 3 shows the effect of several
representative surfactants on Fluasterone solubility. The
relationship between the drug solubility and the surfactant
micellar concentration is described by eq 2

where S is the concentration of micellar surfactant (i.e.,
the total surfactant concentration minus the critical mi-
cellar concentration), and κ is the micellar partition coef-
ficient. The product of κ and Du reflects the number of
surfactant molecules required to solubilize a solute mol-
ecule. Note that when the critical micellar concentration
(CMC) is small, S can be approximated to the total
surfactant concentration.

Figure 3 indicates that Fluasterone solubility enhance-
ment is relatively small by Tween 20 or Tween 80 if less
than 10% are used. The slightly higher κ value of Tween

80 is likely a result of its longer chains. Interestingly, two
bile salts, both sodium cholate and sodium deoxycholate
have solubilization capacities that are comparable to those
of the polysorbates. These molecules are so arranged that
all of the polar moieties are on one side and form a single
diffused polar region.1 As surface-active agents, the bile
salts are known for their ability to form aggregates or small
micelles in aqueous solutions.4 Because it has a similar
hydrocarbon backbone structure, Fluasterone is likely to
fit efficiently into the bile salt micelles, and may even
facilitate the formation of these micelles. The reason for
the relatively low κ value for sodium taurodeoxycholate
(24 516 M-1) is not clear.

ComplexationsFigure 4 shows that the effects of
various cyclodextrins on Fluasterone solubility can be
described by eq 3

where L is the total ligand concentration, and K is the
complexation constant of the drug-ligand complex. As an
equilibrium constant, K depends on the polarity and
geometry of the solute and the compatibility between the
solute and the cyclodextrin cavity. The linear rise in
Fluasterone solubility as a function of the ligand concen-
tration indicates that the drug-ligand complex has a one-
to-one stoichiometry. This is commonly observed when the
ligand concentration is low. Note that higher order com-
plexes may form at relatively high ligand concentrations.

Table 1sSolubilization Parameters for Fluasterone

excipent
concentration

range, %
dependence of Dtot on Du

([C]: excipient concentrationc)

EtOH 0−80 (v/v) 105.8 [C]

PG 0−80 (v/v) 104.1 [C]

PEG400 0−80 (v/v) 104.9 [C]

glycerin 0−20 (v/v)a 101.1 [C]

Tween 20 0−20 (v/v) 32 258 [C]
Tween 80 0−20 (v/v) 43 226 [C]
sodium cholate 0−20 (w/v) 43 871 [C]
sodium deoxycholate 0−20 (w/v) 55 484 [C]
sodium taurocholate 0−10 (w/v)b 24 516 [C]
HPâCD 0−20 (w/v) 180 000 [C]
SBEâCD 0−20 (w/v) 216 129 [C]
RCD 0−14 (w/v)b 645 [C]
HPγCD 0−20 (w/v) 19 355 [C]

a Maximum concentration prepared due to the increased viscosity of
cosolvent solution. b Maximum concentrations prepared due to the limited
solubility of the excipients. c The units for C are % for cosolvents and mM for
surfactants and cyclodextrins.

Figure 2sEffects of cosolvents on Fluasterone solubility.

Dtot ) Du + κDuS (2)

Figure 3sEffects of surfactants on Fluasterone solubility.

Figure 4sEffects of cyclodextrins on Fluasterone solubility.

Dtot ) Du + KDuL (3)

968 / Journal of Pharmaceutical Sciences
Vol. 88, No. 10, October 1999



The modified â-cyclodextrins have been widely used and
reportedly have higher solubilization capacity than natural
âCD for most drugs.5,6 Figure 4 shows that HPâCD and
SBEâCD are better complexation ligands than both RCD
and HPγCD, indicating that the 7 Å interior diameter of
âCDs’ cavity has greater ability to accommodate the
Fluasterone molecule, most likely the ring A. The rationale
is that the ring A with a 6.5 Å cross-sectional length is more
nonpolar than ring D to which both a ketone group and a
fluorine group are attached. In fact studies on most
steroidal compounds such as testosterone have indicated
that the ring A is indeed the part to be complexed into the
âCD’s cavity due to the matched sizes. Both RCD and
HPγCD have the interior cavities that are either too tight
(5 Å for RCD) or too loose (9 Å for HPγCD) for efficient
incorporation of Fluasterone, which explains the small drug
solubility increase by HPγCD and the negligible effect by
RCD. It was also found that the solubilization capacity K
by SBEâCD (216 129 M-1) is slightly greater than that by
HPâCD (180 000 M-1), which is consistent with other
reports.7

Choice of TechniquesCosolvents are employed in
approximately 10% of FDA approved parenteral products.8
The 10% ethanol-40% propylene glycol cosolvent system
is commonly used in iv preparations such as digoxin,
diazapam, and phenytoin. In this study the great impact
of cosolvents on Fluasterone solubility is clearly shown in
Figure 2. For example, the drug solubility is 2.8 × 10-3

mM, 3.96 × 10-2 mM, and 0.77 mM at EtOH concentration
20%, 40%, and 60%, respectively. However, cosolvent use
has its clinical limitations: high concentrations often lead
to high tonicity, high toxicity, and the precipitation of
solubilized drugs upon injection or infusion which are
associated with phlebitis.9,10 Also, EtOH in concentration
of greater than 10% may produce significant pain.1

Safety is the major concern in using surfactants: though
numerous long-chain anionic, cationic, and nonionic sur-
factants are available as solubilizing agents, only Tween
80 have been used to significant extent in parenteral
formulation (0.01-10%; e.g.: 10% in Amiodarone injection),
while Tween 20 is much less (0.01-1.7%; e.g; 1.7% in
multivitamin injection).11 This is because surfactants are
known to be toxic to blood, which restricts their use in
parenteral preparations. With 10% of Tween 80, the drug
solubility can be improved to 0.58 mM, but still far below
the desired dose, while with 10% sodium cholate and 10%
sodium deoxycholate, the drug solubility can be increased
to 1.56 and 1.95 mM, respectively. It is of note, though,
that the surfactants are very useful for low-dose parenteral
preparations.

On the other hand, the complexation ligands HPâCD and
SBEâCD provide an effective method for drug solubiliza-
tion. Fluasterone concentrations of over 3 mM can be
obtained with 20% HPâCD or 20% SBEâCD (4.04 mM and
3.13 mM, respectively). This is substantially higher than
60% of any cosolvents or 10% of any surfactants investi-
gated. Clinically, the complexation offers an important
benefit: it does not produce precipitation upon injection
or upon dilution. Though not employed in any FDA-
approved parenteral preparations,8 cyclodextrins and the
modified âCDs in particular have drawn enormous re-
search interest over the past decade. The parent cyclodex-
trins have their drawbacks: in addition to the limited
solubility, they are also found to have toxic effects on the
kidney, which is the main organ for the removal of CDs in
the proximal convoluted tubule after glomerular filtration.
The chemically modified âCDs such as HPâCD and
SBEâCD, however, have offered a much increased intrinsic
solubility and much reduced renal toxicity.12 It has been
reported that SBEâCD is safe on acute dosing without the

nephrotoxicity and membrane-destabilizing properties of
parent âCD.12-14 Currently SBEâCD is undergoing exten-
sive chronic safety assessment.15

Conclusion

This study discussed and compared Fluasterone solubil-
ity enhancement by cosolvency, micellization, and com-
plexation. It was found that solutions containing 20% of
either SBEâCD or HPâCD enable the formulation of 3 mM
Fluasterone that will not precipitate upon dilution.
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Abstract 0 Acetyl groups were introduced to the hydroxyl groups of
heptakis(2,6-di-O-methyl)-â-cyclodextrin (DM-â-CyD), and the resulting
heptakis(2,6-di-O-methyl-3-O-acetyl)-â-CyD (DMA-â-CyD) was evalu-
ated for the inclusion property and hemolytic activity. It was confirmed
by means of NMR and mass spectroscopies that in the DMA-â-CyD
molecule, all seven hydroxyl groups at the 3-position were substituted
by acetyl groups. Thus, it has the degree of substitution (DS) of 7,
whereas DMA4-â-CyD with the lower substitution (DS 3.8) was a
mixture of components with different DS. The aqueous solubility of
DMA-â-CyD was higher than those of â-CyD, DM-â-CyD, and
heptakis(2,3,6-tri-O-methyl)-â-CyD (TM-â-CyD). The hydrophobicity
of the whole molecule, assessed from measurements of surface
tension, increased in the order of DM-â-CyD < DMA-â-CyD < TM-
â-CyD. The half-life of DMA-â-CyD for hydrolysis in pH 9.5 and 60
°C was about 19 h, and there was only slight liberation of acetic acid
in rabbit plasma and carboxylesterase (EC 3.1.1.1) at 37 °C. DMA-
â-CyD had an inclusion ability similar to that of TM-â-CyD for
p-hydroxybenzoic acid esters with different alkyl chain lengths and
an antiinflammatory drug, flurbiprofen, although it was inferior to that
of DM-â-CyD. The hemolytic activity and rabbit muscular irritation of
DMA-â-CyDs were much weaker than those of DM-â-CyD: no
hemolysis was observed even in the presence of 0.1 M DMA-â-CyD
with DS 7. The results suggest that the water-soluble CyD derivative
with superior bioadaptability and inclusion ability can be prepared by
properly designing substituents at the 3-position and by optimally
controlling their degree of substitution.

Introduction
Cyclodextrins (CyDs) are cyclic oligosaccharides usually

consisting of six to eight glucose units and are used
successfully as drug carriers with improved levels of
solubility, stability, and bioavailability, etc.1-3 Recently,
various kinds of CyD have been prepared in order to
improve physicochemical properties and inclusion capaci-
ties of parent CyDs.4-6 For example, hydrophilic CyD
derivatives such as methylated, hydroxyalkylated, and
branched CyDs are useful for the improvement of low
solubility, dissolution rate, and bioavailability of poorly
water-soluble drugs.7,8 On the other hand, hydrophobic
CyDs such as ethylated and acylated derivatives have
potential as sustained release carriers for water-soluble
drugs.9,10 Among these derivatives, heptakis(2,6-di-O-
methyl)-â-CyD (DM-â-CyD) is of interest because of its
powerful solubilizing ability for the majority of lipophilic
drugs such as steroid hormones,11 vitamins A, E, and K,12,13

cyclosporin A,14 and long chain fatty acids.15 However, one
of the drawbacks of DM-â-CyD is its membrane toxicity,
causing tissue irritation and hemolysis in a concentration-

dependent manner.16 For example, the concentration of
DM-â-CyD to induce 50% hemolysis of human erythrocytes
is lower than that of the so-called bioadaptable CyD
derivatives such as 2-hydroxypropyl-â-CyD, sulfobutyl
ether of â-CyD, and maltosyl-â-CyD.17-23 The hemolytic
activity of CyDs is associated with the extraction of
membrane components, mainly through inclusion complex-
ation with cholesterol. In this study, we have attempted
to reduce the membrane toxicity of DM-â-CyD, through a
chemical modification of hydroxyl groups at the 3-position
of glucose units of DM-â-CyD. As a first step of the
modification, acetyl groups were introduced to the hydroxyl
groups, and the resulting heptakis(2,6-di-O-methyl-3-O-
acetyl)-â-CyD (DMA-â-CyD) was evaluated for the inclusion
property, the hemolytic activity, and muscular tissue
irritation.

Experimental Section
Materialssâ-CyD, DM-â-CyD, and heptakis(2,3,6-tri-O-meth-

yl)-â-CyD (TM-â-CyD) were supplied by Japan Maize Co. (Tokyo,
Japan). Flurbiprofen, 2-(2-fluoro-4-biphenylyl)propionic acid, was
donated by Mitsubishi Kasei Co. (Tokyo, Japan), and p-hydroxy-
benzoic acid esters with different alkyl groups were purchased
from Tokyo Kasei Co. (Tokyo, Japan). All other chemicals and
solvents were of analytical reagent grade, and deionized double-
distilled water was used throughout the study.

ApparatussNuclear magnetic resonance (NMR) spectra were
taken on a JEOL JNM-R 500 instrument (Tokyo, Japan) operating
at 500.16 MHz for protons at 25 °C. The concentration of DMA-
â-CyDs was 1.0 × 10-2 M in deuterated chloroform (CDCl3), and
the chemical shifts were given as parts par million (ppm) downfield
from that of tetramethylsilane. Fast atom bombardment mass
(FAB-MS) spectra were measured in a negative mode at 25 °C by
a JEOL JMS-DX 303 mass spectrometer (Tokyo, Japan) using the
matrix (methanol/glycerol/m-nitrobenzyl alcohol). Ultraviolet (UV),
fluorescence, and circular dichroism (CD) spectra were measured
at 25 °C using Hitachi U-2000 UV and F-4010 fluorescence
spectrometers (Tokyo, Japan) and a Jasco J-720 polarimeter
(Tokyo, Japan), respectively. Surface tension was measured at 25
°C by a Shimadzu duNouy surface tensionmeter (Kyoto, Japan).

Preparation of DMA-â-CyDsDried DM-â-CyD (10 g, 7.5
mmol) was dissolved in dried pyridine (50 mL), acetic anhydride
(10.7 g, 105 mmol) was added dropwise for 2-3 h, and the mixture
was stirred at 80 °C for about 24 h. The reaction was terminated
by addition of ice-water, and the resulting oil was extracted with
chloroform. The organic phase was washed with 2 mM sodium
carbonate and in turn with water, dried with anhydrous sodium
sulfate, and evaporated under reduced pressure. The residue was
subjected to silica gel chromatography (Kieselgel 60, 0.063-0.2
mm, 70-200 mesh) with an eluent of methanol/chloroform in-
creasing the methanol concentration from 0 to 12% v/v. DMA-â-
CyD (DS 7) was recrystallized from water and obtained as white
crystals (yield 60%). Mp 126 °C; TLC Rf ) 0.3 (silica gel 60 F254,
methanol/chloroform 2:15 v/v); FAB MS (negative mode) m/z 1777
[M + m-nitrobenzyl alcohol (matrix) - H)-; 1H NMR (CDCl3) δ
5.16 (t, 1H, CyD H-3), 5.00 (d, 1H, CyD H-1), 3.91-3.87 (m, 2H,
CyD H-5 and H-6b), 3.79 (t, 1H, CyD H-4), 3.54 (d, 1H, CyD H-6a),
3.37 (s, 3H, 6-CH3), 3.33 (s, 3H, 2-CH3), 3.21 (dd, 1H, CyD H-2),
2.04 (s, 3H, 3-CH3). DMA4-â-CyD with a low degree of substitution
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(DS) was prepared by using small amounts of the acid anhydride
(4.6 g, 45 mmol) versus DM-â-CyD (10 g, 7.5 mmol). The other
condition of preparation was identical to that described above,
except for the recrystallization due to the fact that it was a mixture
of components with different DS. The residue after the extraction
and evaporation was subjected to the silica gel chromatography
described above, and the factions containing acetylated DM-â-
CyDs (TLC Rf ) 0.4-0.5, silica gel 60 F254, methanol/chloroform
2:15 v/v) were collected and evaporated under reduced pressure.
DMA4-â-CyD was obtained as white powder (yield 80%). It was
confirmed that DMA4-â-CyD contains neither DM-â-CyD (Rf )
0.7) nor DMA-â-CyD (DS 7, Rf ) 0.3) by TLC analysis and no
solvents such as methanol and chloroform by 1H-MMR spectro-
scopy. The DS value was determined by a peak ratio of the CyD
anomeric or skeleton protons and the methyl proton of acetyl
groups in 1H NMR spectra (see Supporting Information), and was
3.8. This value coincided with that (DS ) 3.9 ( 0.1) determined
by the amount of acetic acid released after alkaline hydrolysis in
2.0 N NaOH solution. Unfortunately, the mass spectroscopic
determination of DS was difficult because of the partial degrada-
tion of DMA4-â-CyD to DM-â-CyD during the ionization.

Solubility MeasurementssThe solubility method was carried
out according to the method of Higuchi and Connors.24 The screw-
capped vials containing drugs in excess amounts in aqueous CyD
solutions at various concentrations (1.0-5.0 × 10-2 M) were
shaken at 25 °C. After equilibrium was attained (about 5 days),
the solution was centrifuged at 800g force for about 5 min, and
the supernatant was filtered through a membrane filter (Advantec
DISMIC-3CP (TOYO-Roshi), Tokyo, Japan) and analyzed for
drugs by high-performance liquid chromatography (HPLC) under
the following condition: a Hitachi L-6000 pump and an L-4000
UV detector (Tokyo, Japan) at 256 nm, a YMC AM-312 column
(6.0 × 150 mm), flow rate of 1.0 mL/min. The mobile phases for
the analysis of flurbiprofen and p-hydroxybenzoic acid esters were
methanol/0.1 M acetic acid (7:3 v/v) and methanol/water (7:3 v/v),
respectively. The stability constants (K1:1) of 1:1 complexes were
calculated from the slope and intercept of straight line of the phase
solubility diagram according to the equation of Higuchi and
Connors.24 In the case of phase solubility diagrams with positive
curvature, the diagrams were analyzed according to the method
of Kristiansen25 to obtain the 1:1 and 1:2 (K1:2, guest:host) stability
constants.

Hydrolysis StudiessAlkaline hydrolysis of DMA-â-CyD (1.0
× 10-2 M) was conducted in 0.1 M phosphate buffers (pH 8.5-
11.5) at 60 °C. At timed intervals, the reaction solution (20.0 µL)
was sampled and analyzed for the resulting acetic acid by HPLC
under the following condition: a YMC AP-303 column (4.6 × 250
mm), a mobile phase of 0.1% phosphoric acid, a flow rate of 1.0
mL/min, a detection of 210 nm. The hydrolysis was monitored by
measuring acetic acid at an early stage of the reaction (240 min,
150, 120, and 30 min at pH 8.5, 9.5, 10.5, and 11.5, respectively),
because the pH of the solution changed due to the liberation of
acetic acid. The rate constant (k) was calculated according to the
following equation: ln(7C0 - C) ) -kt + ln 7C0, where C0 and C
are the initial concentration of DMA-â-CyD and the concentration
of the liberated acetic acid at time t, respectively. The total
concentration of acetic acid at infinite time is supposed to be 7C0.

Carboxylesterase-catalyzed hydrolysis of DMA-â-CyD was con-
ducted in 0.1 M N-(2-hydroxyethyl)piperazine-N′-ethanesulfonic
acid (HEPES)/NaOH buffer solution (pH 7.4) at 37 °C. The
concentrations of DMA-â-CyD and the enzyme (EC 3.1.1.1 obtained
from porcine liver, purchased from Sigma Aldrich Japan, Tokyo)
were 5.0 × 10-3 M and 0.25 or 25 units/mL, respectively. At timed
intervals, an aliquot (20.0 µL) was sampled and analyzed for acetic
acid by HPLC under the aforementioned condition.

Hydrolysis of DMA-â-CyD was conducted in 50% and 80% rabbit
plasma at 37 °C. Rabbit blood was taken by heparinized injection
syringe and centrifuged at 12000g for 5 min at 4 °C. DMA-â-CyD
solution (1.0 mL, 2.0 × 10-2 M in pH7.4 isotonic phosphate buffer)
was added to the plasma (1.0 mL). At appropriate times, an aliquot
(0.3 mL) of the reaction solution was ultrafiltered using a
membrane filter (Amicon Kit (Tokyo, Japan), a centrifugation of
2000g for 15 min at 4 °C), and the filtrate was analyzed for acetic
acid by HPLC under the aforementioned condition.

Hemolysis StudiessErythrocytes were separated by centrifu-
gation of freshly drawn citrated rabbit blood at 1000g for 5 min,
washed three times with phosphate buffer (0.154 M sodium
chloride and 0.01 M phosphate, pH 7.4), and resuspended in the

buffer solution to give a hematocrit of 5%. The cell suspension (0.1
mL) was added to the buffer solution (2.0 mL) containing â-CyDs
at various concentrations. Each mixture was incubated for 30 min
at 37 °C and centrifuged at 1000g for 5 min. The release of
hemoglobin from the cells was measured spectrophotometrically
at 543 nm. Results were expressed as percentages of the total
efflux of hemoglobin which was obtained when water was used
instead of the buffer solution. The morphological observation of
erythrocytes was carried out as follows: the cell suspension (5%,
0.1 mL) was incubated with the buffer solution (2.0 mL) containing
â-CyDs at 37 °C for 60 min, and fixed with 2% glutaraldehyde
solution (5.0 mL). After standing for 1 h at room temperature, the
fixed cells were washed three times with water, dried under
reduced pressure for 16 h, coated with gold, and observed by
scanning electron microscope (Akashi, MSM4C, Tokyo, Japan).

Determination of cholesterol: the cell suspension (5%, 0.2 mL)
was incubated with the buffer solution (4.0 mL, pH 7.4) containing
â-CyDs at 37 °C for 30 min. After centrifugation (1000g, 5 min),
cholesterol in the supernatant (3.0 mL) was extracted with
chloroform (5.0 mL), the organic phase was evaporated under
reduced pressure, and cholesterol in the residue was determined
by the cholesterol oxidase method with using a Cholesterol E-test
kit (Wako, Osaka, Japan). Results were expressed as percentages
of the total amount of cholesterol which was released when water
was used instead of the buffer solution.

Intramuscular Irritation StudiessThe intramuscular ir-
ritation study was carried out by the method of Shintani et al.26

â-CyD solutions (100 mg/1.0 mL of normal sterile saline) were
injected into M. vastus lateralis of three rabbits (2.5-3.0 kg) using
a 23-gauge 0.5 in. needle. The rabbits were killed 2 days after the
injection, the muscle was exposed and cut longitudinally, and the
lesion were scored according to the method of Shintani et al.,26

that is, score 0, no discernible gross reaction; score 1, slight
hyperemia and discoloration; score 2, moderate hyperemia and
discoloration; score 3, distinct discoloration in comparison with
the color of surrounding area; score 4, brown degeneration with
small necrosis; score 5, widespread necrosis.

Results and Discussion

Some Physicochemical Properties of DMA-â-CyDs
It was confirmed by means of NMR and mass spec-
troscopies that in DMA-â-CyD molecule, all seven hydroxyl
groups at the 3-position were substituted by acetyl groups,
thus having DS 7. DMA4-â-CyD with the lower substitu-
tion (DS 3.8) was a mixture of components with different
DS. In the following evaluation of physicochemical and
inclusion properties, DMA-â-CyD with DS 7 was employed,
and the lower DS form was used only for comparative
studies of hemolysis and muscular irritation.

The melting point decreased in the order, DM-â-CyD
(295-300 °C), the parent â-CyD (280 °C), TM-â-CyD (157
°C), and DMA-â-CyD (126 °C). The aqueous solubility of
DMA-â-CyD (>60 g/dL at 25 °C) was much higher than
those of the parent â-CyD (1.85 g/dL), DM-â-CyD (57 g/dL),
and TM-â-CyD (31 g/dL); however, DMA-â-CyD g 70%w/v
gave a viscous solution. DMA-â-CyD exhibited an exother-
mic dissolution in water in the similar manner as DM- and
TM-â-CyDs27 and thus precipitated at higher temperature.
The hydrophobicity of DMA-â-CyD was assessed by mea-
surements of the surface tension, because the oil/water
partition method is affected by the inclusion of organic
solvents in the CyD cavity. As shown in Figure 1, the
surface tension of DMA-, DM-, and TM-â-CyDs decreased
as the concentration increased, and the hydrophobicity of
the whole molecule increases in the order of DM-â-CyD <
DMA-â-CyD < TM-â-CyD. This order was in accordance
with that of the π value of the substituents introduced at
the hydroxyl groups, that is, -0.67 (OH of DM-â-CyD) <
-0.64 (OCOCH3 of DMA-â-CyD) < -0.02 (OCH3 of TM-â-
CyD).28 The hydrolysis of DMA-â-CyD in alkaline solution
was studied by monitoring the resulting acetic acid,
because it was difficult to determine partially hydrolyzed
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DMA-â-CyDs having various regioisomers by means of
HPLC. The hydrolysis was followed at an early stage of
the reaction, because pH of the solution changed owing to
the liberation of acetic acid. The appearance rates of acetic
acid from DMA-â-CyD were 9.0 ((1.5) × 10-5 min-1 (mean
((SE), n ) 3, pH 8.5), 6.2 ((0.2) × 10-4 min-1 (pH 9.5),
2.1 ((0.1) × 10-3 min-1 (pH 10.5), and 1.9 ((0.1) × 10-2

min-1 (pH 11.5) at 60 °C, giving the linear rate-pH profile
(correlation coefficient ) 0.990) with a slope of 0.75. The
carboxylesterase-catalyzed hydrolysis of DMA-â-CyD was
conducted at concentrations of 5.0 × 10-3 M of DMA-â-
CyD and 0.25 or 25 units/mL of the esterase in HEPES
buffer (pH 7.4) at 37 °C. No liberation of acetic acid (less
than the detection limit of 3%) in the 0.25 units/mL enzyme
solution was observed for 10 h, and the releases even in
the 25 units/mL enzyme solution were less than 5% and
15% of the total amounts of acetic acid for 5 and 10 h,
respectively. Furthermore, no liberation of acetic acid (less
than 3%) was observed in 50% and 80% plasma of rabbits
for 12 h, suggesting that DMA-â-CyD is chemically stable
in biological fluids such as plasma.

Inclusion Property of DMA-â-CyDsThe inclusion
property of DMA-â-CyD was compared with those of the
parent â-CyD and DM- and TM-â-CyDs. Table 1 shows the
results of phase solubility diagrams of â-CyDs with p-

hydroxybenzoic acid esters with different alkyl chains. The
guest molecules with short alkyl chains showed AL type
phase solubility diagrams where the solubility of the guests
increased linearly as a function of CyD concentrations (0-
0.02 M), indicating the 1:1 complexation.24 On the other
hand, the ester with longer alkyl chains showed AP type
diagrams where the solubility curve deviated positively
from a straight line, indicating the 1:2 (guest:host) com-
plexation.25 The stability constant of the 1:1 complexes
increased as the alkyl chain lengthens up to the propyl
ester, whereas the butyl ester formed the 1:2 complex with
DMA-â-CyD and the hexyl eater formed the 1:2 complex
with the three CyDs. The stability constants were generally
in the order of DM-â-CyD . TM-â-CyD ≈ DMA-â-CyD.

Spectroscopic studies on the interaction of flurbiprofen
with DMA-â-CyD was carried out, because the complex-
ation of the drug with DM- and TM-â-CyDs had been
investigated in detail.29 Figure 2 shows the UV, CD, and
fluorescence spectra of flurbiprofen in the absence and
presence of DM-, TM-, and DMA-â-CyDs in pH 7.0 phos-
phate buffer. Flurbiprofen gave a UV absorption maximum
(λmax) at 246 nm, and by the addition of â-CyDs the
intensity decreased with concomitant shifts to longer
wavelength. This bathochromic shift was largest with
DMA-â-CyD (λmax 251 nm) compared with those of DM-â-
CyD (249 nm), TM-â-CyD (249 nm), and â-CyD (247 nm),

Figure 1sSurface tension of DMA-â-CyD (0), DM-â-CyD (O), and TM-â-
CyD (b) in water at 25 °C.

Figure 2sUV (A), CD (B), and fluorescence (C) spectra of flurbiprofen in the absence (−‚−) and presence of DMA-â-CyD (s), â-CyD (−‚‚−), DM-â-CyD (‚‚‚‚)
and TM-â-CyD (---) in 0.1 M phosphate buffer (pH 7.4, I ) 0.2) at 25 °C. The concentrations of flurbiprofen and â-CyDs in UV and CD spectroscopic studies
were 4.0 × 10-5 M and 4.0 × 10-3 M, respectively, and those in fluorescence spectroscopic studies were 1.0 × 10-6 M and 1.0 × 10-3 M, respectively. The
excitation wavelength was 256 nm.

Table 1sStability Constants (K1:1 and K1:2, M-1)a and Types of Phase
Solubility Diagrams for Inclusion Complexes of p-Hydroxybenzoic
Acid Esters with â-CyDs in Water at 25 °C

DM-â-CyD TM-â-CyD DMA-â-CyD

ester K1:1 K1:2 type K1:1 K1:2 type K1:1 K1:2 type

methyl 230 − AL 63 − AL 35 − AL

ethyl 960 − AL 120 − AL 140 − AL

propyl 5600 − AL 300 − AL 470 − AL

butyl slope > 1b − AL 290 − AL 46 110 AP

hexyl 3400 90 AP 1000 40 AP 110 120 AP

a Average of the values for duplicate measurements, which coincided with
each other within ±5%. b Could not be determined due to the slope > 1.
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although the intensity change was small with DMA-â-CyD.
In the CD spectra, the optical activity of flurbiprofen was
induced positively by the addition of DM-â-CyD and â-CyD,
whereas it was induced negatively by DMA-â-CyD and TM-
â-CyD where the effect of DMA-â-CyD was larger than that
of TM-â-CyD. The sign of CyD-induced CD bands depends
on a spatial relationship between the asymmetric center
of CyD cavity and the perturbed chromophore of guest
molecules. For example, the electronic transition of an
included guest with a transition dipole moment, parallel
to the z-axis of the CyD cavity, gives a positive CD, and
that with a transition dipole moment perpendicular to the
z-axis gives a negative CD.30 Our crystallographic studies
indicated that flurbiprofen is included in such a manner
that the long molecular axis of the drug is parallel to the
z-axis of the â-CyD cavity, that is, an axial inclusion,
whereas the long axis of the drug is inclined in the TM-â-
CyD cavity.31,32 These dispositions of flurbiprofen in CyD
cavities were reflected in the sign of induced CD bands,
giving a positive CD with â-CyD and a small negative CD
with TM-â-CyD. DMA-â-CyD gave a larger negative CD
band than TM-â-CyD, suggesting that the drug is more
inclined in the former cavity than in the latter cavity. The
fluorescence intensity of flurbiprofen at 315 nm was
markedly increased in the order of â-CyD < TM-â-CyD <
DM-â-CyD < DMA-â-CyD. Since the fluorescence of the
drug is known to be increased significantly in organic
solvents such as ethanol, the CyD-induced fluorescence
change suggested that the drug is included within the

hydrophobic CyD cavity. The largest enhancement of the
fluorescence by DMA-â-CyD may be attributable to the
increase in hydrophobicity of the cavity, although the
hydrophobicity of the whole molecule of DMA-â-CyD was
lower than that of TM-â-CyD as is apparent from the
surface tension. The methyl moieties of acetyl groups in
the DMA-â-CyD molecule seem to be directed inside the
cavity, while the carbonyl moieties are directed outside the
cavity, providing a more hydrophobic environment of the
cavity. On the other hand, TM-â-CyD is known to have the
distorted macrocyclic ring in which the secondary rim is
wider whereas the primary rim is narrower,33 thus allowing
water molecules easily to access the inside of the cavity.
This may be a reason the fluorescence enhancement of TM-
â-CyD was smaller than DMA-â-CyD, despite the higher
hydrophobicity of TM-â-CyD as a whole molecule. Figure
3 shows a continuous variation plot of the fluorescence
intensity at 310 nm of the flurbiprofen/DMA-â-CyD system.
The plot gave a maximum at 0.5, indicating the 1:1
stoichiometry which was the same as that of â-CyD, DM-
â-CyD, and TM-â-CyD complexes.29 Therefore, the fluores-
cence change as a function of concentrations of the four
â-CyDs was analyzed quantitatively by the Scott equation34

to obtain the stability constant (K1:1) of the 1:1 complexes.
The K1:1 values in pH 7.0 phosphate buffer at 25 °C were
3610 ((120) M-1 (mean (( SE), n ) 3), 8060 ((600) M-1,
1660 ((80) M-1, and 1410 ((80) M-1 for the complexes with
â-CyD, DM-â-CyD, TM-â-CyD, and DMA-â-CyD, respec-
tively. Furthermore, the phase solubility diagram of flur-

Figure 3sContinuous variation plot for flurbiprofen/DMA-â-CyD system (total
concentration of the host and guest molecules ) 5.0 × 10-6 M) in 0.1 M
phosphate buffer (pH 7.4, I ) 0.2) at 25 °C.

Figure 4sHemolytic effects of â-CyDs on rabbit erythrocytes in isotonic
phosphate buffer (pH 7.4) at 37 °C. Key: (0) DMA-â-CyD; (2) DMA4-â-
CyD; (4) â-CyD; (O) DM-â-CyD; (b) TM-â-CyD.

Figure 5sCholesterol release from intact erythrocytes of rabbits treated with
â-CyDs (A, 0.5 mM; B, 3.0 mM) in isotonic phosphate buffer (pH 7.4) at 37
°C. Each value represents the mean ± SE of three experiments.
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biprofen with DMA-â-CyD (0.0-5.0 × 10-2 M) in water at
25 °C showed the AL type and gave the stability constant
of 2020 ((90) M-1. This value was the same as that (2200
((110) M-1) of the TM-â-CyD complex, but was smaller
than that (14700 ((900) M-1) of the DM-â-CyD complexes
determined under the same conditions. The stability
constants determined by the fluorescence method in pH
7.0 phosphate buffer were smaller than those determined
by the solubility method in water, which may be due to
the acid-ionization of flurbiprofen (pKa 3.8). These results
suggested that DMA-â-CyD has the same inclusion ability
as TM-â-CyD, although it is inferior to that of DM-â-CyD,
and the hydrophobicity of the DMA-â-CyD cavity is higher
than that of TM-â-CyD.

Hemolysis and Muscular Irritation of DMA-â-CyDs
Hemolytic activity of DMA-â-CyDs was compared with that
of other CyD derivatives in order to estimate its local
irritation. Figure 4 shows hemolysis profiles of â-CyD, DM-
â-CyD, TM-â-CyD, and DMA-â-CyDs with different DS (7
and 3.8), measured under the same conditions. It is
apparent that the hemolytic activity of DMA-â-CyDs was
weaker than those of â-CyD, DM-â-CyD, and TM-â-CyD.
For example, the hemolysis began at about 2 mM, 0.5 mM,
and 1 mM, and the concentrations to induce 50% hemolysis
were about 4 mM, 1 mM, and 2 mM for â-CyD, DM-â-CyD,

and TM-â-CyD, respectively. On the other hand, the
hemolysis of DMA4-â-CyD with DS 3.8 began at about 12
mM, and its 50% hemolysis concentration was about 22
mM. In the case of DMA-â-CyD with DS 7, no hemolysis
was observed up to 100 mM. Scanning electron micro-
graphic studies indicated no change in the shape of
erythrocytes even at a concentration of 100 mM DMA-â-
CyD, that is, they maintained the discocyte shape same
as that in the buffer control (Supporting Information). One
of the causes of CyD-induced hemolysis is known to be
extractions of cholesterol and phospholipids from erythro-
cytes through the inclusion complex formation.16 Therefore,
the cholesterol release behavior from rabbit erythrocytes
by the addition of DMA-â-CyDs was investigated and
compared with those of â-CyD and DM-â-CyD. Figure 5
shows the released amounts of cholesterol from the intact
erythrocytes of rabbits treated with â-CyDs in 0.1 M
phosphate buffer (pH 7.4) at 37 °C. DM-â-CyD induced
about 80% release of cholesterol at a concentration of 0.5
mM at which the hemolysis only slightly occurred (see
Figure 4). On the other hand, DMA-â-CyDs induced only
10% release of cholesterol at the same concentration, and
this release was the same as that of the control experiment
conducted in isotonic buffer. Similarly, the 3 mM parent
â-CyD solution induced 65% release of cholesterol, whereas

Figure 6sMacrographs of M. vastus lateralis after intramuscular injections of â-CyDs (100 mg/site, 1.0 mL) to rabbits. (A) Isotonic buffer; (B) DM-â-CyD; (C)
DMA4-â-CyD; (D) DMA-â-CyD.

974 / Journal of Pharmaceutical Sciences
Vol. 88, No. 10, October 1999



DMA-â-CyDs induced only about 20-25% release of cho-
lesterol. These results indicated that the hemolytic activity
of DMA-â-CyDs, particularly the DS 7 derivative, is much
weaker than those of the parent â-CyD and the methylated
â-CyDs.

Figure 6 shows macrographs of M. vastus lateralis of
rabbit dissected 2 days after the single injection of DM-â-
CyD and DMA-â-CyDs with DS 7 and 3.8 at a dose of 100
mg/site. In the case of DM-â-CyD, a discoloration of the
muscle with hemorrhage was observed, and the irritation
score according to Shintani et al.26 was 4.0 ( 1.0. On the
other hand, both DMA- and DMA4-â-CyD gave negligible
damage to the muscle, giving the irritation score of 0.3 (
0.7 which was the same as that of the saline injection.

In conclusion, the hemolytic activity and the muscular
tissue irritation of DM-â-CyD were significantly reduced
by acetylating hydroxyl groups at the 3-position of the
glucose units, and the inclusion ability of DMA-â-CyD was
comparable to that of TM-â-CyD. These results suggest
that water-soluble CyD derivatives with superior bioadapt-
ability and inclusion ability can be prepared by pertinently
designing substituents at the 3-position and by optimally
controlling their degree of substitution.

References and Notes
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Abstract 0 Changes in membrane fluidity have been shown to alter
the sodium-dependent renal transport of glucose and phosphate;
however, this has not been examined for sodium/sulfate cotransport
in the renal proximal tubule. Sodium/sulfate cotransport regulates the
homeostasis of sulfate in mammals. The objective of this study was
to investigate the influence of alterations of membrane fluidity on
sodium-coupled sulfate transport in the Madin−Darby canine kidney
cells, which have been stably transfected with sodium/sulfate cotrans-
porter (NaSi-1) cDNA (MDCK-Si). Preincubation of cells with 0.2 mM
cholesterol significantly decreased the Vmax for sodium/sulfate cotrans-
port (13.69 ± 1.11 vs 10.15 ± 1.17 nmol/mg protein/5 min, mean ±
SD, n ) 4, p < 0.01) with no significant alteration in Km. The addition
of benzyl alcohol (20 mM) to cells increased the Vmax of sulfate uptake
by 20% (11.97 ± 0.91 vs 14.35 ± 0.56 nmol/mg protein/5 min, mean
± SD, n ) 3, p < 0.05) with no significant change in Km. Membrane
fluidity, as measured by the fluorescence polarization of 1,6-diphenyl
1,3,5-hexatriene (DPH), was significantly increased in MDCK-Si cells
treated with 20 mM benzyl alcohol and decreased in the cells
preincubated with 0.2 mM cholesterol, compared with control cells.
Our results suggest that alterations in membrane fluidity that may
occur as a result of disease states, aging, and pregnancy may play
an important role in the modulation of renal sodium/sulfate cotransport.

Introduction
Membrane fluidity (membrane motional order or lipid

packing order) affects the activity and kinetics of membrane-
bound enzymes and transport carriers, accessibility of
membrane receptors, and passive permeability properties
of membranes.1 Membrane fluidity can be determined by
two factors: environmental factors, such as temperature,
and intrinsic factors, such as membrane composition.
Alterations in fluidity have been reported in a variety of
physiological/pathological conditions such as aging, organ
maturation, ischemia, low phosphate diet, vitamin D-
induced hypercalcemia, succinylacetone-induced Fanconi
syndrome, streptozotocin-induced diabetes mellitus, and
liver disease produced by biliary obstruction.2-4 Drug
treatment including treatment with estrogens, gentamicin,
anesthetic alcohols (pentanol, hexanol and heptanol), and
salicylic acid can also alter membrane fluidity.2,5,6

Cholesterol is an essential constituent of the membranes
of mammalian cells and is involved in normal cell growth
and function. It is mainly located in the cell plasma
membrane and acts as the main lipid rigidifier in natural
membranes under physiological conditions.7 The increase

in brush border membrane (BBM) cholesterol content and
decrease in BBM fluidity in aged rats are associated with
a decrease in the Vmax of sodium-dependent transport of
phosphate in renal BBM.8 Furthermore, Levi et al.9 have
reported that cholesterol directly modulates renal BBM
Na+/phosphate cotransport activity without affecting Na+/
glucose and Na+/proline cotransport.

Numerous investigations have used the local anesthetic,
benzyl alcohol, to alter the physical properties of mem-
branes by increasing their motional order or fluidity. The
increase in renal BBM fluidity produced by benzyl alcohol
treatment reduced sodium-dependent glucose transport
and stimulated Na+/phosphate cotranport with no change
in the affinities of glucose and phosphate for their transport
proteins.2 Friedlander et al.10 have also confirmed that the
increase in apical membrane fluidity achieved by benzyl
alcohol produces an increase in phosphate uptake and a
decrease of glucose uptake in renal epithelial cells.

Inorganic sulfate, a physiological anion involved in
conjugation reactions involving both endogenous and ex-
ogenous substrates, is predominantly reabsorbed in the
proximal tubule of the mammalian kidney by a sodium-
dependent mechanism at the BBM.11,12 The sodium/sulfate
cotransporter is distinct from sodium-dependent phosphate,
amino acid, and glucose transport proteins,13 and the
NaSi-1 cDNA identified by Markovich et al.14 is involved
in renal sodium-dependent sulfate transport at the BBM.
Unlike other renal sodium-coupled solute transport sys-
tems, the effect of membrane fluidity on sodium/sulfate
cotransport has not been studied. The objective of the
present investigation was, therefore, to examine whether
the alterations in membrane fluidity produced by prein-
cubation with cholesterol or by benzyl alcohol treatment
affect the activity of the apically located sodium-dependent
sulfate transport protein in Madin-Darby canine kidney
cells (MDCK) which have been stably transfected by NaSi-1
cDNA (MDCK-Si).15

Materials and Methods
Materialss35SO4

2- (as Na2SO4, 1050-1600 Ci/mmol) was
obtained from New England Nuclear Research Products (DuPont
Company, Boston, MA). Biodegradable counting scintillant was
purchased from Amersham Co. (Arlington Heights, IL). Com-
massie blue dye reagent concentrate and bovine plasma γ-globulin
protein standard were supplied from Bio-Rad (Richmond, CA).
Dulbecco’s modified Eagle’s medium, fetal bovine serum, and
trypsin were obtained from Gibco BRL (Buffalo, NY). All other
chemicals were obtained from Sigma Chemical Co. (St. Louis, MO)
or J. T. Baker (Phillipsberg, NJ).

Cell Culture ConditionssMDCK cells which had been stably
transfected with NaSi-1 cDNA (MDCK-Si)15 were maintained in
Dulbecco’s modified Eagle’s medium, which contained 22 mM
NaHCO3, 2 mM L-glutamine, 50 IU/mL penicillin, 50 µg/mL

* Corresponding author. Tel: (716 645-2842 ext 230. Fax: 716 645-
3693. e-mail: memorris@acsu.buffalo.edu.
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streptomycin, 1% nonessential amino acids, and 10% fetal bovine
serum, under an atmosphere of 95% air/5% CO2 at 37 °C. MDCK-
Si cells were used up to 15 passages and induced by an incubation
with 10-6 M dexamethasone for 16 h before sulfate uptake
studies.15

Sulfate Uptake StudiessThe uptake of inorganic sulfate was
determined in MDCK-Si cells grown to confluency on culture
dishes (35 mm), as described by Hansch et al.16 Uptake studies
were performed at room temperature in a buffered solution which
consisted of 137 mM NaCl, 5.4 mM KCl, 2.8 mM CaCl2, 1.2 mM
MgCl2, 10 mM HEPES/Tris (pH 7.4) containing K2SO4 and tracer
amounts of radiolabeled sulfate (2 µCi/mL). At the end of incuba-
tion, the uptake was stopped by washing the cells three times with
ice-cold stop solution (137 mM NaCl, 10 mM Tris/HCl, pH 7.4).
Cells were then solubilized with 1% Triton X-100, and radioactivity
and protein concentrations of aliquots were determined by liquid
scintillation counting and the Coomassie blue binding method17

using bovine plasma γ-globulin as the protein standard, respec-
tively.

For estimation of transport kinetic parameters, Vmax and Km,
for sulfate BBM transport, sulfate uptake into MDCK-Si cells was
determined at 5 min at various concentrations of sulfate (0.1-6
mM) in the presence and absence of NaCl. For studies done in
the absence of sodium, NaCl was replaced by an equimolar amount
of N-methyl-D-glucamine/HCl. The difference between the uptake
rates at the same sulfate concentrations with and without sodium
represents the sodium-dependent transport process. Preliminary
studies have demonstrated that the 5 min uptake value provides
an estimate of the linear uptake of sulfate in MDCK-Si cells. Cells
were preincubated with cholesterol at 37 °C for 2 h for the
experiments with cholesterol, whereas benzyl alcohol was added
to the uptake solution in studies examining the effect of benzyl
alcohol on sulfate uptake.

Membrane Fluidity MeasurementssThe membrane fluidity
of intact MDCK-Si cells which were treated with 20 mM benzyl
alcohol or preincubated with 0.2 mM cholesterol was examined
by measuring the fluorescence polarization of 1,6-diphenyl-1,3,5-
hexatriene (DPH). MDCK-Si cells were diluted with 2 mL of
phosphate-buffered saline solution (PBS, pH 7.4), and 5 µL of 1
mg/mL DPH in tetrahydrofuran was added. One potential problem
of measuring fluorescence polarization using the DPH probe in
intact cells is the larger particle size of the intact cells which causes
depolarization. This problem was partly alleviated by diluting the
cells with 2 mL of PBS. Further, the depolarization due to light
scattering was corrected by conducting appropriate control experi-
ments as described previously.18 The binding of the probe to cell
components and restricting motions of the probe were evaluated
by using various probe-to-cell ratios, produced by serial dilution
of the cell suspension.

Fluorescence polarization measurements were performed using
a SLM Aminco (SLM Aminco, Urbana, IL) 8000 spectrofluorometer

with film polarizers (FP110) at temperatures of 25 °C and 37 °C
with the excitation wavelength of 355 nm and the emission
wavelength of 430 nm.6 The temperature equilibration was
established by maintaining the chamber at appropriate temper-
atures for 15 min prior to the measurements using a Neslab (RTE
110) water bath.

Data AnalysissThe Michaelis-Menten equation was used to
fit the data representing linear sulfate uptake (5 min determina-
tions) over a wide range of concentrations using nonlinear regres-
sion analysis (PCNONLIN, Statistical Consultants Inc., Lexington,
KY) with a weighting factor, 1/variance, to obtain estimates of the
Vmax and Km values for sodium/sulfate cotransport.19 The uptake
values were determined in triplicate in any one experiment, and
the data from each experiment were fitted to the Michaelis-
Menten equation. Three or four experiments were performed, and
the mean ( SD for these parameter estimates are reported.

The measured polarization and anisotropy values were used to
calculate the lipid order parameter S, using the formula S2 ) [(4r/
3) - 0.1]/r0 where r0 is the maximal fluorescence anisotropy value
in the absence of any rotational motion (0.40), and r is the steady
state anisotropy value. The lipid order parameter was used to
estimate the membrane fluidity, as they are inversely related. The
static and dynamic components of S were analyzed as described
by Pottel et al.20

Statistical AnalysissAll results were reported as the mean
( SD, unless stated otherwise. The data were compared by
unpaired Student’s t-test between two groups and by ANOVA
followed by a Tukey’s test among more than two groups. The
differences were considered to be statistically significant when p
< 0.05.

Results

Time Course of Sulfate UptakesSodium-dependent
sulfate uptake into MDCK-Si cells was examined at various
times and increased linearly with time, up to 20 min of
incubation. The uptake of sulfate in cells reached a plateau
after 60 min, indicating equilibrium (data not shown).

Effect of Cholesterol on Sulfate UptakesIn all
studies, sulfate uptake in MDCK-Si cells was significantly
increased in the presence of sodium compared with that
in the absence of sodium, indicating the sodium dependence

Figure 1sConcentration-dependent effect of cholesterol on sulfate uptake in
MDCK-Si cells. Uptake rates were determined at 5 min in the presence of
NaCl or of N-methyl-D-glucamine. Each data point is the mean ± SD of three
separate experiments in which triplicate determinations were obtained. * p <
0.01 compared with control (0 mM cholesterol), ** p < 0.001 compared with
control. Figure 2sConcentration-dependent sulfate uptake in 0.2 mM cholesterol-

preincubated MDCK-Si cells. Sodium-dependent sulfate uptake was calculated
as the difference between sulfate uptake rates determined with and without
sodium. Each data point is the mean ± SD from four separate preparations,
with triplicate determinations of uptake in each preparation. The data were
fitted to the Michaelis−Menten equation using nonlinear regression analysis,
and the lines represent the fitted lines for the mean data.
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of the transport process (Figure 1). Increasing concentra-
tions of cholesterol reduced sulfate uptake in a dose-
dependent manner with no significant influence on the
sodium-independent component of sulfate transport (Figure
1). The concentration-dependent sulfate uptake in MDCK-
Si cells preincubated with 0.2 mM cholesterol is presented
in Figure 2. Over a wide range of sulfate concentrations,
sodium-dependent sulfate uptake in cholesterol-preincu-
bated cells was decreased compared with the control group.
The Vmax estimate for sodium/sulfate cotransport in cho-
lesterol-enriched cells was significantly lower than that in
control cells, while the Km value was not significantly
altered (Table 1).

Effect of Benzyl Alcohol on Sulfate UptakesBenzyl
alcohol increased sodium/sulfate cotransport activity in
MDCK-Si cells (Figure 3). As shown in Table 2, the increase
of sodium-dependent sulfate uptake in the presence of 20
mM benzyl alcohol (Figure 4) resulted from a increase in
the Vmax estimate of this transport process with no signifi-
cant change in the Km value.

Membrane FluiditysThe steady-state fluorescence
polarization of DPH represents membrane motional order

in the hydrophobic core of the membrane lipid bilayer and
is inversely related to membrane fluidity.6 The calculated
lipid order parameter S is a measure of lipid packing of
the bilayer and can be defined as fluidity. The observed
changes in S indicate that benzyl alcohol treatment re-
sulted in the fluidization of the membrane, and cholesterol
treatment produced a more rigid membrane. The mem-
brane fluidity of MDCK-Si cells treated with 20 mM benzyl
alcohol was significantly higher than that of control cells
at 25 °C and 37 °C. Cholesterol, at a concentration of 0.2
mM, significantly reduced the membrane fluidity of the
cells at both temperatures, compared with controls (Table
3).

Discussion

Changes in membrane fluidity and/or membrane com-
position have been reported in various physiological and

Table 1sTransport Parameter Estimates for Sodium-Dependent
Sulfate Uptake into Cholesterol-Preincubated MDCK-Si Cellsa

Vmax (nmol/mg prot/5 min) Km (µM)

control 13.69 ± 1.11 435.5 ± 142.8
0.2 mM cholesterol 10.15 ± 1.17b 416.7 ± 153.9

a Values are presented as mean ± SD of four separate experiments. The
estimate for Vmax was significantly different in control and cholesterol-
preincubated cells (p < 0.01) with no significant change in the Km value. b p
< 0.01.

Figure 3sConcentration-dependent effect of benzyl alcohol on sulfate uptake
in MDCK-Si cells. Sulfate uptake rates at 5 min were examined in the presence
and absence of sodium. Each data point is the mean ± SD of four separate
preparations in which triplicate determinations were obtained. * p < 0.05
compared with control (0 mM benzyl alcohol).

Table 2sTransport Parameter Estimates for Sodium-Dependent
Sulfate Uptake into Benzyl Alcohol-Treated MDCK-Si Cellsa

Vmax (nmol/mg prot./5 min) Km (µM)

control 11.97 ± 0.91 464.1 ± 55.9
20 mM benzyl alcohol 14.35 ± 0.56b 406.9 ± 174.7

a Values are reported as mean ± SD of three separate experiments. The
Vmax value was statistically different in control and benzyl alcohol-treated cells
(p < 0.05) with no significant difference in the Km estimate. b p < 0.05.

Figure 4sConcentration-dependent sulfate uptake in 20 mM benzyl alcohol-
treated MDCK-Si cells. Sodium-dependent sulfate uptake was determined from
the difference between uptake rates at 5 min measured in the presence of
NaCl or of N-methyl-D-glucamine. Each data point is the mean ± SD from
three separate experiments, with triplicate determinations of uptake in each
preparation. The data were fitted to the Michaelis−Menten equation using
nonlinear regression analysis, and the lines represent the fitted lines for the
mean data.

Table 3sLipid Order Parameter and Fluorescence Polarization of DPH
in MDCK-Si Cellsa

temperature sample polarization anisotropy
lipid order

parameter (S)

25 °C control 0.396 ± 0.008 0.3041 0.8738
benzyl alcohol 0.351 ± 0.002b 0.2650 0.7958
cholesterol 0.419 ± 0.009b 0.3246 0.9121

37 °C control 0.292 ± 0.014 0.2156 0.6845
benzyl alcohol 0.212 ± 0.010b 0.1520 0.5066
cholesterol 0.365 ± 0.011b 0.2770 0.8205

a Values for fluorescence polarization are expressed as mean ± SD from
five measurements. The fluorescence polarization of DPH as a function of
temperature was determined in MDCK-Si cells treated with 20 mM benzyl
alcohol and preincubated with 0.2 mM cholesterol as well as in control cells.
Benzyl alcohol treatment significantly decreases and cholesterol treatment
significantly increases the fluorescence polarization of DPH in intact MDCK-
Si cells at both temperatures, compared with the value in control cells. The
data were compared by ANOVA followed by a Tukey’s test among three groups
at same temperature. b p < 0.001.

978 / Journal of Pharmaceutical Sciences
Vol. 88, No. 10, October 1999



pathological conditions. Devi et al.21 have reported an age-
dependent increase in membrane cholesterol content and
a gradual decrease in membrane fluidity during the
prenatal period of liver development in humans. Schwarz
et al.22 have also shown that there are age-dependent
increases in total cholesterol and the cholesterol/phospho-
lipid molar ratio, as well as a significant reduction in
fluidity in basolateral membranes from rabbit proximal
colon throughout postnatal maturation. In rat liver plasma
membrane, the cholesterol content increases and the extent
of unsaturated fatty acids as well as membrane fluidity
decrease during aging.23 In diabetic rats, the fluidity of
renal BBM and BLM is reduced due to changes in the
composition of fatty acids esterified in membrane phos-
pholipids.3 Reversible ischemia increases renal BBM fluid-
ity while a decrease in renal BBM fluidity has been
observed in hypercalcemia25 and liver disease.4

Previously, we reported that sodium-dependent sulfate
transport in renal BBM was increased in young and
pregnant guinea pigs.24 We also observed that the fluores-
cence polarization of DPH was decreased in BBM isolated
from the kidney cortex of young and pregnant animals,
indicating an increased fluidity in the hydrophobic core of
the membrane. These results suggested that the increase
in BBM fluidity may represent one possible mechanism for
the observed changes in sodium/sulfate cotransport during
development and pregnancy. The purpose of this study was
to investigate whether the modulations of apical membrane
fluidity affect sodium/sulfate cotransport in MDCK-Si cells.
The present investigation represents the first examination
of the effects of membrane fluidity on sodium-dependent
sulfate transport.

Preincubation of MDCK-Si cells with 0.2 mM cholesterol
significantly decreased the membrane fluidity of the cells.
This is consistent with the decreased membrane fluidity
in the presence of an increased membrane cholesterol
content reported in a number of cell lines including akata
cells (lymphoid cell line), human umbilical vein endothelial
cells, rat aortic smooth cells, guinea pig keratinocytes,
human renal carcinoma cells, and rat prostatic epithelial
cells.7,25-30 In the present studies, the increase in choles-
terol concentration produced a reduction of sodium-de-
pendent sulfate uptake in cells in a concentration-depend-
ent manner due to a reduction in the Vmax of sodium/sulfate
cotransport in MDCK cells transfected with NaSi-1. Levi
et al.8 also reported a decreased Vmax for sodium/phosphate
cotransport with no change in Km in the BBM isolated from
aged rats which exhibit a decrease in BBM fluidity and an
increase in BBM cholesterol content. In addition, the
adaptive increases in the Vmax of BBM sodium-dependent
phosphate transport and BBM fluidity as a result of a low
phosphate diet were completely reversed by the increase
of cholesterol content in BBM.9 In vitro enrichment of renal
BBM with cholesterol decreases sodium/phosphate trans-
port but has no effect on Na+/H+ exchange, sodium/glucose,
or sodium/proline cotransport activities which suggests the
presence of different lipidic environments (microdomains)
for different transport carriers and the absence of an effect
on the sodium gradient.2,9

Addition of 20 mM benzyl alcohol to the uptake buffer
significantly increased the membrane fluidity of the MDCK-
Si cells at 25 °C and 37 °C in the present investigation.
Friedlander et al.31 have reported that treatment of MDCK
cells with increasing concentrations of benzyl alcohol
decreases the steady-state anisotropy of propionyl-diphe-
nylhexatriene and trimethylammonium-diphenylhexatriene,
which are located in the hydrophilic surface of the lipid
bilayer, suggesting an increased cell plasma membrane
fluidity. Our results demonstrated a significantly increased
sodium-dependent sulfate uptake in MDCK-Si cells in the

presence of 20 mM and 80 mM concentrations of benzyl
alcohol. The treatment of cells with 20 mM benzyl alcohol
produced an increase in the Vmax of sodium/sulfate cotrans-
port activity with no change in Km value. We have also
found that benzyl alcohol, at 5 mM and 20 mM concentra-
tions, significantly stimulates the sodium-dependent sul-
fate uptake at 10 s (linear uptake) in BBM vesicles isolated
from the kidney cortex of rats (M. E. Morris, unpublished
data). These results are consistent with our previous
finding that the increase in sodium/sulfate BBM cotrans-
port was associated with an increased BBM fluidity in
young and pregnant guinea pigs.24 Unlike the effect of
benzyl alcohol on sodium/sulfate cotransport, the increase
in membrane fluidity by benzyl alcohol altered sodium-
dependent phosphate uptake in renal epithelial cells in a
bimodal manner: a moderate increase in fluidity (benzyl
alcohol concentration less than 20 mM) enhanced phos-
phate uptake while larger increases reduced it markedly.
This biphasic phenomenon for modulation in membrane
fluidity by local anesthetics or aliphatic alcohols was also
shown for the activity of Na+,K+-ATPase,32,33 whereas
fluidization of isolated renal BBM34 and intact LLC-PK1
cells10 decreased the Vmax of sodium/glucose cotransport in
a concentration-dependent manner. Benzyl alcohol concen-
trations greater than 30 mM also resulted in an increased
affinity for glucose for the transporter in kidney BBM
vesicles.34 Therefore, membrane fluidity may influence not
only the Vmax but also the Km of the substrate for a
transporter. The different alterations in the activities of
the apically located transporters involved in the sodium-
dependent uptake of phosphate, glucose, and sulfate,
following the same modification of membrane fluidity,
suggest that the lipidic domain around each carrier may
be different and the sodium-dependent sulfate transport
protein is distinct from sodium/phosphate and sodium/
glucose cotransporters.2,13 Additionally, the different al-
terations observed for these sodium-dependent transport
processes suggest that a change in the driving force
(sodium gradient) is not responsible for changes in the
observed transport.2

Based on the fluidity measurements, we speculate that
membrane fluidity changes alter the sulfate transport
through altered domain dynamics (altered lipid mobility
within a domain). Even though DPH may not be a suitable
probe to investigate the lamellar domain properties, due
to their fluorescence lifetime alterations (thus polarization),
DPH can provide qualitative information regarding the
dynamics of lamellar domains. In studies carried out using
DPH-labeled artificial membranes, the probe showed higher
fluorescence polarization values for the gel phase and
reduced polarization values as the fraction of liquid crys-
talline phase increased.6,35 This is due to the changes in
the fluorescence lifetime of the probe as a result of altered
molecular motions. The fluorescence lifetime values de-
crease from 10.5 to 7.5 ns, as the bilayer transfers from a
solid gel phase to a more fluid liquid crystalline phase.35

Thus, polarization values provide qualitative information
regarding the domain formation. In the present study we
observed that benzyl alcohol-treated cell membranes are
more fluid (decrease in polarization values) as a result of
an increase in the fraction of liquid crystalline domains.
This alteration in the domain size and dynamics may alter
the lipid mobility in the lamellar plane in which the protein
is embedded. A secondary effect of this change in lipid
dynamics is that the percolation of lipids at the protein-
lipid interface and in lipid-protein domains may be
altered.

In conclusion, the decrease in fluidity of apical mem-
branes of MDCK-Si cells produced by preincubation with
cholesterol resulted in a reduction of sodium/sulfate cotrans-
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port whereas the increase in apical membrane fluidity of
the cells treated with benzyl alcohol produced an increase
in sodium-dependent sulfate uptake. These results suggest
that membrane fluidity may play an important role in the
regulation of sulfate renal reabsorption in physiological/
pathological conditions, including aging and pregnancy.
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Abstract 0 S-nitrosocaptopril (CapNO) has been proposed as a
compound possessing capacities of both a nitric oxide (NO) donor
and an inhibitor of angiotensin converting enzyme (ACE). In the present
study, we characterized the physicochemical, pharmacokinetic, and
pharmacological properties of the crystalline CapNO. The novel stable
crystals are in a red flake form. Spectroscopic analyses of CapNO
revealed its UV/visible λmax and the corresponding extinction coef-
ficients, and characteristic infrared frequencies for the NdO and S−N
stretch. The NMR signals corresponding to the protons attached to
the carbon (C−S) and the carbon itself were remarkably shifted
downfield upon S-nitrosylation. Mass and HPLC analyses, solubility,
and melting point of CapNO were determined. Simultaneous on-line
analyses of pharmacodynamic and pharmacokinetic profiles of CapNO
in catheterized awake rats of spontaneous hypertension (SHR) showed
acute decreases in mean arterial pressure (MAP), concomitant with
the corresponding increases in plasma levels of CapNO after po or iv
administration. The pharmacokinetic parameters for CapNO, i.e., t1/2,
Tmax, Cmax, Vd, AUC, and oral bioavailability were analyzed to
understand the dose-dependent potency and effective period of
CapNO. The highest concentrations of oral CapNO distributed in
tissues were found in kidney, liver, lung, and small intestine. CapNO
was excreted predominantly via urine, and second via feces in the
detectable forms of thiols and nitrogen oxide although a small portion
of CapNO was found in bile. The results provide the evidence of in
vivo cleavage of the S−N bond and biotransformation of CapNO.

Introduction
The endothelium-derived relaxing factor, known as

EDRF,1 is generally considered to be a labile NO-containing
precursor. Evidence has accumulated implicating that
reduced generation of NO has been involved in several
diseases.2,14 Thus, there is a great demand for exogenous,
potent NO donors to treat NO-deficient diseases. However,
it is difficult to reliably introduce NO into most biological
systems for therapeutic purposes without premature de-
composition. Due to a growing appreciation for NO-related
responses that are not mediated directly by NO itself, there
is an increasing interest in compounds which generate NO,
mimic its biological function, and might have pharmaco-
logical effects in a controlled manner.

Water-soluble RSNOs, where R can be any one of a large
range of chemical entities, might meet these major require-

ments as possible storage and transport forms for the
otherwise highly reactive NO molecule.3-5 Many efforts
have been made to prepare a solid powder of RSNOs;
however, most RSNOs are reported to be too unstable to
isolate as pure solids. It has long been known that RSNOs
decompose to yield NO and the corresponding disulfide
RSSR;7-9 the latter could then be reduced by either an
intracellular spontaneous recovery mechanism10 or a gen-
eral protein disulfide reductase.11 Therefore, an RSNO
composed of an NO group and another pharmacological
active component RSH would have considerable theoretical
and practical significance. CapNO may be the best candi-
date due to its dual role as an ACE inhibitor and an NO
carrier.3,6,12,13

We have recently developed a facile synthesis of CapNO
in a good yield. The first synthesized red crystals, after
being dried, could be stored in the dark at about 25 °C for
at least two months and 4 °C for at least one year without
a significant decay. The stability of the red crystals provides
us with an opportunity to characterize the authentic
physicochemical properties of the novel crystalline CapNO
in the present report. Although numerous reports concern-
ing the cardiovascular pharmacology of RSNOs have been
published,3-6,11-13 none of them has addressed the phar-
macokinetic profiles and oral bioavailability of RSNOs. The
exemplary CapNO, that nonenzymetically releases NO in
a manner similar to most of RSNOs,8,15 is certainly a very
useful tool for exploring pilot information regarding in vivo
biotransformation and functional significance of RSNOs.
Therefore, we investigated the overall pharmacokinetical
profiles and antihypertensive effects of CapNO simulta-
neously and evaluated the drug’s tissue distribution and
elimination.

Experimental Section
Spectral AnalysessThe preparation of crystalline CapNO was

accomplished via a S-nitrosylation reaction of captopril (Cap) as
described in detail.12 The resulting red crystals were dissolved in
distilled water at a final concentration of 1 mM. Five different
spectrometers (Perkin-Elmer Lambda 2S, Hewlett-Packard 8452
A, Beckman DU-7, Shimadzu UV 2101PC, Shimadza UV 160) were
calibrated with 0.5 mM of K2Cr2O7 (Aldrich, Milwaukee, WI) before
experiments. These spectrometers were then used to determine
the peak wavelengths and the corresponding extinction coefficients
of CapNO. Infrared spectra were analyzed using Nicolet Impact
400 Fourier Transform IR spectrometer (Nicolet Instruments, Inc.,
WI). The polyethylene film (KBr) was used to calibrate the full
scale and features of the spectrometer. The purified CapNO in an
NMR tube was dissolved in CDCl3 for 1H NMR analysis with a
Varian 300 MHz NMR system (Oxford Instruments, Osney Mead,
Oxford), or dissolved in D2O for 13C NMR analysis with a Unity
500 MHz system, respectively. Chemical shifts were recorded as
parts per million relative to tetramethylsilane (TMS) as the
internal standard (for 1H NMR) and to CDCl3 as the external
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standard (for 13C NMR). Mass spectral analysis was carried out
with VG 70-SE analyzer (VG Analytical, Manchester, England)
equipped with an electron-impact ionization source and a data-
processing system.

Chromatographic AnalysessThin-layer chromatography
(TLC) was performed on Analtech silica gel F254 plates (0.25 mm
thick). A 5-µL of CapNO (1 mM in H2O) was spotted on the origin
of the plates, which were developed a distance of 6 cm in a solvent-
developing system consisting of isopropyl alcohol-acetic acid-
water (4:1:1, by volume). CapNO, its parent compound Cap, and
the corresponding disulfide were analyzed using a reversed phase
HPLC system (Shimadzu, Kyoto, Japan) consisting of a LC-10A
liquid delivery module, a SPD-10A ultraviolet detector, a CTO-
10A column oven, and a Shim-pack CLC-ODS column (150 mm ×
6.0 mm i.d., 5 µm particle size). The system was controlled with
an SCL-10A system controller under the following conditions: flow
rate, 1.0 mL/min; column temperature, 25 °C; UV detection
wavelength, 220 nm. A 5-µL aliquot of CapNO, Cap, or its
corresponding disulfide was injected into the injection loop,
respectively, and chromatographed using the C18 (octadecylsilane)
column eluted isocratically with a mobile phase of 50% methanol
and 50% phosphoric acid (0.1%). The area under each peak was
calibrated with a Shimadzu data processor. The detection limits
were 1 µg/ mL on the basis of peak:noise ratio at 3:1. All samples
were diluted with 0.1 N HCl immediately before injection.

Simultaneous Measurement of CapNO Plasma Level and
Effect Relationship in Awake SHRsMale SHR rats, weighing
365 ( 32 g, were anesthetized with sodium thiopentone (50 mg/
kg, ip) and underwent cannulation of the left femoral artery (PE
50), which was used for periodic blood sampling and monitoring
of the MAP with a transducer. After recovery from general
anesthesia, the catheterized SHR rats were placed in individual
restraining cages with free access to food and drinking water. For
intravenous administration, the femoral vein was used for the drug
injection. For oral administration, the rats were fasted for 4 h
before CapNO was given by gavage. CapNO solutions (50 mg/mL)
were prepared using saline (for iv) or water (for po) immediately
before administration. Serial blood samples (0.2 mL) were collected
each time with heparinized 1 mL syringes and replaced with 0.2
mL of normal saline at 0, 1, 5, 30, 60, 120, and 240 min after each
iv injection, or 0, 10, 20, 30, 60, 120, 240, and 480 min after the
oral dosing. Between samplings, the arterial cannula was con-
nected to a pressure transducer for measurement of MAP. Blood
samples were immediately centrifuged at 10000g for 5 min. The
plasma was prepared and diluted with ice-cold Milli Q water in
order to observe the appropriate area of signals. The diluted
plasma was collected in airtight syringes and introduced via a
HPLC pump (Shimadzu, Kyoto, Japan) into a photolysis-chemi-
luminescence system at a fixed flow rate of 1 mL/min, where the
homolytic cleavage of NO from CapNO was completed. The CapNO
concentration is directly proportional to detected signal area, which
could be converted to the plasma level of CapNO by using the
peak-concentration standardization curve of CapNO. The phar-
macokinetic study was performed in each individual rat with the
PharmK kinetic software.16 Pharmacokinetic parameters for
individual plasma concentration-time data were determined by
a nonlinear least-squares regression program of the PharmK,
using a one-compartment open model for single oral dosing, and
a two-compartment model for single bolus iv dosing (Table 1). The
goodness of fit was assessed from the distribution of residuals.
The bioavailability was calculated using the values of area under
the concentration-time curve (po versus iv).

Six calibration standard concentrations ranging from 2.5 to 500
ng/mL of CapNO were prepared by spiking blank plasma with
CapNO working standards. To determine sensitivity and specific-
ity of the assay prior to the initiation of the study, CapNO and its
major contaminants, NaNO2, the starting compound Cap, and the
corresponding disulfide, were detected in Milli Q water or rat blank
plasma. The diluted rat blank plasma itself gave no signal peaks,
indicating no interfering materials present. The detection limit
for CapNO was approximately 2.5 ng/mL, which was sensitive
enough to measure the predicted plasma levels of CapNO for at
least three t1/2 periods after single oral dose (5 mg/kg). However,
the detection limit for NaNO2 was 2.5 µg/mL with the retention
time remarkably shifted, and the system did not respond to the
parent Cap and its disulfide, indicating the assay specificity for
plasma CapNO. To assess accuracy, precision, and reproducibility,
five sets of quality control samples were analyzed together with

the diluted plasma and urine samples, or kidney homogenates.
The mean predicted quality control concentrations were within
3.6% of the nominal values. The within-day and between-day
coefficients of variation were determined for triplicate spiked
samples of CapNO at 12.5, 25, and 250 ng/mL and resulted in
values of 4.1-8.4%. The recovery of CapNO spiked to rat plasma,
urine, bile, and various tissue homogenates was >89%. The
relationship between peak areas and CapNO concentrations (2.5,
12.5, 25, 62.5,125, and 500 ng/mL) in rat plasma, urine, bile, and
tissue homogenates was linear with correlation coefficients > 0.99.

Tissue Preparation for CapNO Distribution Studiess
CD-1 mice, 25 ( 6 g, eight males and seven females were used.
Mice were fasted overnight with water available ad libitum.
Tissues were excised following ether anesthesia at 0.5, 1, and 5 h
after oral administration of CapNO. The intestine was cut opened
and rinsed with cold saline to remove the contents. Tissues were
washed three times with cold saline, weighed, and minced with
scissors. Homogenization of each tissue (0.2 g) was performed in
five volumes by tissue weight of ice-cold 10 mM potassium
phosphate buffer (pH 7.4) for 5 min. The homogenates were then
centrifuged at 14000g for 15 min (0-4 °C). The supernatants were
removed and diluted with 10-fold excess of Milli Q water. An
aliquot of 100-µL diluted supernatants was assayed for CapNO
by the photolysis-chemiluminescence method described above.
CapNO concentrations in the various tissue samples were deter-
mined with standardization curves ranging from 2.5 to 500 ng/
mL prepared in the corresponding tissue samples.

Urine, Feces, and Bile CollectionsSD rats individually
resided in stainless steel metabolism cages, where urine and feces
were separated by a cone-shaped device. Pooled urine and feces
were collected overnight prior to drug administration and then at
5, 10, 24, and 48 h after a single oral dose. Feces were homogenized
in a mortar in two volumes by fecal weight of cold water. Both
fecal homogenates and urine were centrifuged at 14000g at 0 °C
for 15 min. The supernatants of urine and feces were diluted with
103-104 fold excess of Milli Q water, and the diluted supernatants
were analyzed by Ellman test17 for SH groups, and by Griess
assay18 for nitrite determination. Rats were anesthetized with
sodium thiopentone (50 mg/kg, ip), and the peritoneal cavity was
opened by an incision along the bloodless midabdominal line. The
common bile duct was cannulated with tubing PE50 toward the
liver. The abdominal wall was then closed by suturing to prevent
hypothermia and dehydration. The open end of the tubing was
kept in a sample tube for bile collection before and at 20, 30, 60,
120, 240, and 360 min after oral administration of CapNO (50 mg/

Table 1sPharmacokinetic Data for CapNO after Dosing to SHR

dose

route parameter 5 mg/kg 10 mg/kg 50 mg/kg

iv t1/2(R) (min) 1.9 ± 0.5 1.9 ± 0.3 5.3 ± 0.4
t1/2(â) (min) 24.6 ± 3.5 19.7 ± 5.9 26.2 ± 5.9
K12 (min-1) 0.17 ± 0.03 0.12 ± 0.03 0.05 ± 0.01
K21 (min-1) 0.24 ± 0.03 0.28 ± 0.05 0.31 ± 0.03
K10 (min-1) 0.07 ± 0.02 0.06 ± 0.01 0.04 ± 0.01
Vd (L/kg) 0.09 ± 0.01 0.11 ± 0.01 0.21 ± 0.02
CL(T) (mL/min/kg) 16.0 ± 0.7 22.4 ± 3.2 25.0 ± 1.7
AUC (µg/mL‚min) 247 ± 13 408 ± 25 1122 ± 165

po K (min-1 10-3) 12.3 ± 2.1 13.3 ± 1.0 8.9 ± 0.5
KR (min-1 10-3) 54.9 ± 10.9 62.5 ± 12.1 67.7 ± 18.4
t1/2 (min) 64.4 ± 12.3 70.6 ± 10.0 78.8 ± 5.0
CL(T) (mL/min/kg) 15.8 ± 0.7 16.4 ± 0.7 23.6 ± 1.8
Vd/F (mL/kg) 52.7 ± 2.1 56.4 ± 2.2 106.5 ± 8.5
Tmax (min) 45.3 ± 2.6 41.8 ± 5.2 37.7 ± 4.4
Cmax (µg/ mL) 393 ± 81 606 ± 40 1199 ± 105
AUC (µg/mL‚min) 60 ± 5 89 ± 24 277 ± 29
bioavailability (%) 24.3 21.8 24.7

For iv route, t1/2(R) and t1/2(â) were the half-life of distribution and elimination,
respectively. K12 was the rate constant for the movement of drug from central
to tissue compartment; K21, rate constant for the movement of drug from tissue
to central compartment; K10, elimination rate constant. For po route, K was
elimination rate constant, and KR, absorption rate constants. t1/2 was elimination
half-life. CL(T), systemic clearance; Vd, apparent volume of distribution; F,
bioavailability; Tmax, time to attain maximum plasma concentration; Cmax,
maximum plasma concentration. AUC, the total area under plasma concentra-
tion-time curve from 0 to 4 h.
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kg). CapNO levels in rat bile were determined by the photolysis-
chemiluminescence method using the corresponding standardiza-
tion curve.

Statistical AnalysessUnless otherwise noted, all results are
presented as mean ( SE. In some figures, only one SE is shown
either above or below the mean to improve clarity. Differences were
analyzed by Student’s t test, a p < 0.05 was accepted as significant.

Results
Physicochemical Properties of CapNOsThe red

flake crystals of CapNO were not hygroscopic, and the
stability of the crystals was significantly improved after
purification. The red flake crystals were freely soluble in
ethanol, chloroform, acetone, and ether and soluble in H2O,
NaOH (0.1 N), and HCl (0.1 N). The melting point of
CapNO was found in the range of 49-52 °C, which was
determined in open capillary tubes with a melting point
apparatus. After being heated over the melting point, the
red crystals instantaneously decomposed to an off-white
color, which was demonstrated to be captopril disulfide
according to the disulfide’s retention time of HPLC. The
off-white material exhibited a beehive-like appearance
when the temperature passed through 104 °C.

Spectral Analyses of CapNOsScanning by the five
UV-visible spectrometers at every (0.5 nm around the two
maxima revealed the peak wavelengths for CapNO at 332
and 546 nm with a molar extinction coefficient (mol-1 m2)
of 874.8 ( 12.1 and 15.5 ( 0.2, respectively. Solvent effects
on the absorption maxima of CapNO were compared
(Figure 1A). TLC spots were detected with UV light (254
nm) or visualized with iodine vapors. TLC showed Cap and
CapNO with Rf values of 0.90 and 0.72, respectively (not
shown). From the HPLC study (Figure 1B), in each case a
single major peak was observed, indicating that the
crystalline CapNO has a purity of >99% without detectable
monosulfide and disulfide Cap residues. Retention time
ranged from 10.6 min for CapNO to 6.1 min for the starting
compound Cap to 14.1 min for the major metabolite Cap
disulfide. The HPLC analysis revealed that the peak area
generated was linear over a range of 1.64 µg/mL to 1.64
mg/mL (r ) 0.99).

The presence of a S-NO group in CapNO can be readily
determined from the strong IR band at 1332 and 1510
cm-1, which corresponds to the stretching vibration of the

NdO bond. An absorption band at 1101 cm-1 is charac-
teristic of the vibration of the S-N bond. The other
absorption bands were identical by IR (KBr) to the bands
found in the starting compound Cap although the frequency
associated with a particular group varies slightly owing to
the influence of the molecular environment. These bands
appeared at 1626 cm-1 for the amide C-N, 2962, 2930,
2883, and 1460 cm-1 for the stretching vibration of the
C-H bond, and 3400, 1703, 1433, and 922 cm-1 corre-
sponding to the COOH group (Figure 2).

The 1H NMR spectrum of CapNO is shown in Figure 3.
Upon completion of S-nitrosylation of Cap, the signals
corresponding to the methylenic protons (SCH2) of the side
chain of Cap were shifted downfield from δ 2.8-2.9 to δ
3.4-3.5. This shift is expected because a thiol is trans-
formed into a more electron-withdrawing nitrosothiol
group. The disappearance of the triplet signals of the sulfur
proton of Cap at δ 1.53 is indicative of the conversion of
Cap to CapNO as well. Reported below are the 1H NMR
data for the CapNO: δ 1.25 (3H,d, CH3), 2.01(3H, m, 3,4-
CH2CH in proline), 2.42 (1H, q, 4-CH in proline), 2.70 (1H,
m, CH), 3.50 (2H, m, SCH2 in side chain), 3.75 (2H, t, CH2
in side chain), 4.58 (1H, t, 5-CH in proline). The replace-
ment of SH with S-NO induced the 13C NMR signals of

Figure 1sUV-visible spectroscopic and chromatographic characterization of
CapNO. A. UV−visible absorption spectra revealed the presence of two maxima
at 332 and 546 nm when CapNO was prepared in Milli Q water. HCl caused
a hyperchromic shift, and ethanol resulted in a bathochromic shift, whereas
NaOH did not have significant effects on the absorption maxima. B.
Representative HPLC analysis using UV detection at 220 nm revealed that
CapNO solution (50 mM) prepared with its flake crystals in 0.1 N HCl showed
only one peak at tR ) 10.6 min without the corresponding monosulfide and
disulfide (left tracing), whereas a mixture solution consisting of CapNO, its
monosulfide, and its disulfide exhibited three peaks at different retention times
(right tracing).

Figure 2sInfrared spectra observed in CapNO molecules showed the most
important frequencies at 1332 and 1510 cm-1 corresponding to the functional
group NdO; 1101 cm-1 was assigned to the S−N stretch.

Figure 3sRepresentative 1H NMR spectra of CapNO crystals (right) and its
starting compound Cap (left). The substitution of SH group with SNO was
confirmed by an electron-withdrawing effect of the SNO group, which shifted
the signals of the methylenic protons (SCH2) from δ 2.8−2.9 (in Cap) to δ
3.4−3.5 (in CapNO). In addition, the peak at about 1.5 ppm corresponding to
the HS proton disappeared.
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the methylenic carbon (S-CH2) to shift from δ 42.437 to δ
37.801 (data not shown).

Mass analysis indicated an apparent molecular ion of
m/z 217 and m/z 247, both of which provided valuable
diagnostic evidence for the proposed structure of CapNO.
First, the base peak of molecular ion at m/z 30 (NO) and
the largest m/z 217 (Cap) strongly suggested the homolysis
of the S-NO bond in the CapNO after electron-impact
ionization. Second, analysis of the molecular weight of
CapNO by fast atom bombardment mass spectrometry
(Figure 4) yielded values of m/z 247 and 493 [M + H]+,
which correspond to CapNO and a dimer of Captopril,
respectively. Third, high-resolution mass spectrum analysis
of CapNO using glycerol as the reference indicated that
the ion at m/z 247 (calculated 247.07525) represented a
C9H15O4N2S formula for the tested compound.

Pharmacodynamics and Pharmacokinetics of
CapNOsAfter collection of blank blood samples, CapNO
was administered (po or iv) to the conscious SHR (n ) 6,
each group). CapNO (iv) immediately resulted in hypoten-
sive responses in awake SHR. MAP fell to the nadir within
2 min. At doses of 5 and 50 mg/kg, CapNO decreased MAP
from 160 ( 7 to 102 ( 8 mmHg (p < 0.01), and 154 ( 5 to
82 ( 9 mmHg (p < 0.001), respectively. The hypotensive
effects lasted for more than 4 h. The plasma concentrations
of CapNO at 1 min after injections reached the peak of
35.9 ( 1.3 µg/mL (5 mg/kg), 64.4 ( 1.4 µg/mL (10 mg/kg),
219.6 ( 18.8 µg/mL (50 mg/kg); thereafter, the drug
concentrations declined with time (Figure 6). Oral admin-
istration of CapNO to catheterized awake SHR produced
reduction in MAP from 153 ( 10 to 126 ( 18 mmHg (p <
0.05, 5 mg/kg), from 151 ( 5 to 130 ( 5 mmHg (p < 0.05,

10 mg/kg). As shown in Figure 5, CapNO 50 mg/kg (po)
produced a marked and sustained hypotension. In contrast,
both vehicle (H2O) and Cap (50 mg/kg) did not produce
significant hypotensive effects in SHR rats (Figure 5).

The plasma concentration-time curves for CapNO after
po and iv administration are shown in Figure 6. Concomi-
tant with this decrease in blood pressure, CapNO level in
plasma reached 425 ( 62 ng/mL at 10 min and 1092 (
183 ng/mL at 30 min after oral administration. The time
course of decreases in blood pressure and increases in
CapNO plasma levels paced almost simultaneously. Peak
effect and peak plasma level were noted synchronously by
30 min intervals (Figures 5 and 6). The relationship
between single oral CapNO doses (5, 10, and 50 mg/kg) and
the area under the plasma concentration-time curves was
linear. The pharmacokinetic parameters of CapNO after
po and iv dosing are listed in Table 1. The bioavailability
of oral CapNO, as determined by the ratio of oral AUC to
intravenous AUC, ranged from 22 to 25% (Table 1). The
results suggest that CapNO is subject to either incomplete
absorption or hepatic first-pass metabolism when admin-
istered orally.

CapNO Tissue Distribution and ExcretionsTissue
levels of CapNO were shown in Table 2. The kidney, liver,
lungs, and small intestine were found to contain the
highest levels of CapNO, while brain and fat tissues
contained almost no CapNO. The urinary levels of CapNO
were not detectable 5 h after dosing with 50 (data not
shown) and 500 mg/kg of CapNO by using either the
photolysis-chemiluminescence or Saville assay4 to quantify
the S-nitroso content of CapNO. This result reflected the
in vivo biotransformation of CapNO caused by the cleavage
of the S-NO bond. However, the major CapNO metabolites
such as NO2

- and thiols, were detected in the pooled urine
and feces by the Griess and Ellman assays (Table 3). The
data indicate that CapNO was subjected to extensive

Figure 4sMass analysis of CapNO crystals using fast atom bombardment
mass spectrum analysis of CapNO. The analysis revealed m/z 247 and 493,
which corresponds to CapNO and a dimer of Cap, respectively. The ion
intensity is expressed in an arbitrary unit by taking the height of the base
peak at m/z 70 as 100.

Figure 5sTime course of mean arterial pressure after oral administration of
water, Cap, and CapNO to SHR rats. Points and vertical bars represent the
mean ± SD (n ) 4−6). *p < 0.05, **p < 0.01, compared with water group.

Figure 6sPlasma concentration−time course of CapNO after oral (upper) or
intravenous (lower) administration to awake SHR rats (n ) 6).
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metabolism. CapNO excretion via the rat bile within 6 h
after a single dose was shown in Table 4.

Discussion
This is the first report systematically characterizing

physicochemistry of the novel crystalline CapNO by spec-
tral UV-visible, IR, MS, and NMR. The two absorption
maxima at 332 nm (UV, assigned to B band) and 546 nm
(visible) are indicative of S-nitrosylation. The λmax of
CapNO solution at 546 nm indicates that the solution
absorbs a green light, and thus the solution color looks like
pink, which is complementary to the color of green. The
formation of CapNO could be conveniently monitored by
the visible pink and quantified at 332 and 546 nm. Neither
such maxima nor the pink color could be observed when
the S-nitrosylation reactions were carried out using equimo-
lar concentrations of NaNO2 and disulfides (either Cap
disulfide or glutathione disulfide dimer) under the same
conditions of reaction. This indicates a specific replacement
of SH with SNO.

Infrared and NMR spectra of crystalline CapNO are
excellent probes for the nitrosation of thiols in structural
determinations. Chemical shifts of CapNO are significantly
different from those of the parent Cap. The greater elec-
tronegativity of the S-nitroso group has a deshielding effect,
which is readily identified by downfield shifts of resonance
of the R-protons and R-carbon atom attached to the SNO
group. The characteristic infrared frequencies assigned to
the stretching vibration of the NdO bond are indicative of
the presence of S-nitrosylation (Figure 2).

Single oral doses of CapNO are capable of reducing blood
pressure in the awake SHR and causing the quick onset
of hypotension (approximately 32% reduction in MAP),
whereas Cap possesses no such quick activity. It is likely

that the variation in the extent of hypotension between the
two compounds arises from the NO moiety since only the
crystalline CapNO produces immediate vasodilation in
vitro12 and an acute antihypertensive effect in vivo. Very
importantly, the concomitant measurement of CapNO
plasma concentration and efficacy in the awake SHR has
been incorporated to establish the relationships between
pharmacokinetics and pharmacodynamics for CapNO in
the present studies. The potency and duration of action of
CapNO were clearly dose-dependent and were paralleled
to the plasma levels of CapNO (Figures 5 and 6). The mean
time courses for decreases in blood pressure and increases
in CapNO plasma concentration were parallel and concur-
rent (Figures 5 and 6). Also the oral plasma Tmax of CapNO
(Figure 6, Table 1) was close to the peak time of efficacy
(Figure 5). The pharmacokinetic analyses for single doses
showed that CapNO displayed a linear pharmacokinetic
relationship between doses and dose-normalized AUC
values (data not shown). The oral bioavailability of CapNO
in the SHR was assessed 22-25% on the basis of the ratio
of oral AUC to intravenous AUC. Consistent with these
results was the comparison of antihypertensive effects
produced by oral and intravenous administration of CapNO
(both 5 mg/ kg). The oral effect was about 30% as potent
as the intravenous effect calculated by dividing the area
under the oral effect-time tracings by the intravenous ones.
The differences in bioavailability determined by plasma
data and pharmacological effects may be attributed to the
additive effects caused by CapNO metabolites, which might
not be detectable in plasma by the photolysis-chemilumi-
nescence.

Distribution of CapNO in awake animals reached a peak
at 30 min in tissues, where blood flow is relatively rapid.
CapNO was eliminated 5 h after oral administration. The
results indicate a rapid equilibrium of CapNO between the
central and peripheral compartments. The negligible
amounts of CapNO found in brain and fat tissues reflects
the compound’s poor penetration into brain and fat tissues
owing most likely to the hydrophilic properties of CapNO.
After oral administration, CapNO is excreted as its me-
tabolites, i.e., reduced thiol and NO2, predominantly in the
urine and to a lesser extent in the feces (Table 3). The
cumulative urinary recovery of CapNO within 48 h ac-
counted for about 40% of the dose in the form of nitrogen
dioxide, and to a minor portion in the form of thiols (Table
3). The relatively less elimination of thiols might be
explained by the formation of disulfide dimers after dosing.
Failure to detect the vulnerable S-NO bond of CapNO in
the pooled urine and feces indicates the extensive metabo-
lism due to the cleavage of S-NO bond when CapNO was
eliminated out of the body. It is unlikely that the bile is a
major excretion route for CapNO. We only recovered 8 ×
10-5 of total CapNO from rat bile (Table 4) within 6 h
although the CapNO bile excretion rate was fairly high
within 1 h after oral dosing. The hepatic metabolism of
RSNOs is worthy to be further investigated.

The mechanism by which CapNO reduced blood pressure
in SHR may have involved the ability of CapNO to deliver
NO to the blood vessels within a short period, and inhibit
ACE6,19 in vivo for a longer period. A more likely explana-
tion of the antihypertensive action of CapNO can be divided
into two phases: an early phase and a late phase. The early

Table 2sTissue Distribution of CapNO (50 mg/kg) after Oral Administration to Mice

time (h) n kidney liver lungs small intestine heart spleen skeletal muscle brain fat

0.5 5 389 ± 165 366 ± 24 317 ± 65 619 ± 76 189 ± 49 112 ± 69 27 ± 9 26 ± 18 NDa

1 5 211 ± 109 279 ± 45 192 ± 73 238 ± 109 178 ± 42 80 ± 30 19 ± 9 25 ± 15 NDa

5 5 43 ± 23 34 ± 29 49 ± 34 10 ± 23 23 ± 20 35 ± 23 8 ± 2 5 ± 6 NDa

a Not detected. Results are the mean ± SD (ng/g) for five experiments.

Table 3sCumulative Excretion (% of dose) of Thiols and NO2
-

in Pooled Rat Urine and Feces after Oral Dosing of CapNO
(500 mg/kg, n ) 5)

SH compoundsa NO2
- b

time after
dosing (h) urine feces urine feces

0−5 3.54 ± 0.43 15.42 ± 2.93
0−10 6.80 ± 0.92 25.37 ± 4.72
0−24 7.52 ± 1.08 3.04 ± 0.74 40.17 ± 5.62 18.25 ± 2.13
0−48 7.91 ± 1.03 3.18 ± 0.91 40.60 ± 5.78 19.42 ± 3.16

a Determined by Ellman assay. b Determined by Griess assay.

Table 4sExcretion Rate and Recovery of CapNO (50 mg/kg) in Rat
Bile after Oral Dosing

time after dosing
(min)

excretion rate
(ng/mL/h)

recovery of dose
(× 10-5)

0−20 912 ± 81 1.38 ± 0.12
20−30 1461 ± 546 0.54 ± 0.21
30−60 511 ± 73 0.93 ± 0.13
60−120 262 ± 10 1.78 ± 0.06

120−240 75 ± 10 2.95 ± 0.19
240−360 26 ± 7 0.45 ± 0.05

0−360 8.03a

a Total recovery of the dose in the 0−360 min excreta.
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phase involves a direct action of CapNO as an exogenous
NO donor to restore the impaired intrinsic NO-mediated
vasodilation and directly counteract the vasoconstrictive
influences of angiotensin II and other vasoconstrictors that
ACE inhibitors may not directly antagonize. The early
phase represents a potent hypotensive effect of exogenous
NO donors. The time course of this phase is described in
Figure 6. The late phase displays a moderate antihyper-
tensive effect produced by a number of bioactive metabo-
lites of CapNO after homolytic cleavage of the S-N bond
in CapNO. The metabolites may include Cap disulfides,
Cap-cysteine, and Cap-glutathione disulfides.20 Indirect
evidence from the early studies of Cap suggests that these
disulfides may play a role in the maintenance of the
antihypertensive action of Cap.21 Compounds containing
S-NO group usually have a biotransnitrosylation effect,
which involves conjugation with endogenous thiol-contain-
ing amino acids to form mixed S-nitrosothiol-thiols.22

Hence, these potential effects produced by S-nitrosothiol-
cysteine, -glutathione, and -serum albumin cannot be
excluded from antihypertensive action of CapNO.

It has been known that the photolysis-chemilumines-
cence method is superior to others in accuracy, reproduc-
ibility, and convenience for determining NO and RSNOs.4
Photolysis homolytically releases NO, and cold traps
remove all nonvolatile parent compounds or derivatives.
Therefore, the plasma, urine, and other biological samples
do not need to be pre-prepared before measurement. This
ensures our obtaining more accurate data without facing
the problems such as sample processing and thermal and
chemical decomposition of the target compound. The NO
group exchange between a biochemical active thiol and a
RSNO has been reported.22-24 Because S-nitrosothiol-thiol
exchange may produce a detectable signal in the photoly-
sis-chemiluminescence, we cannot be absolutely certain
of the nature of the derivative, especially when samples
were obtained hours after CapNO was administered.
Although it cannot unequivocally distinguish among dif-
ferent RSNOs, this methodology is valuable for studies of
CapNO pharmacokinetics when coupled with pharmaco-
dynamic studies.

Unlike glyceryl trinitrate, CapNO is not subject to
tolerance,25 and has no cross-tolerance with glyceryl trini-
trate in vivo in dogs.26 Our preliminary data proved that
chronic oral administration of CapNO showed a potent
effect in the SHR and SS/Jr hypertensive models (unpub-
lished observation). CapNO is among the most advanta-
geous of the known NO donor drugs from the therapeutic
and toxicological point of view. The studies described herein
is valuable in predicting effects of the related RSNOs in
animals and planning clinical studies of CapNO.
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Abstract 0 Indirect Response Models account for the pharmacody-
namics of numerous drugs which inhibit or stimulate the production
(kin) or loss (kout) of the response variable (R). The dose and
pharmacokinetics, capacity (Smax, Imax), and potency (SC50, IC50) factors
of the Hill function incorporated in these models are the primary
determinants of overall responsiveness. However, the initial or baseline
value for the response (R0 ) kin/kout) should also be considered as
an important factor for the net response. Using Indirect Response
Model III (stimulation of input) as an example, the net area under the
effect curve (AUECNET) can be proportional to the R0 values. Such a
feature is demonstrated in this report by computer simulations, by
examination of the integral of the simulated response vs time profiles,
and with examples from the literature. Also shown is an adjustment
of R0 when the therapeutic agent is an endogenous substance. These
analyses show that the role of R0 and kin should not be overlooked
as determinants of indirect responses and source of variation among
subjects or patient groups.

Introduction
The role of the initial or baseline value of a pharmaco-

logical response is often overlooked in considering factors
which control pharmacodynamics. For indirect responses
where drugs alter the production or loss of the response,
the initial or baseline value (R0) is a dependent variable
which is usually described as the ratio of kin (zero-order
formation rate constant) ÷ kout (first-order elimination rate
constant).1 The kin is under the direct control of many drugs
and subject to physiological and pathophysiologic alter-
ations. Many biotech products produce their pharmacody-
namic effects in a similar fashion: Interleukin-10 (IL-10)
increases the blood monocyte and neutrophil counts,2
growth hormone (GH) stimulates the formation for insulin-
like growth factor I (IGF-I),3 interferon R-2a (INF R-2a)
induces the production of MX protein,4 and erythropoeitin
stimulates reticulocyte/red blood cell production,5 and
soluble transferrin receptor.6 Drugs with actions according
to Indirect Response Models,1 especially Model III which
accounts for stimulation of kin when kout remains un-
changed, can exhibit variable responses in patients when
there are marked interindividual differences in R0 and kin
values.4,6 This report provides simulations to demonstrate
how differences in R0 and kin among patients or different
groups will affect net responses to pharmacological agents
and points out how this is of particular concern for the
drugs which are intended to stimulate natural physiologic
processes.

Experimental Section
MethodssComputer simulations were performed using the

ADAPT II program.7 The pharmacokinetic/pharmacodynamic (PK/
PD) relationships for a hypothetical drug concentration (C) and
the induction of the response (R) were simulated.

PharmacokineticssThe pharmacokinetics were described by
the Bateman Function with a baseline value (CBL):

The assigned PK parameter values were as follows: dose ) 250,
500, 1000, and 2000 µg; absorption rate constant ka ) 0.693 h-1;
elimination rate constant kel ) 4 h-1; CL ) 10 L/h; volume V )
2.5 L. Simulations were performed with both CBL ) 0 and 1 ng/
mL.

PharmacodynamicssAssuming that the drug stimulates the
formation rate of R, Indirect Response Model III (1) was applied:

where

and

where Smax is the maximum effect and SC50 is the drug concentra-
tion which can produce 50% of the maximum stimulation of the
formation rate.

When the therapeutic agent is an endogenous substance, the
basal response occurs when Cp ) CBL. As a result, the relationships
between kin, kout, and R0 should be defined as follows:3

where

The assigned PD parameter values for the simulations were
R0 ) 25, 50, 100, or 200 ng/mL; kout ) 0.4 h-1; Smax ) 5; SC50 ) 4
ng/mL.

If the baseline level (CBL) ) 0, then kin ) koutR0 ) 10, 20, 40, or
80 ng/mL/h.

If CBL ) 1 ng/mL, then
* To whom correspondence should be addressed. e-mail: wjjusko@

acsu.buffalo.edu.
† Current address: Department of Pharmacokinetics and Metabo-

lism, Genentech Inc., South San Francisco, CA 94080.

Cp ) CBL +
kadose

V(ka - kel)
(e-kelt - e-kat) (1)

dR
dt

) kin(1 + S(t)) - koutR (2a)

S(t) )
SmaxCp

SC50 + Cp
(2b)

kin ) koutR0 (3a)

kin )
koutR0

(1 + S(BL))
(3b)

S(BL) )
SmaxCBL

SC50 + CBL
(3c)

kin )
koutR0

(1 + S(BL))
)

koutR0

2
) 5, 10, 20, or 40 ng/mL/h
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Area AnalysissThe total areas under the response curves
(AUECtotal) from time 0 to 20 h after drug dosing were obtained
by integrating eq 2 in the ADAPT II program.7 The net AUEC
values (AUECNET) ) AUECtotal - AUECbase, where AUECbase )
R0(20 h).

Results

PharmacokineticssSimulations for drug concentration
vs time profiles after four different doses are shown in
Figures 1a (CBL ) 0) and 1B (CBL ) 1 ng/mL). The curves
show an expected up-curve, a Cmax proportional to dose, a
tmax at 0.5 h, and monoexponential decline. The presence
of the baseline adds curvature to the lower profiles.

PharmacodynamicssNo BaselinesSimulations for the
response vs time profiles are shown in Figure 2. When R0
(or kin) is a constant, the maximum response as well as
the time to reach the maximum response increases when
the dose increases. These are the basic characteristics of
Indirect Response Model III.8 As shown in Figure 2, R0 (or
kin) has a profound effect on the magnitude of the overall
response. When the dose is constant, the maximum re-
sponse is proportional to R0 (or kin).

Presence of BaselinesSimulations for the response vs
time profile are shown in Figure 3. Since R0 is now
regulated by the endogenous drug concentration (CBL), the
kin value is a fraction of koutR0 as defined in eq 3b. In this
particular case, (1 + S(BL)) ) 2. These response profiles
are similar to the results shown in Figure 2. However, the
magnitudes of the responses are approximately one-half
of those with CBL ) 0 owing to the lower kin values.

Area AnalysissAUECNET vs log dose profiles are shown
in Figures 4a (CBL ) 0) and 4b (CBL ) 1 ng/mL). Within
the dose range of 250 to 2000 µg, all curves show linear
relationships (r2 ) 0.9991-0.9997). The slopes obtained by
linear regression are listed in the figure legend.

As shown in Figure 4, the slope coefficients are propor-
tional to R0 (or kin) values. Krzyzanski and Jusko9 provided
an exact solution for the AUECNET based on Indirect
Response Model III:

where kel is the elimination rate constant for the function
C(t) ) dose(e-kelt)/V. When doses are large, then

Therefore, the slope coefficient is approximately equal
to (2.3R0Smax/kel). The kel should be replaced by ka when
flip-flop kinetics occurs in eq 1. The estimates of slopes
based on eq 5 for R0 ) 25, 50, 100, and 200 ng/mL are 415,
831, 1661, and 3323. These values are close to the results
from linear regression for AUEC analysis, although they
are slightly overestimated owing to the approximation and
use of the Bateman Function.

The AUECNET vs log dose profiles and the results for
linear regression when CBL ) 1.0 ng/mL are shown in
Figure 4B. The slope coefficients are also proportional to
R0 values. When the same R0 values are compared, the
slope coefficients are less than 50% of the estimates for
which CBL ) 0. This disproportionality is due to the
alteration of the definition for kin (between eq 3a and 3b),
and the different ratios of the stimulation factor, S(t).

ApplicationsThe stimulating effects of a single sc dose
of Interleukin-10 (IL-10) on monocytes in blood were
characterized in normal volunteers2 using Indirect Re-
sponse Model III. Figure 5 shows the mean plasma
concentrations of IL-10 and the time-course of monocyte
numbers. The SC50 of IL-10 averaged 0.66 ( 0.70 ng/mL
while the Smax was predetermined to be 1.5. The relation-

Figure 1sSimulated values for the pharmacokinetic profile of a hypothetical
drug at doses of 250, 500, 1000, and 2000 µg. Top (Figure 1A): CBL ) 0
when the baseline value is negligible. Bottom (Figure 1B): CBL ) 1.0 ng/mL
when the drug is an endogenous substance with a constant baseline value.

Figure 2sSimulations for drug effects on the production of responses based
on the principles of Indirect Response Model III. Four dose levels were
simulated: 250, 500, 1000, and 2000 µg. Assuming the baseline is negligible
(CBL ) 0), four different R0 values were utilized in the simulation: 25 (top,
left), 50 (top, right), 100 (bottom, left), and 200 ng/mL (bottom, right). Based
on the relationship described by eq 3a, the kin values are 10, 20, 40, and 80
ng/mL/h, respectively.

AUECNET ) R0

Smax

kel
ln(1 + dose/V

SC50
) (4)

AUECNET ∼ R0

Smax

kel
ln(Dose) ∼ 2.3R0

Smax

kel
log (Dose) (5)
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ship between AUEC and R0 was found to correlate strongly
and indicated that R0 was a major determinant of the net
response.

Discussion
Our simulations show that the baseline value of the

pharmacodynamic response (R0) may play an important
role in affecting the extent of the response if its PK/PD
relationship can be described by Indirect Response Model
III. When other factors remain unchanged (such as Smax,
SC50, kout), the R0 which intrinsically reflects the kin/kout
ratio dictates the overall magnitude of the response. The
same principles apply for drugs which inhibit kin (Indirect
Response Model I). The extent of the observed response is
also jointly determined by kin and the Hill Function,1,8,9 and
an equation analogous to eq 4 exists.9 The net response
(AUECNET) is also proportional to R0 in a more complex
fashion for drugs which inhibit or stimulate kout.9 However,
such equations also indicate that the present simulations
are generally applicable to all drugs with indirect mecha-
nisms of action.

Many protein therapeutic agents stimulate natural
physiological processes. For example, IL-10 increases the

Figure 3sSimulations for drug effects on the production of responses based
on the principles of Indirect Response Model III and eq 3b assuming that the
drug is an endogenous substance with a constant baseline (CBL ) 1.0 ng/
mL). Other conditions and simulations are the same as in Figure 2.

Figure 4sAUECNET vs log dose for the response profiles in Figures 2 and 3.
Top (Figure 4A): baseline is negligible (CBL ) 0). Slopes are 394, 787, 1574,
and 3148. Bottom (Figure 4B): the drug is an endogenous substance with a
constant baseline value (CBL ) 1 ng/mL). Slopes are 155, 310, 620, and
1248.

Figure 5sPharmacokinetics of Interleukin-10 (IL-10) in normal volunteers (top),
time course of stimulation of monocytes in blood (middle), and relationship of
AUEC of monocytes to initial cell number in blood (R0) (bottom). Adapted
from ref 2.
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blood monocyte and neutrophil counts.2 GH stimulates the
formation of IGF-I, which is a mediator for the growth
effect and is often used as a surrogate measurement.3 IFN
R-2a induces the production of MX protein which exerts
various antiviral activities.4 EPO stimulates soluble trans-
ferrin receptor.6 The PK/PD relationships for these biotech
products were characterized by Indirect Response Model
III.2-4,6 The relationship between kin, kout, and R0 can be
adjusted accordingly using eq 3B when the pharmacody-
namic effect is produced by an endogenous substance which
is present at the time of dosing.3

Disease states, physiological conditions, medication his-
tory (treated vs naive patients, drug interactions, etc.), and
other factors may affect the R0 values of the response. Even
for well-controlled studies, interindividual variation in R0
values is often noticeable. For example, about a 2-fold
difference of MX protein baseline values were observed
among healthy subjects in a study where IFN R-2a effects
were measured.4 As a result, marked interindividual
variation for MX protein production was found. For the
effect of EPO on the increase of soluble transferrin recep-
tors (sTfr) in athletes, interindividual variation in sTfr
baseline values may be one reason there were large
differences in responses observed among the subjects.6

These simulations show that the AUECNET values are
well correlated with log(dose) and R0. The relationship is
linear-log and predictable especially when CBL ) 0, and
doses are relatively large.6 Further investigations of the
role of noticeable CBL values on the response profiles are
needed. These results suggest that dosages may have to
be adjusted according to individual R0 values. For example,
a patient with a lower R0 value may require higher doses
compared to another patient with a higher R0 value in
order to produce similar overall responses. If pathophysi-
ologic alterations of R0 occur, dosage regimens designed
for patients should not solely depend on the response profile
obtained from healthy subjects. Finally, when indirect
response models are applied to agents which are endog-
enous substances, the equations for the models will require
utilization of eq 3b in order to account for the role of the
naturally present active substance. In conclusion, for those
therapeutic agents stimulating (or inhibiting) the produc-
tion rate (or kout) of the response, the R0 and kin are

important determinants of the extent of the response and
adjustment of model equations for baseline effects may be
needed.
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Abstract 0 The structure of the hormone glucagon is identical among
humans and several species of other mammals. Equivalence of
recombinant glucagon (rG) to animal-source glucagon (aG) was
assessed in this two-part, open-label, randomized study. Part I was
a four-way crossover intravenous dose-ranging study of rG (pH 2.8)
involving 12 subjects. Part II was a six-way crossover study of 29
subjects comparing rG (diluent pH 2.0 and 2.8) with aG administered
subcutaneously (sc) and intramuscularly (im). Maximum glucagon
plasma concentrations (Cmax) and area under the glucagon concentra-
tion curve (AUC) were calculated. Additionally, maximum blood glucose
concentrations (BGmax), maximum absolute BG excursion (MAE), and
area under the glucose concentration curve from time of dosing to
return to baseline (AUCrtb) were calculated. The primary focus was
equivalence of the formulation intended for marketing (rG pH 2.0) to
aG. Administration of rG pH 2.0 through the im route demonstrated
equivalence to aG for all pharmacokinetic and glucodynamic com-
parisons. Subcutaneous administration of rG pH 2.0 demonstrated
standard bioequivalence for AUC (5.87 versus 6.63 ng‚h/mL; NS) and
near equivalence for Cmax (7.94 versus 9.12 ng/mL; p < 0.05). rG pH
2.0 showed glucodynamic equivalence to aG (BGmax, 136 versus 133
mg/dL; MAE, 50.0 versus 47.4 mg/dL, respectively) and statistically
greater AUCrtb values (151 versus 126 mg‚h/dL, p < 0.05). rG and
aG were equally safe and well tolerated. In conclusion, rG provides
equivalent safety and efficacy to aG.

Introduction
Glucagon is a naturally occurring protein hormone

secreted from the R cells of the pancreas. The primary
sequence of glucagon is highly conserved in mammals and
is identical in man, cattle, pigs, dogs, and rats. The
principal function of glucagon is to maintain glucose
production, through both glycogenolysis and gluconeogen-
esis, at a rate sufficient to meet glucose requirements. In
man, approximately 75% of net glucose production is
mediated through glucagon.1

Glucagon is used therapeutically to treat severe hypogly-
cemia, particularly in patients with diabetes when intra-
venous glucose is unavailable.2,3 Glucagon is also used
intravenously to relax the intestinal tract to facilitate
radiographic examination of the upper and lower gas-
trointestinal tract.3,4 Although glucagon is used to treat
diabetic hypoglycemia, it may induce hyperglycemia in
patients with diabetes when used for radiologic purposes
if the patients are in good metabolic control. However,

glucagon can induce gut immobilization at lower doses than
1 mg. Lower doses of glucagon may provide necessary gut
immobilization while inducing lesser amounts of hyper-
glycemia and therefore achieving greater safety in patients
with diabetes.

Historically in the United States, commercial glucagon
has been produced through an extraction process of beef
and pork pancreas glands, followed by a high degree of
purification. With a trend away from the manufacturing
of beef and pork insulins, the availability of quality animal
pancreas glands has diminished. Recent advances in
recombinant deoxyribonucleic acid (DNA) technology have
provided a reliable and efficient source of purified glucagon,
recombinant glucagon (rG), with an amino acid sequence
identical to that of animal glucagon. The purpose of this
study was to compare the pharmacokinetic and pharma-
codynamic parameters of rG and animal-source glucagon
(aG).

Methods
Patient PopulationsForty-one healthy volunteers (24 males,

18 females) between the ages of 23 and 60 years and who were
within 15% of normal body weight for their height and frame size
(Metropolitan Life Insurance standards) were enrolled in Part I
(n ) 12) or in Part II (n ) 29) of this study. Subjects participated
in only one part of the study. Each subject had a complete medical
history, physical examination, complete blood count, urinalysis, a
fasting chemistry panel, and chest X-ray prior to enrollment.

For this study, the primary study drug was rG, and the
comparator study drug was aG. Each was supplied by Eli Lilly
and Company (Indianapolis, IN). The study drug was supplied as
a lyophilized powder and reconstituted at the time of injection to
a concentration of 1 mg/mL. The diluting solutions were pH 2.0
and 2.8 for rG and pH 2.8 for aG. The Institutional Review Board
of the participating institution approved the study, and each
subject gave written informed consent for the study.

Study DesignsPart I was a randomized, open-label, four-way
crossover study that assessed the pharmacokinetics, glucodynam-
ics, dose proportionality, and safety of rG after intravenous (iv)
administration. Each healthy volunteer received four doses (0.25,
0.5, 1.0, and 2.0 mg) of rG pH 2.8 as an iv bolus injection with a
7-10 day interval between each dose.

Part II was a randomized, open-label, six-way crossover study
that assessed the bioequivalence of rG pH 2.0 and pH 2.8 with
aG pH 2.8 after intramuscular (im) and subcutaneous (sc) admin-
istration. Two separate pH values were used, since the pH used
currently (2.8, for aG) occasionally results in a gel formation.
Reduction of the pH to 2.0 reduces the occurrence of this
phenomenon. Each subject was scheduled to receive all six possible
dose combinations: (1) aG sc, (2) rG pH 2.8 sc, (3) rG pH 2.0 sc,
(4) aG im, (5) rG pH 2.8 im, and (6) rG pH 2.0 im. Each dose (sc
or im, aG or rG) was 1 mg and was separated by a 7-10 day
interval. Administrations were given sc in the lower abdomen and
im in the upper deltoid muscle.

* Corresponding author. Telephone: (317) 276-1304. Fax (317) 276-
5495. e-mail: WOODWORTH_JAMES_R@lilly.com.
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For Part I and II, patients received doses of glucagon after an
overnight fast, and they remained fasting during the test. Serum
samples were collected over a 4-h period after each injection for
measurement of glucose and glucagon concentrations. For Part I,
samples were collected at 0, 2, 5, 10, 15, 20, 30, 40, 60, 90, 120,
150, 180, and 240 min after administration. For Part II, samples
were collected at 0, 5, 10, 15, 20, 25, 40, 60, 90, 120, 150, 180, and
240 min after administration. Serum glucagon concentrations were
measured at a central laboratory (Pharmaco International, Rich-
mond, VA) using radioimmunoassay (RIA) techniques. A modified
commercial glucacon RIA kit (LINCO, St. Louis, MO) was used
for measurement of rG. The modification consisted of replacing
the kit calibration standards with standards prepared with rG in
the kit’s ligand-free matrix. Test samples, standards, and QC
samples were analyzed after extracting all samples with four
volumes of methanol, evaporation of the extracts, and reconstitu-
tion in assay buffer. Although the primary sequence of aG is highly
conserved in mammals (the 29-amino acid sequence is identical
for man, cattle, pigs, dogs, and rats), aG was cross-validated within
this assay, showing equivalent potency, parallel dilution, and
nearly identical recovery. The lowest quantifiable concentration
for the assay was 40 pg/mL.

Additionally, blood glucose concentrations were determined
using a glucose hexokinase method (Clinical Laboratory of MDS
Harris, Lincoln, NE).

Pharmacokinetic MeasurementssPharmacokinetic param-
eters were estimated by noncompartmental pharmacokinetic
methods. Maximum glucagon concentration (Cmax), the time at
which Cmax was observed relative to drug administration (tmax),
area under the glucagon concentration versus time curve from time
0 to infinity (AUC(0-inf)), and apparent terminal elimination phase
half-life (t1/2) for glucagon plasma concentrations derived from
Parts I and II were calculated. Additional parameters, including
total systemic clearance (CL), the volume of distribution at steady-
state (Vss), and the extrapolated volume of distribution (Vext) were
calculated from the iv bolus data (Part I).

Glucodynamic MeasurementssSeveral glucodynamic mea-
surements were derived from the blood glucose concentrations,
including the following: maximum blood glucose concentration
(BGmax), time to BGmax (TBGmax), area under the glucose versus
time curve from time 0 to the time of return to baseline (AUC(0-rtb)),
area under the glucose excursion versus time curve from 0 to
return to baseline (AUCex), maximum absolute BG excursion

(MAE), and earliest recorded time of the MAE (TBGex). “Baseline”
is defined as the blood glucose concentration reported just prior
to injection. “Return to baseline” is the achievement of that
baseline concentration after blood glucose peaked. If necessary,
AUC(0-rtb) and AUCex values were interpolated. The excursion
values (AUCex, MAE, TBGex) reflect a subtraction of the baseline
value from all measured concentrations and calculations in a
fashion similar to the nonadjusted values. All AUC measurements
were calculated using the trapezoidal rule.

Statistical MethodssFor Part I, a parametric (normal theory)
general linear model was applied to the pharmacokinetic and
glucodynamic parameters using the SAS GLM procedure. The
analysis of variance (ANOVA) model included sequence, period,
and treatment as fixed effects and subject within sequence as a
random effect. Differences between the treatments with respect
to any given parameter were further assessed using pairwise
multiple t-tests (Bonferroni method). Dose linearity was assessed
by linear regression of the dose-normalized parameters with
respect to dose. Dose linearity with respect to a parameter was
concluded if the slope was not significantly different from 0 (R )
0.05). For Part II, a similar ANOVA was performed comparing
the pharmacokinetic and glucodynamic parameters and the log-
transformed values of Cmax, AUC(0-t), AUC(0-inf), BGmax, AUC(0-rtb),
AUCex, and MAE. The two one-sided hypotheses (Schuirmann two
one-sided tests procedure) were tested at the 5% level for the
parameters by constructing 90% confidence intervals for the ratio
of the test and reference means. The 90% confidence intervals were
obtained from the antilogs of the lower and upper bounds of the
90% confidence intervals for the difference in the means of the
log-transformed data. Bioequivalence was concluded if the 90%
confidence intervals for the variables Cmax, AUC(0-t), AUC(0-inf),
BGmax, AUC(0-rtb), AUCex, and MAE were contained within the
range of 80% to 125%.

Results
Part IsFor Part I, 10 out of the 12 subjects successfully

completed the study. Two subjects withdrew from the study
for reasons unrelated to the study. All adverse events in
Part I occurred within 24 h following dosing and were mild
in severity. The most common adverse events were dizzi-
ness and nausea.

PharmacokineticssThe pharmacokinetic parameters are
shown in Table 1. rG pH 2.8 exhibited dose proportionality
for Cmax (p ) 0.186 for the test of 0 slope), AUC(0-t) (p )
0.099), and AUC(0-inf) (p ) 0.104) when administered
intravenously over the 0.25 to 2.0 mg dose range. Mean
maximal plasma glucagon concentrations ranging from 37
to 368 ng/mL occurred within 0.05 h following the iv bolus
dose. Glucagon was rapidly eliminated, with mean half-
lives ranging from 0.13 to 0.30 h. Half-life appeared to
increase with increasing dose. This could be an effect of
the appearance of a second compartment that only becomes
apparent with higher glucagon doses. The mean clearance
was similar between the treatments (≈59 L/h). The volume
of distribution (Vext), which is affected by changes in the
rate of elimination, increased with increasing doses.

GlucodynamicssGlucodynamic parameters are shown in
Table 1. Mean maximal blood glucose concentrations were
similar for each treatment (129 to 136 mg/dL) and occurred
within 0.36 h after the iv bolus dose of glucagon. This
finding indicates that even at the lowest glucagon dose, a

Table 1sPharmacokinetic and Glucodynamic Parameters, Intravenous Administrationsa

Cmax, ng/mL
AUC(0-t),
ng‚h/mL

AUC(0-inf),
ng‚h/mL CL, L/h Vext, L Vss, L t1/2, h

BGmax,
mg/dL TBGmax, h

AUC(0-rtb),
mg‚h/dL

recombinant 0.25 mg (A) 37.4 ± 9.24 4.07 ± 0.631 4.08 ± 0.632 62.5 ± 9.0 11.9 ± 6.6 4.2 ± 2.0 0.13 ± 0.06 131 ± 17.5 0.34 ± 0.1 137 ± 96.2
recombinant 0.5 mg (B) 77.6 ± 20.7 8.47 ± 1.83 8.48 ± 1.84 61.1 ± 11.3 12.7 ± 6.9 4.6 ± 2.2 0.15 ± 0.09 138 ± 16.8 0.35 ± 0.1 129 ± 61.7
recombinant 1.0 mg (C) 171 ± 67.3 17.9 ± 4.04 17.9 ± 4.04 58.4 ± 13.3 18.5 ± 10.7 3.8 ± 2.0 0.22 ± 0.12 132 ± 21.0 0.36 ± 0.2 101 ± 52.9
recombinant 2.0 mg (D) 368 ± 117 37.7 ± 6.98 37.7 ± 6.97 54.6 ± 10.1 23.8 ± 9.2 3.5 ± 2.1 0.30 ± 0.09 129 ± 23.1 0.35 ± 0.2 123 ± 103
p-valueb NS NS NS nc nc nc <0.001 NS NS NS

a All data are reported as mean (±SD). NS ) not significant (p > 0.05). nc ) not compared. b From the ANOVA comparing treatment means.

Figure 1sMean blood glucose concentration versus time curves, all
intravenous treatments (part I). n ) 10. b ) 0.25 mg, O ) 0.5 mg, 9 )
1.0 mg, 0 ) 2.0 mg.
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maximum glucodynamic effect was present. Blood glucose
returned to baseline value by 1 h in most subjects (Figure
1). There were no statistically significant differences among
the four glucagon doses with respect to any glucodynamic
parameters.

Part IIsFor Part II, 25 out of the 29 subjects success-
fully completed the study. Three subjects withdrew from
the study for reasons unrelated to the study, and one
patient withdrew due to difficult venipuncture. One subject
was removed from the study due to nausea, dizziness, and
pallor after a 1 mg dose of aG. rG and aG appeared to be
equally safe and well tolerated. The most common adverse
events reported were nausea, dizziness, and headache,
occurring throughout treatment with both aG and rG.

PharmacokineticssVisual inspection of the mean gluca-
gon concentration-time plots suggests that the profiles

have similar absorption and elimination when comparing
the glucagon formulations (aG, rG pH 2.8, and rG pH 2.0)
for either route of administration (Figure 2). Slight differ-
ences in glucagon concentrations were noted between the
injection routes with higher plasma concentrations occur-
ring after sc administration. The absorption was rapid by
either route, with maximum concentrations attained ap-
proximately 0.21 to 0.35 h after dosing.

A summary of the pharmacokinetic parameters is given
in Table 2 and Table 3 for the sc and im routes of
administration, respectively. rG pH 2.0 and pH 2.8 admin-
istered sc met the standard criteria for bioequivalence to
aG with respect to AUC(0-t) and AUC(0-inf) and was nearly
equivalent with respect to Cmax comparisons. Following im
administration, both rG formulations met standard bioequiv-

Figure 2sMean plasma glucagon concentration versus time curves, all treatments (part II). All glucagon doses were 1.0 mg. Left panel shows subcutaneous (sc)
administrations; right panel shows intramuscular (im) administrations. Bars indicate standard errors. n ) 25. b ) animal-source glucagon pH 2.8, O ) recombinant
glucagon pH 2.8, 0 ) recombinant glucagon pH 2.0.

Table 2sPharmacokinetic Parameters and Bioequivalence Assessments, Subcutaneous Administrationsa

t1/2, h Cmax, ng/mL tmax, h AUC(0-t), ng‚h/mL AUC(0-inf), ng‚h/mL

animal-source pH ) 2.8 (A) 0.488 ± 0.166 9.12 ± 5.11 0.33 ± 0.10 6.57 ± 2.29 6.63 ± 2.30
recombinant pH ) 2.8 (B) 0.451 ± 0.146 10.0 ± 3.65 0.27 ± 0.11 6.43 ± 2.15 6.47 ± 2.15
recombinant pH ) 2.0 (C) 0.461 ± 0.166 7.94 ± 3.83 0.35 ± 0.098 5.82 ± 1.61 5.87 ± 1.62

90% CI 90% CI 90% CI

B vs Ab 102−126 91.4−109 91.2−109
C vs Ab 79.1−97.8 82.4−98.2 82.4−98.1

a All data are reported as mean (±SD). All glucagon doses were 1.0 mg. b Comparisons reflect bioequivalence assessments based on log-transformed parameters.
The specified range for any given parameter is the 90% confidence interval (90% CI) of the comparative ratios. If the interval falls between a range of 80% to
125%, it meets the standard bioequivalence criteria.

Table 3sPharmacokinetic Parameters and Bioequivalence Assessments, Intramuscular Administrationsa

t1/2, h Cmax, ng/mL tmax, h AUC(0-t), ng‚h/mL AUC(0-inf), ng‚h/mL

animal-source pH ) 2.8 (D) 0.414 ± 0.147 7.36 ± 2.51 0.22 ± 0.10 4.31 ± 1.36 4.36 ± 1.38
recombinant pH ) 2.8 (E) 0.382 ± 0.100 7.81 ± 3.57 0.21 ± 0.11 4.62 ± 1.86 4.67 ± 1.87
recombinant pH ) 2.0 (F) 0.364 ± 0.141 6.90 ± 2.64 0.22 ± 0.095 3.92 ± 1.48 3.97 ± 1.49

90% CI 90% CI 90% CI

D vs Eb 93.6−115 97.1−115 97.4−116
D vs Fb 85.2−105 83.6−99.5 83.8−99.6

a All data are reported as mean (± SD). All glucagon doses were 1.0 mg. b Comparisons reflect bioequivalence assessments based on log-transformed
parameters. The specified range for any given parameter is the 90% confidence interval (90% CI) of the comparative ratios. If the interval falls between a range
of 80% to 125%, it meets the standard bioequivalence criteria.
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alence criteria to aG with respect to all pharmacokinetic
parameters.

The mean absolute bioavailability for the subcutaneous
administrations of aG, rG pH 2.0, and rG pH 2.8 were 0.39,
0.35, and 0.38, respectively, using mean AUC(0-inf) mea-
surements from the intravenous administrations as an
index. Similar absolute bioavailability calculations for im
administrations showed values of 0.25, 0.23, and 0.27 for
of aG, rG pH 2.0, and rG pH 2.8, respectively.

GlucodynamicssAll glucagon formulations produced
nearly identical glucose response curves after sc or im
administration (Figure 3). A summary of the glucodynamic
parameters is given in Table 4 and Table 5 for the sc and
im administrations, respectively. Comparison of glucody-

namic response following sc administration showed that
both rG formulations had equivalent BGmax and MAE
values when compared to aG. Furthermore, aG and rG pH
2.8 were equivalent with respect to AUC(0-rtb) and glucose
excursion AUCex. Compared with aG, rG pH 2.0 had a
statistically greater AUC(0-rtb) and AUCex. All im admin-
istrations had statistically equivalent AUC(0-rtb) values. The
rG pH 2.8 formulation showed greater BGmax and MAE
values. However, since maximum activity appears to be
achieved with low intravenous doses, this “greater” activity
is likely a type I statistical error. Additionally, the AUCex

of rG pH 2.0 was glucodynamically equivalent to that of
aG.

Figure 3sMean blood glucose concentration versus time curves, all treatments (part II). All glucagon doses were 1.0 mg. Left panel shows subcutaneous (sc)
administrations; right panel shows intramuscular (im) administrations. Bars indicate standard errors. n ) 25. b ) animal-source glucagon pH 2.8, O ) recombinant
glucagon pH 2.8, 0 ) recombinant glucagon pH 2.0.

Table 4sGlucodynamic Parameters and Glucodynamic Equivalence Assessments, Subcutaneous Administrationsa

BGmax, mg/dL TBGmax, h AUC(0-rtb), mg‚h/dL MAE, mg/dL TBGex, h AUCex, mg‚h/dL

animal-source pH ) 2.8 (A) 133 ± 20.6 0.49 ± 0.46 126 ± 65.3 47.4 ± 19.2 0.60 ± 0.55 29.0 ± 25.7
recombinant pH ) 2.8 (B) 132 ± 19.0 0.43 ± 0.18 130 ± 68.1 48.0 ± 13.6 0.60 ± 0.45 30.5 ± 21.4
recombinant pH ) 2.0 (C) 136 ± 19.8 0.52 ± 0.54 151 ± 61.5 50.0 ± 18.5 0.59 ± 0.57 35.0 ± 20.5

90% CI 90% CI 90% CI 90% CI

B vs Ab 96.2−103 86.5−109 95.8−113 87.0−125
C vs Ab 99.2−106 111−139 98.1−116 119−171

a All data are reported as mean (±SD). All glucagon doses were 1.0 mg. b Comparisons reflect bioequivalence assessments based on log-transformed parameters.
The specified range for any given parameter is the 90% confidence interval (90% CI) of the comparative ratios. If the interval falls between a range of 80% to
125%, it meets the standard bioequivalence criteria.

Table 5sGlucodynamic Parameters and Glucodynamic Equivalence Assessments, Intramuscular Administrationsa

BGmax, mg/dL TBGmax, h AUC(0-rtb), mg‚h/dL MAE, mg/dL TBGex, h AUCex, mg‚h/dL

animal-source pH ) 2.8 (D) 137 ± 22.3 0.37 ± 0.14 136 ± 77.7 51.7 ± 17.4 0.59 ± 0.52 32.2 ± 25.9
recombinant pH ) 2.8 (E) 143 ± 20.6 0.43 ± 0.15 147 ± 72.7 56.4 ± 16.8 0.61 ± 0.57 39.7 ± 29.4
recombinant pH ) 2.0 (F) 138 ± 16.5 0.45 ± 0.16 129 ± 60.4 50.6 ± 16.3 0.67 ± 0.62 32.1 ± 22.8

90% CI 90% CI 90% CI 90% CI

E vs Db 101−108 98.9−124 101−119 99.6−143
F vs Db 96.7−103 85.7−108 88.1−104 87.0−125

a All data are reported as mean (±SD). All glucagon doses were 1.0 mg. b Comparisons reflect bioequivalence assessments based on log-transformed parameters.
The specified range for any given parameter is the 90% confidence interval (90% CI) of the comparative ratios. If the interval falls between a range of 80% to
125%, it meets the standard bioequivalence criteria.
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Discussion
Historically, commercial glucagon has been produced

through an extraction of beef and pork glands. However,
recombinant DNA technology has led to an efficient process
for producing pure glucagon. Moreover, the Food and Drug
Administration has recently approved for marketing glu-
cagon manufactured by that technology. The present study
was designed to compare the pharmacokinetic and phar-
macodynamic parameters of recombinant glucagon and
animal-source glucagon. Since the sequence of animal-
source glucagon is identical to that of recombinant gluca-
gon, no difference in biological effect was expected when
comparing the two formulations.

Part I of the study provided a dose-ranging assessment
of rG given intravenously. Our analysis showed that rG
exhibits linear disposition, with AUC and Cmax increasing
in a dose-proportional fashion. The half-life was short, with
relatively high clearance (approximately 1 L/h) and small
volume of distribution. The small volume of distribution
is typical with proteins with their large molecular weight
and polarity.

No dose-response was found with rG between the
various intravenous doses. A maximum response was
achieved by even the lowest dose tested, suggesting that
the use of even small doses may induce hyperglycemia in
patients with diabetes who use rG for radiologic proce-
dures.

Part II of the present study demonstrated that both rG
formulations administered sc were glucodynamically equiva-
lent with respect to BGmax and MAE values when compared
to aG. Furthermore, rG pH 2.8 was equivalent with respect
to AUC(0-rtb) and glucose excursion AUCex when compared
to aG. However, rG pH 2.0 induced higher glucose-related
areas than aG following sc administration. When calculat-
ing AUC(0-rtb) and AUCex, it is necessary to assume that
baseline glucose concentrations are stable within subject.
In reality, fluctuations can occur in a subject’s baseline,
which can cause high intersubject variability in AUC(0-rtb)
(41% to 53%) and AUCex (29% to 89%) and broad confidence
intervals. For these reasons, the glucose-related areas may
not be the most robust pharmacoynamic parameters for
comparing the glucagon formulation.

TBGmax was observed to be greater than tmax after
administration of glucagon by any route, although the
discrepancy is smallest for sc and largest for iv. The size
of this hysteresis and relative delay appears to be inversely
related to the rate of appearance in the bloodstream (rate
of absorption for sc and im routes) and is typical for a
compound which exerts an effect in a tissue distant to
where it is being measured. Nonetheless, the onset can still
be considered rapid with the peak effects from the slowest
absorption (sc) averaging approximately 30 min after
dosing.

A review of the literature yielded a single study that
investigated the pharmacokinetics and glucodynamics of
a recombinant glucagon. Urae and colleagues5 measured
the pharmacokinetics and glucodynamics of a 1 mg dose
of recombinant glucagon administered iv and sc (upper
arm). Unlike the present study, recombinant glucagon was

not compared to animal-source glucagon to determine
bioequivalence. Minor differences in pharmacokinetic and
glucodynamic parameters for rG pH 2.0 were noted com-
pared to those determined by Urae et al. The glucodynamic
parameter of AUC(0-rtb) for both iv and sc administrations
was lower than those reported by Urae et al.5 One possible
explanation for this difference is the duration of blood
sampling. In the Urae study, blood samples were collected
over 720 min,5 while in the present study blood samples
were collected for only 240 min. Although we cannot verify
the calculations of the Urae study, it appears that calcula-
tions were performed to the end of collection rather than
the return to baseline. Both studies show rapid absorption
of glucagon following sc administration (TBGmax, 0.34 (
0.083 h and 0.52 ( 0.54 h, respectively). However, the mean
BGmax was slightly lower in the present study when
compared to the values determined by Urae et al.5 (136 (
19.8 mg/dL versus 160.4 ( 26.5 mg/dL, respectively). In
general, mean values of pharmacokinetic parameters in the
current study tended to be higher than those determined
by Urae et al.5 The minor discrepancies that were noted
may be related to differences in assays, injection sites, and
methods of injection.

In conclusion, we have demonstrated that glucagon
produced through recombinant DNA technology demon-
strates equivalent activity to the currently marketed
animal-source glucagon following im and sc administration.
Additionally, we have provided evidence of the pharmaco-
kinetic equivalence between rG and aG when given by the
im and sc routes. We have also shown the pharmacokinetic
dose-proportionality of glucagon and that the glucose
response appears to be saturated with even low doses of
glucagon. Nonetheless, it is best to ensure the achievement
of a maximum glucose response in emergency situations,
with a clinical dose of 1 mg recommended.
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Abstract 0 Two poly(ethylene glycol) (PEG)-peptides were synthe-
sized and tested for their ability to bind to plasmid DNA and form
soluble DNA condensates with reduced spontaneous gene expression.
PEG-vinyl sulfone or PEG-orthopyridyl disulfide were reacted with the
sulfhydryl of Cys-Trp-Lys18 (CWK18) resulting in the formation of
nonreducible (PEG-VS-CWK18) and reducible (PEG-SS-CWK18) PEG-
peptides. Both PEG-peptides were prepared on a micromole scale,
purified by RP-HPLC in >80% yield, and characterized by 1H NMR
and MALDI-TOF. PEG-peptides bound to plasmid DNA with an
apparent affinity that was equivalent to alkylated (Alk)CWK18, resulting
in DNA condensates with a mean diameter of 80−90 nm and ú (zeta)
potential of +10 mV. The particle size of PEG-peptide DNA
condensates was constant throughout the DNA concentration range
of 0.05−2 mg/mL, indicating these to be approximately 20-fold more
soluble than AlkCWK18 DNA condensates. The spontaneous gene
transfer to HepG2 cells mediated by PEG-VS-CWK18 DNA conden-
sates was over two orders of magnitude lower than PEG-SS-CWK18
DNA condensates and three orders of magnitude lower than AlkCWK18
DNA condensates. PEG-VS-CWK18 efficiently blocked in vitro gene
transfer by reducing cell uptake. The results indicate that a high loading
density of PEG on DNA is necessary to achieve highly soluble DNA
condensates that reduce spontaneous in vitro gene transfer by blocking
nonspecific uptake by HepG2 cells. These two properties are important
for developing targeted gene delivery systems to be used in vivo.

Introduction
A variety of macromolecules including cationic lipids,1

polylysine,2 polyethylenimine,3 and dendrimers4 have been
used as carriers to bind to negatively charged plasmid DNA
and facilitate spontaneous gene transfer in cell culture as
a result of charge interaction between the DNA carrier
complex and the cell surface. Unfortunately, the perfor-
mance of these nonviral gene delivery carriers are far less
efficient in vivo due in part to the rapid pharmacokinetics
and clearance of DNA complexes.5,6 This relates to both
the particle size and surface charge of the delivery system.7
For example, cationic lipids form large DNA complexes that
are trapped in the capillary beds of the lung5 whereas
smaller (<100 nm) peptide DNA condensates are scavenged
by mononuclear phagocytic system (MPS) cells of the liver,6
limiting the development of DNA delivery systems that
target peripheral tissues.

The intravenous dosing of most colloids leads to op-
sonization and MPS cell uptake in the lung, liver, and
spleen.8 In the case of liposomes, this limitation has been
largely overcome by simultaneously reducing the particle
size to <100 nm and modifying the surface with PEG9 since

this polymer possesses the ideal hydration and flexibility
to create a steric layer that allows liposomes to avoid
opsonization and detection by MPS cells.10

Several studies have described the synthesis of PEG-
containing polymers designed to create a steric layer on
the surface of DNA condensates,7,11-17 with the aim of
improving their solubility and in vivo performance. An
early study by Wolfert et al. described the synthesis of
grafted copolymers of PEG (5 or 12 kDa) and polylysine100
prepared by carbodiimide coupling 5-10 mol % of succi-
nylated-PEG onto the side chains of polylysine.11,12 The
resulting PEG-peptides were less toxic to cells in culture
compared to polylysine100, formed DNA condensates pos-
sessing a reduced effective surface charge, and had slightly
improved solubility over control polylysine DNA conden-
sates but surprisingly were unable to reduce spontaneous
gene transfer in HepG2 cells12 in vitro, suggesting that they
would not be able to block nonspecific interactions with
cells in vivo.

Subsequently, Choi et al. derivatized the side chains of
polylysine120 with 5-25 mol % low molecular weight PEG
of 550 Da.13 The resulting PEG-peptide DNA condensates
were also less toxic to cells than polylysine120 DNA con-
densates but were similar to Wolfert’s PEG-peptides in
their inability to reduce spontaneous gene transfer in
HepG2 cells, indicating that low molecular weight PEG was
no more effective than high molecular weight PEG. Using
a similar approach, PEG polylysine dendrimer copolymers
were recently reported by the same group and used to form
DNA condensates that were more nuclease resistant than
polylysine DNA condensates but which were not examined
for gene transfer.14

In addition, Katayose et al. synthesized PEG-polylysine
block copolymers to incorporate 5 kDa PEG into polylysine
by random polymerization of N-carboxyanhydride ε-(ben-
zyloxycarbonyl)-lysine with amino-PEG, resulting in a
polymer with a lysine to PEG ratio of approximately 18:
115,16 representing approximately 5 mol % PEG. These
PEG-polylysine DNA condensates were also reportedly
much more resistant to endonuclease than uncondensed
DNA but were not examined for solubility or gene trans-
fer.16,17

To date, there are no reports of a PEG-peptide DNA
condensing agents that significantly increase the solubility
of the DNA condensates and/or reduce spontaneous gene
transfer to HepG2 cells. These are both significant prob-
lems since the poor solubility of peptide DNA condensates
of approximately 50-100 µg/mL limits the dosing volume
and precludes dose escalation during in vivo gene transfer.
Likewise, reducing the level of spontaneous gene transfer
in vitro is a first step toward developing DNA formulations
that avoid nonspecific gene transfer to cells in vivo and may
allow the development of DNA formulations that target to
peripheral sites. Here we describe the synthesis and
formulation properties of two PEG-peptides, both of which
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significantly improve DNA condensate solubility and one
of which dramatically reduces spontaneous gene transfer
of DNA condensates in vitro. The results suggest that these
two properties are closely linked to the loading level of PEG
on peptide DNA condensates.

Materials and Methods
PEG-orthopyridyl disulfide (PEG-OPSS, 5 kDa) and PEG-vinyl

sulfone (PEG-VS, 5 kDa) were purchased from Shearwater Inc.
(Huntsville, AL) and Fluka (Ronkonkoma, NY), respectively. Fetal
calf serum and LipofectAce were obtained from Gibco BRL
(Gaithersburg, MD). Minimum essential media (MEM) and CM
Sephadex C50 were purchased from Sigma (St. Louis, MO). TCEP
(tris(2-carboxyethyl)phosphine hydrochloride) was purchased from
Aldrich, (Milwaukee, WI). D-Luciferin and luciferase from Photinus
pyralis were from Boehringer Mannheim (Indianapolis, IN). The
5.6 kb plasmid (pCMVL) encoding the reporter gene luciferase
under the control of the cytomegalovirus promoter was a gift from
Dr. M. A. Hickman at the University of California, Davis.18

pCMVL was produced in E. coli and purified using a Qiagen
Ultrapure-100 kit (Santa Clarita, CA). Bradford reagent was
purchased from Bio-Rad (Hercules, CA). Preparative and analyti-
cal C18 reverse phase HPLC columns were purchased from Vydac
(Hesperia, CA). HPLC was performed using a computer-interfaced
HPLC and fraction collector from ISCO (Lincoln, NE).

Synthesis of PEG-VS-CWK18 and PEG-SS-CWK18sCWK18
(Cys-Trp-Lys18) and dimeric-CWK18 were synthesized and char-
acterized as described previously.19 The Cys residue on CWK18
was alkylated with iodoacetic acid resulting in AlkCWK18 as
reported.19 The synthesis of PEG-VS-CWK18 utilized dimeric-
CWK18 (0.5 µmol) which was reduced to form 1 µmol of CWK18 by
reaction with 25 µmol of TCEP20 in 0.5 mL of 0.1 M sodium
phosphate pH 7 for 4 h at room temperature. PEG-VS-CWK18 was
formed by reacting 1 µmol of reduced CWK18 with 30 µmol of PEG-
VS in a total volume of 1.2 mL of 0.1 M sodium phosphate pH 7
at room temperature for 12 h. The progress of the reaction was
monitored by analytical RP-HPLC eluted at 1 mL/min with 0.1%
TFA and a gradient of acetonitrile (5-65% over 30 min) while
detecting by A280nm. The reaction mixture was applied to a CM
Sephadex C50 cation-exchange column (0.7 × 15 cm) eluted with
60 mL of water to remove free PEG-VS as the unbound fraction
and then with 15 mL of 1.5 M sodium chloride while collecting 5
mL fractions. PEG-VS-CWK18 and CWK18 were detected by A280nm
and were pooled and desalted by 5 h dialysis against 4 L of water
in 1000 MWCO tubing and then freeze-dried. PEG-VS-CWK18 was
resolved from CWK18 by injecting 0.5 µmol onto a semipreparative
C18 RP-HPLC column (2 × 25 cm) eluted at 10 mL/min with 0.1%
TFA and a gradient of acetonitrile (5 to 65% over 30 min) while
detecting by A280nm. The peak eluting at 25 min yielded 0.8 µmol
of PEG-VS-CWK18 (80%) based on tryptophan absorbance (ε280nm
) 5600 M-1 cm-1).

A disulfide bond exchange reaction was used to prepare PEG-
SS-CWK18. Prior to conjugation of PEG-OPSS, dimeric-CWK18 was
reduced and then purified by RP-HPLC eluted as described above.
Reduced CWK18 (1 µmol) was reacted with 4 µmols of PEG-OPSS
in 1 mL of 0.1 M sodium phosphate pH 7 at room temperature for
30 min. The reaction was monitored by analytical RP-HPLC which
detected a single new product peak eluting at 25 min. PEG-SS-
CWK18 was purified by injecting 0.5 µmol portions onto semi-
preparative RP-HPLC eluted as described above resulting in an
isolated yield of 95%.

PEG-VS-CWK18 and PEG-SS-CWK18 (1 µmol) were prepared
for 1H NMR by D2O exchange followed by dissolving the sample
in 0.5 mL of D2O (99.96%) containing acetone as an internal
standard. 1H NMR spectra were generated on a Bruker 500 MHz
spectrometer operated at 23 °C. PEG-peptides were prepared for
MALDI-TOF by dissolving 5 nmol in 20 µL of water. These (0.5
µL) were combined with 0.5 µL of saturated R-cyano-4-hydroxy-
cinnamic acid in 50 v/v % acetonitrile and 0.3% trifluoroacetic acid
and then analyzed on a Vestec LaserTec MS (PerSeptive Biosys-
tems, Framingham, MA) operated in the linear mode at 20 kV.

Formulation of Peptide DNA CondensatessPeptide DNA
condensates were formed by adding 75 µg of DNA (pCMVL in 750
µL of 5 mM Hepes pH 7.4) to varying amounts of peptide (7.5 to
90 nmol in 750 µL of Hepes) while vortexing, followed by
equilibration at room temperature for 1 h. Peptide binding to DNA

was monitored by a fluorescent dye displacement assay.19 A 1 µg
aliquot of the peptide DNA condensate was diluted to 1 mL in
Hepes containing 0.1 µM thiazole orange. The fluorescence of the
intercalated dye was measured on an LS50B fluorometer (Perkin-
Elmer, UK) in a microcuvette by exciting at 500 nm while
monitoring emission at 530 nm.

The particle size of peptide DNA condensates were analyzed at
a DNA concentration of 50 µg/mL in Hepes by quasielastic light
scattering (QELS). The particle surface charge was determined
by ú (zeta) potential analysis using a Brookhaven ZetaPlus
(Brookhaven Instruments). The solubility of peptide DNA con-
densates were determined by measuring particle size as a function
of DNA concentration (50 µg/mL to 2 mg/mL) at a constant peptide:
DNA stoichiometry of 0.4 nmol of peptide per µg of DNA corre-
sponding to a charge ratio (NH4

+:PO4
-) of 2.3:1.

DNA cocondensates were prepared by add-mixing AlkCWK18
and PEG-VS-CWK18 in ratios ranging from 0 to 100 mol % and
condensing DNA at a charge ratio of 2.3:1 as described above. To
establish the mol ratio of peptides bound to DNA, condensates
were dialyzed in a fixed volume (0.5 mL) dialyzer for 75 h against
water using a 100 000 MWCO membrane. Peptide DNA conden-
sates in the retentate (0.5 mL) were dissociated by adding 50 µL
of 5 M sodium chloride in 0.1% TFA. AlkCWK18 and PEG-VS-
CWK18 were quantified by injecting 1 nmol of peptide (100 µL)
onto analytical RP-HPLC eluted with 0.1% TFA and a gradient
of acetonitrile (5 to 65% over 30 min) while detecting tryptophan
by fluorescence (λex280nm, λem350nm). The peak integration areas were
used to quantify AlkCWK18 and PEG-VS-CWK18 with reference
to standard curves developed for each peptide.

In Vitro Gene Expression and Cell BindingsHepG2 cells
were plated at 1.5 × 105 cells per 35 mm well and grown to 40-
70% confluence in MEM supplemented with 10% fetal calf serum
(FCS). Peptide DNA condensates (10 µg of DNA) were added
dropwise to triplicate sets of cells in 2% FCS containing 80 µM
chloroquine. After 5 h incubation at 37 °C, the media was replaced
with MEM supplemented with 10% FCS, and luciferase expression
was determined at 24 h. Cells were washed twice with ice-cold
phosphate-buffered saline (calcium and magnesium free) and then
treated with 0.5 mL of ice-cold lysis buffer (25 mM Tris hydro-
chloride pH 7.8, 1 mM EDTA, 8 mM magnesium chloride, 1%
Triton X-100, 1 mM DTT) for 10 min. The cell lysate was scraped,
transferred to 1.5 mL microcentrifuge tubes, and centrifuged for
7 min at 13 000g at 4 °C to pellet debris. Lysis buffer (300 µL),
sodium-ATP (4 µL of a 180 mM solution, pH 7, 4 °C), and cell lysate
(100 µL, 4 °C) were combined in a test tube, briefly mixed, and
immediately placed in the luminometer. Luciferase relative light
units (RLU) were recorded on a Lumat LB 9501 (Berthold
Systems, Germany) with 10 s integration after automatic injection
of 100 µL of 0.5 mM D-luciferin (prepared fresh in lysis buffer
without DTT). The expression level of luciferase was normalized
for protein using the Bradford assay,21 and the relative light units
were converted to fmol of luciferase/mg of protein using a standard
curve developed by adding luciferase to cell supernatant. Each
experimental result represents the mean and standard deviation
derived from a triplicate set of transfections.

LipofectAce (Gibco BRL, 1:2.5 w/w dimethyl dioctadecylammo-
nium bromide and dioleoylphosphatidylethanolamine) was opti-
mized for use to mediate gene transfection in HepG2 cells
according to the manufacturer’s instructions. DNA/LipofectAce
complexes were prepared by combining 10 µg of DNA in 100 µL of
serum free media (SFM) with 60 µL of LipofectAce prepared in
150 µL of SFM. The LipofectAce DNA complex was then diluted
with 1.7 mL of SFM and used to transfect HepG2 cells for 5 h
followed by replacement of the transfecting media with MEM
supplemented with 10% FBS. The cells were incubated for a total
of 24 h, harvested, and then analyzed for luciferase as described
above.

Iodinated plasmid DNA was prepared with specific activity of
300 nCi per µg of DNA as described previously.22 Prior to forming
DNA condensates, the specific activity of the 125I DNA was
adjusted to 4.5 nCi per µg of DNA by combining with unlabeled
plasmid. DNA condensates were prepared using AlkCWK18, PEG-
SS-CWK18, or PEG-VS-CWK18 as described above. Peptide 125I-
DNA condensates (10 µg) were used to transfect HepG2 cells for
5 h according to the procedure described above. The radioactive
media was removed, cells were washed with phosphate-buffered
saline, harvested with lysis buffer, and the cell-associated radio-
activity was quantified by gamma counting.

Journal of Pharmaceutical Sciences / 997
Vol. 88, No. 10, October 1999



Results
PEG-Peptide SynthesissPEG was covalently attached

to the Cys residue of a 20 amino acid synthetic peptide
(CWK18) to prepare two PEG-peptides possessing either a
reversible (PEG-SS-CWK18) or irreversible (PEG-VS-
CWK18) covalent linkage (Figure 1). Each reaction was
optimized by systematically changing the pH and the
stoichiometry of peptide to PEG while monitoring the
product formation by analytical RP-HPLC. Since the reac-
tion of CWK18 with PEG-VS at pH 7 was slow (12 h), TCEP
was added to reduce dimeric-CWK18 and also inhibit its
re-formation during conjugation with PEG-VS. At pH 7, a
mol ratio of PEG-VS:CWK18 of 30:1 resulted in optimal
conjugation to form PEG-VS-CWK18. At suboptimal stoi-
chiometries or lower pH the reaction was incomplete
whereas at a higher pH, dimeric-CWK18 re-formed as the
major product.

In contrast to the synthesis of PEG-VS-CWK18, the
optimal reaction conditions to prepare PEG-SS-CWK18 only
required a 4 mol excess of PEG-OPSS over CWK18 at pH
7. In this case, attempts to block the formation of dimeric-
CWK18 with TCEP led to the reduction of PEG-OPSS,
completely inhibiting the desired reaction. Instead, reduced
CWK18 was prepared and found to react rapidly (30 min)
with PEG-OPSS with minimal formation of dimeric-CWK18.

RP-HPLC analysis of the crude reaction product of PEG-
VS-CWK18 demonstrated a nearly complete disappearance
of CWK18 with the formation of a new peak eluting at 25

min (Figure 2B). Despite the apparent complete resolution
of the desired product, careful examination revealed that
PEG-VS coeluted with PEG-VS-CWK18. This was evident
from NMR analysis which determined a 10-fold excess of
PEG relative to CWK18 in the HPLC purified product (data
not shown). Consequently, PEG-VS-CWK18 was purified
using cation exchange to remove excess PEG-VS and then
by RP-HPLC to remove unreacted CWK18 resulting in a
product that rechromatographed as a single peak on RP-
HPLC (Figure 2D). Proton NMR analysis identified reso-
nances assigned to the R, â, γ, δ, and ε protons of the Lys
residues as well as the Trp aromatic resonances (Figure
3A). Integration of protons at 3.67 ppm (PEG) relative to
the signal at 2.97 ppm (Lys ε) produced a peak area ratio
of 13.5:1 corresponding to a 1:1 conjugate of PEG122 and
CWK18.

RP-HPLC analysis of the crude reaction product of PEG-
OPSS and CWK18 identified a product peak eluting at 25
min, a PEG-OPSS reagent peak at 28 min, a thiol pyridine
(TP) byproduct peak at 5 min, and a trace of dimeric-CWK18
eluting at 15 min (Figure 2C). PEG-SS-CWK18 was isolated
in a single step by semipreparative RP-HPLC, rechromato-
graphed as a single peak on analytical HPLC (Figure 2E),
and produced an NMR spectrum with an integration ratio
of PEG:Lys also establishing a 1:1 conjugate of PEG123 and
CWK18 (Figure 3B).

MALDI-TOF analysis of PEG-VS-CWK18 and PEG-SS-
CWK18 produced a broad peak centered at 8433 and 8297

Figure 1sReaction schemes for the synthesis of PEG-CWK18 conjugates. (A) TCEP was used to reduce dimeric-CWK18 to generate CWK18. This was reacted
in situ with PEG-VS to form PEG-VS-CWK18. (B) Alternatively, the reaction of CWK18 with PEG-OPSS formed PEG-SS-CWK18. (C) AlkCWK18 was produced by
reacting CWK18 with iodoacetic acid. The R, â, γ, δ, and ε protons of Lys of PEG-SS-CWK18 illustrate the nomenclature used for assigning PEG-peptides in
Figure 3.
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m/z, respectively. These results were consistent with the
formation of conjugates of CWK18 (2648 amu) and polydis-
perse PEG of approximately 5800 Da.

PEG-Peptide DNA Condensate FormulationsThe
DNA binding affinity of AlkCWK18, PEG-VS-CWK18, and
PEG-SS-CWK18 were compared using a fluorescent dye
displacement assay. A coincident titration curve for each
peptide with an asymptote at 0.3 nmol per µg of DNA
corresponding to a charge ratio of 1.8:1 suggested that both
PEG-peptides bind to DNA with equivalent affinity as
AlkCWK18 (Figure 4).

The particle size and ú potential of DNA condensates
prepared with AlkCWK18, PEG-VS-CWK18, and PEG-SS-
CWK18 were examined as a function of peptide:DNA
stoichiometry (Figure 5). The mean diameter for both PEG-
peptide DNA condensates was 90 nm at a charge ratio of
1.8:1 or higher whereas the mean diameter for AlkCWK18

Figure 2sAnalytical RP-HPLC analysis of PEG-CWK18 conjugates. The
reaction of dimeric-CWK18 with TCEP and PEG-VS formed a single major
product as shown in panel B. Alternatively, reduced CWK18 (panel A) reacted
with PEG-OPSS to produce PEG-SS-CWK18, dimeric-CWK18, thiol-pyridine
(TP), and unreacted PEG-OPSS as shown in panel C. Purified PEG-VS-
CWK18 and PEG-SS-CWK18 both eluted as a single peak as shown in panels
D and E, respectively.

Figure 3s1H NMR analysis of PEG-CWK18 conjugates. The 500 MHz 1H
NMR spectrum of PEG-VS-CWK18 (panel A) and PEG-SS-CWK18 (panel B)
are illustrated with the key signals of the Lys, Trp and PEG identified according
to Figure 1. The integration of the ε protons of Lys relative to the PEG protons
established a degree of polymerization of 122 for PEG-VS-CWK18 and 123
for PEG-SS-CWK18.

Figure 4sRelative binding affinity of PEG-CWK18 conjugates to DNA. The
fluorescence intensity resulting from the titration of AlkCWK18 (b), PEG-SS-
CWK18 (9), and PEG-VS-CWK18 (2) to compete for intercalator dye binding
to DNA is shown. An asymptote at 0.3 nmol of each peptide per µg of DNA
established that each peptide binds to DNA with equivalent affinity.

Figure 5sQELS particle size and ú potential analysis of PEG-CWK18 DNA
condensates. The mean particle size of AlkCWK18 (b), PEG-SS-CWK18 (9),
and PEG-VS-CWK18 (2) DNA condensates is plotted as a function of peptide:
DNA stoichiometry in panel A. The mean ú potential for each DNA condensate
is plotted in panel B. An indistinguishable particle size and ú potential was
determined for each PEG-CWK18 conjugate. However, a significant decrease
in the ú potential for PEG-CWK18 DNA condensates (+10 mV) versus
AlkCWK18 DNA condensates (+35 mV) provided evidence of the formation of
a steric barrier.
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DNA condensates was 60 nm (Figure 5A). In contrast, a
large decrease in ú potential of +25 mV was identified for
PEG-peptide DNA condensates at a charge ratio of 1.8:1
compared to AlkCWK18 DNA condensates (Figure 5B).

Since PEG-VS-CWK18 and AlkCWK18 possess equivalent
DNA binding affinity, add-mixtures of the two peptides
were used to prepare DNA cocondensates. The average
particle size increased from 65 to 80 nm using add-mixtures
of AlkCWK18 and PEG-VS-CWK18 varying from 0 to 100
mol % while keeping the charge ratio constant at 2.3:1

(Figure 6A). Likewise, the ú potential decreased from +35
mV to +10 mV as the stoichiometry of PEG-VS-CWK18
increased (Figure 6B), suggesting the formation of DNA
cocondensates with intermediate PEG loading.

To further confirm the formation of DNA cocondensates,
unbound peptides were removed by microdialysis and the
ratio of peptides bound to DNA was determined by HPLC.
Control experiments established the nearly complete re-
moval (>90%) of free AlkCWK18 or PEG-VS-CWK18 from
the retentate after 75 h of dialysis (Figure 7A). However,
the dialysis of DNA cocondensates prepared at charge
ratios of 2.3:1 resulted in the removal of unbound peptide
and retention of >35% of the tryptophan fluorescence.
Dissociation and RP-HPLC analysis of the retained peptide
(Figure 7B-F) allowed recovery of AlkCWK18 and PEG-
VS-CWK18 at ratios that agreed to within 16% of the input
ratio for each DNA cocondensate (Table 1) in which the
loss of PEG-VS-CWK18 was greater than that of AlkCWK18.

DNA condensate solubility was evaluated by examining
the particle size of concentrated solutions. AlkCWK18 DNA
condensates increased in particle size from 60 to 400 nm
when increasing DNA concentration from 50 to 500 µg/mL
and then formed visible flocculates at higher concentra-
tions. Alternatively, PEG-VS-CWK18 DNA condensates
maintained a mean diameter of <100 nm throughout
concentrations ranging from 0.05 to 2 mg/mL and showed
no sign of increasing in size (Figure 8). Likewise, substitu-
tion of PEG-SS-CWK18 for PEG-VS-CWK18 resulted in the
formation of DNA condensates with 88 nm mean diameter
at 2 mg/mL.

Figure 6sQELS particle size and ú potential analysis of peptide DNA
cocondensates. Particle size analysis was used to characterize peptide DNA
cocondensates prepared at 50 µg/mL of DNA and varying mol % of AlkCWK18

and PEG-VS-CWK18 as shown in panel A. The ú potential of DNA
cocondensates is shown in panel B. The mean particle size changes from 65
to 80 nm whereas the ú potential of DNA cocondensates decreases from
+35 to +10 mV with increasing mol % of PEG-VS-CWK18.

Figure 7sRP-HPLC analysis of peptide DNA cocondensates. The time course
of dialysis of free AlkCWK18 (b), free PEG-VS-CWK18 (9), AlkCWK18 DNA
condensates (1), PEG-VS-CWK18 DNA (2), and cocondensates of 25:75 ([),
50:50 (O), 75:25 ()) mol % of AlkCWK18:PEG-VS-CWK18 bound to DNA was
determined by tryptophan fluorescence of the retentate (panel A). After 75 h
of dialysis, peptide DNA condensates in the retentate were dissociated with
sodium chloride and directly chromatographed on RP-HPLC. Panels B−F
illustrate chromatograms resulting from 100 mol % PEG-VS-CWK18 DNA
condensates (panel B), DNA cocondensates prepared with 75:25 (panel C),
50:50 (panel D), 25:75 (panel E) PEG-VS-CWK18:AlkCWK18, and 100 mol %
AlkCWK18 DNA condensates (panel F).

Table 1sQuantitative Analysis of DNA Cocondensates

input add-mixture
(mol % AlkCWK18:

mol % PEG-VS-CWK18)

recovery ratioa

(mol % AlkCWK18:
mol % PEG-VS-CWK18)

0:100 0:100
25:75 41:59
50:50 59:41
75:25 82:18

100:0 100:0

a Based on HPLC standard curves developed for AlkCWK18 and PEG-VS-
CWK18.

Figure 8sSolubility of peptide DNA condensates. Particle size analysis was
performed as a function of DNA concentration using 100 mol % AlkCWK18

(b) and 100 mol % PEG-VS-CWK18 (2) DNA condensates and using
AlkCWK18:PEG-VS-CWK18 DNA cocondensates prepared with 50 ([) and
90 (9) mol % PEG-VS-CWK18. The particle size increased to >400 nm above
500 µg/mL for AlkCWK18 DNA condensates but remained at <100 nm for
PEG-VS-CWK18 DNA condensates throughout concentrations up to 2 mg/
mL.
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DNA cocondensates containing 50 mol % PEG-VS-CWK18
and AlkCWK18 possessed similar poor solubility properties
to that of 100 mol % AlkCWK18 DNA condensates. How-
ever, DNA cocondensates composed of 90 mol % PEG-VS-
CWK18 and 10 mol % AlkCWK18 also maintained a particle
size of <100 nm up to 750 µg/mL and then formed larger
particles (>100 nm) at DNA concentrations of 1 mg/mL or
higher (Figure 8).

DNA condensates prepared with PEG-VS-CWK18, PEG-
SS-CWK18, AlkCWK18, and add-mixtures of AlkCWK18 and
PEG-peptides were compared by measuring luciferase
expression in HepG2 cells 24 h post-transfection (Figure
9). PEG-VS-CWK18 DNA condensates reduced spontaneous
gene transfer by three orders of magnitude compared to
AlkCWK18 DNA condensates. The reduction was only 10-
fold when transfecting with DNA cocondensates prepared
with 50 mol % PEG-VS-CWK18 and only 2-fold using
cocondensates composed of 25 mol % PEG-VS-CWK18
(Figure 9).

The gene transfer properties of PEG-SS-CWK18 DNA
condensates were significantly different than PEG-VS-
CWK18 DNA condensates. DNA condensates prepared with
100 or 75 mol % PEG-SS-CWK18 reduced spontaneous gene
transfer by 5-fold relative to AlkCWK18 DNA condensates
while DNA cocondensates prepared with 50 or 25 mol %
of PEG-SS-CWK18 were equivalent to AlkCWK18 DNA
condensates (Figure 9).

The cell binding of 125I-DNA was compared for AlkCWK18,
PEG-VS-CWK18, and PEG-SS-CWK18 DNA condensates
during a 5 h transfection. Approximately 14% of the
radioactivity was cell-associated for AlkCWK18 DNA con-
densates whereas only 6.8% and 0.2% were cell-associated
when using PEG-SS-CWK18 and PEG-VS-CWK18 as DNA
condensing agents, respectively (Figure 10). These results
correlated well with the observed gene transfer efficiency
for each peptide DNA condensate, suggesting differences
in the uptake of these condensates was the main cause of
their difference in gene expression.

Discussion
The targeting of DNA to specific cells in vivo for the

purpose of mediating therapeutically relevant levels of gene
expression will require systematic optimization of the drug
delivery system.23 The design of such delivery systems must

attempt to minimize the carrier’s toxicity and antigenicity,
increase the DNA’s metabolic stability, control the particle
size and charge, and increase the DNA condensate solubil-
ity as well as provide a means to target DNA to the nucleus
of the cell. Thus far, PEG-peptides have been reported to
decrease toxicity,11-13 increase DNA stability,14,17 and
improve DNA solubility.12 In the present study we report
the synthesis of two PEG-peptides that simultaneously
create very soluble DNA condensates and significantly
inhibit spontaneous gene transfer of peptide DNA conden-
sates in vitro. A major finding is that both of these
properties are influenced to different degrees by the load
level of PEG on DNA condensates.

The directed synthesis of the low molecular weight PEG-
peptides reported here is a major distinction of this work
compared to others. The conjugation of PEG (5000 Da) to
a single cysteine of CWK18 afforded highly purified PEG-
peptides that controlled the PEG attachment site and
allowed comparison of reducible and nonreducible linkages.
Notably, the apparent binding affinity of both PEG-
peptides for DNA were equivalent to AlkCWK18 as deter-
mined by the intercalator exclusion assay (Figure 4),

Figure 9sIn vitro gene transfer efficiency of PEG-CWK18 DNA condensates. The in vitro expression of luciferase in HepG2 cells is compared for PEG-VS-CWK18

and PEG-SS-CWK18 as well as cocondensates prepared with AlkCWK18 at the ratios indicated. LipofectAce is included as a control gene transfer agent.

Figure 10sHepG2 cell binding of peptide DNA condensates. HepG2 cells
were transfected for 5 h with 45 nCi (10 µg) of 125I-DNA condensates prepared
with either AlkCWK18, PEG-VS-CWK18, or PEG-SS-CWK18. The cell associated
DNA recovered is expressed as the percent of 125I-DNA dosed onto cells.
The results represent the mean ± SD for three determinations.
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indicating that conjugates of CWK18 retain their ability to
bind and condense DNA. Due to the homogeneity of the
peptide portion of PEG-VS-CWK18 and PEG-SS-CWK18,
DNA condensates formed at charge ratios of 1.8:1 or higher
achieved a constant particle size and ú potential, establish-
ing both the absence of interfering peptides and that excess
PEG-peptide does not bind to fully condensed DNA.

ú potential measurements revealed evidence that PEG-
peptides altered the surface properties of DNA condensate.
The ú potential of PEG-VS-CWK18 and PEG-SS-CWK18
DNA condensates were indistinguishable and reached a
minimum of +10 mV at a calculated charge ratio of 1.8:1
(Figure 5B). The decrease in ú potential resulted from the
covalent attachment of PEG since the addition of equiva-
lent amounts of free PEG to AlkCWK18 DNA condensates
did not influence its ú potential (data not shown). Likewise,
analysis of DNA cocondensates established a correlation
between the ú potential and the mol % of PEG-VS-CWK18
incorporated into the cocondensate (Figure 6B). The re-
covery of the approximate input ratio of AlkCWK18 and
PEG-VS-CWK18 following prolonged dialysis confirmed the
formation of DNA cocondensates. This allowed add-mixing
of two condensing peptides (AlkCWK18 and PEG-VS-
CWK18) to systematically alter both physical and biological
properties of peptide DNA condensates.

The formation of a steric layer is highly dependent on
the amount PEG loaded onto DNA condensates.10,12 This
is most evident with DNA cocondensates possessing be-
tween 0 and 25 mol % PEG-peptide where the ú potential
decreased sharply to +20 mV and then only declined
gradually to reach +10 mV at 25-100 mol % PEG-peptide.
Even though the ú potential only changed by +10 mV when
titrating between 25 and 100 mol % of PEG-peptide (Figure
6B), these DNA condensates were most altered in solubility
and gene transfer efficiency.

The solubility achieved for 100 mol % PEG-peptide DNA
condensates (2 mg/mL) is far greater than the solubility
reported (60 µg/mL) for other PEG-peptides DNA conden-
sates.12 This physical property appears to be very depend-
ent on the loading density of PEG since cocondensates
prepared with 50 mol % PEG-VS-CWK18 were not improved
in solubility relative to AlkCWK18 DNA condensates. Even
cocondensates formed with as much as 90 mol % PEG-VS-
CWK18 demonstrated an increase in particle size at con-
centrations greater than 750 µg/mL, indicating that even
slightly less PEG on the DNA condensate will result in
lower solubility.

Earlier studies demonstrated that the in vitro gene
transfer efficiency for peptide DNA condensates was de-
pendent on the charge ratio.19,24 The expression reached a
maximum when AlkCWK18 DNA condensates were formed
at charge ratio of 1.8:1 or higher, suggesting that the
positive charge on DNA condensates contributes to their
spontaneous transfection in cell culture. In support of this
hypothesis, fully condensed PEG-VS-CWK18 DNA conden-
sates prepared at a charge ratio of 2.3:1 possess a lower ú
potential of +10 mV and reduced spontaneous gene trans-
fer by 1000-fold compared to AlkCWK18 DNA condensates.
Likewise, DNA cocondensates possessing intermediate ú
potential partially reduced gene transfer, further demon-
strating a correlation between DNA condensate charge and
the level of spontaneous gene transfer. However, these data
also established that the PEG load level needed to block
spontaneous gene transfer in vitro is much lower than that
required to create soluble PEG-peptide DNA condensates.

Even though PEG-VS-CWK18 and PEG-SS-CWK18 DNA
condensates were equivalent in their physical properties,
they proved to be unequivalent in their ability to reduce
spontaneous gene transfer (Figure 9). Since the two pep-
tides only differ in their linkage between PEG and peptide,

a possible explanation was the reduction of PEG-SS-CWK18
either outside or inside the cell to form CWK18 DNA
condensates during the time of transfection. To test this
hypothesis, radioiodinated DNA condensates were used to
determine the percent cell associated after a 5 h transfec-
tion (Figure 10). PEG-VS-CWK18 DNA condensates did not
significantly bind to cells, with only 0.2% of the dose being
cell associated. In contrast, 14% of AlkCWK18 DNA con-
densates and 6.8% of PEG-SS-CWK18 DNA condensates
dose were cell-associated following 5 h transfection, sup-
porting the hypothesis that differences in cell uptake are
responsible for the 2 orders of magnitude difference in gene
expression mediated by PEG-SS-CWK18 and PEG-VS-
CWK18 DNA condensates. To determine if PEG-SS-CWK18
underwent reduction during gene transfer, its stability was
analyzed while incubating in cell culture media containing
2% FCS. This led to its partial reduction over time (data
not shown), suggesting that the removal of PEG by disul-
fide bond scission results in the formation of CWK18 DNA
condensates in situ and is a likely explanation of the
difference between PEG-SS-CWK18 and PEG-VS-CWK18
DNA condensates.

Therefore, the utility of PEG-SS-CWK18 may be in
generating soluble DNA condensates that can be formu-
lated within a gene-activated matrix intended for implan-
tation in which targeting is not necessary and spontaneous
transfection of infiltrating cells is desired.25 Alternatively,
the greater stability of PEG-VS-CWK18 may result in its
utility in modifying the surface of DNA condensates used
during intravenous gene delivery.

Future studies will demonstrate the utility of PEG-
peptides in gene activated matrixes and in altering the
biodistribution of DNA condensates in vivo. The ability to
form DNA cocondensates that incorporate both PEG and
targeting ligands attached to CWK18 may provide a unique
approach to systematically optimize gene delivery formula-
tions for maximum efficacy in vivo.
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Abstract 0 To make rapidly disintegrating tablets with sufficient
mechanical integrity, tablets were prepared by compressing wet
granules under low compression force and then drying the resulting
wet mass in a circulating-air oven (wet compression method). Lactose
with various particle sizes was used as the excipient, and water was
used as a wetting agent. The effect of drying time, compression force,
size of lactose particles, and moisture content of wet granules on
tablet properties indicated that the formation and disintegration time
of tablets were related to the effect of the formation of solid bridges
between lactose particles. By optimizing compression force, size of
lactose particles, and moisture content of the granules, tablets meeting
tensile strength greater than 0.5 MPa and disintegration time shorter
than 15 s were obtained by the wet compression method.

Introduction

Due to a decline in swallowing ability with age, a great
many elderly patients complain that it is difficult for them
to take some currently used dosage forms such as tablets,
capsules, or powders.1 For this reason, tablets which can
rapidly dissolve or disintegrate in the oral cavity have
attracted a great deal of attention. Rapidly dissolving or
disintegrating tablets are not only indicated for people who
have swallowing difficulties, but also are ideal for active
people.

Commercially available rapidly dissolving or disintegrat-
ing tablets are obtained by various methods.2-4 Fast
disintegrating tablets were developed using wet powders
containing drugs. Such tablets were produced by two
methods, compression4 and molding.5 The preparation
processes are usually as follows: after blending the excipi-
ent with the drug, the powder mixture is moistened with
solvent. The resultant wet powder will then be molded or
compressed under low compression force, and after drying
in ambient air or an oven, the desired tablets will be
obtained. The most commonly used solvent is aqueous
alcohol, although other volatile solvents such as acetone
and hydrocarbons have also been used. To increase the
hardness and reduce erosion of the edges of the tablets
during handling, binding agents such as glucose, sucrose,
acacia, or povidone are usually added to the solvent
mixture.

As volatile solvents are often used, it is difficult to protect
the wet mass from solvent evaporation. Therefore, the
moisture content of the wet mass is prone to become
uneven, which will result in poor uniformity of the tablets.
The binding agent must also be added with care, since if
used in excessive amounts such agents can markedly
decrease the rate of disintegration of the tablets.

Previously, we developed rapidly disintegrating tablets
by a direct compression method.6-8 In the present study,
we prepared rapidly disintegrating tablets by the wet
compression method using lactose as the excipient. The
objective of the study was to delineate the mechanism of
formation and rapid disintegration of the tablets prepared
by the wet compression method.

Experimental Section
Excipient and Its Physical PropertiessR-Lactose monohy-

drate with various particle sizes (Pharmatose 80M, 200M, and
450M, DMV Co., Holland) was used as the excipient. Its particle
density was measured with a helium-air pycnometer (Model 1302,
Micromeritics Instrument Co., Norcross, GA). Heywood diameter
and shape factor, SF, were determined with an image analyzer
(Luzex 500, Nireco Co., Japan). Data are listed in Table 1.

Preparation of TabletssKneading was performed in a mul-
tipurpose powder handling mill (MECHANOMiLL, Okada Seiko,
Co., Ltd., Japan) with the rotation speed of the paddles fixed at
2000 rpm. Distilled water was added to 50 g of lactose powder in
milliliter increments, and then the powder was agitated for 60 s.
To ensure moisture homogeneity of the mixture, water addition
and agitation processes were conducted alternately until the mois-
ture content of the powder mass reached a predetermined value.

The wet powder mass was then extruded through a sieve with
a pore size of 710 µm into a container which was then covered
with a wet paper towel. The wall of the container was high enough
to prevent the wet granules coming into direct contact with wet
paper towel. Wet granules were then compressed into flat-faced
tablets 10 mm in diameter using a hydraulic press (O. J. Shop,
press model 10, Osaka Jack MFG. Co., Japan). The necessary
weight of wet granules was calculated from the true density of
dry powder and the moisture content of the wet mass to make
tablets with a dry weight of 300 mg. The wet tablets were dried
in a circulating-air oven at 60 °C. After drying, the tablets were
kept in a desiccator for 12 h at room temperature before testing
of tablet properties.

Moisture Evaporation of Wet GranulessWet lactose (450M)
granules with a moisture content of 10% were placed in desiccators
at 25 °C, each containing a different saturated solution of inorganic
salt.9 The samples were weighed every 10 min, and the moisture
loss at each relative humidity (RH) was calculated. The moisture
loss of wet granules kept in a container covered with a wet paper
towel (our manufacturing humidity conditions) was measured by
the same method.

Differential Scanning Calorimetry (DSC)sSamples (10 mg)
were analyzed in crimped vented aluminum pans using a MAC
Science 3100 type differential scanning calorimeter. Thermographs
were recorded over a temperature range of 30-200 °C, with a
scanning rate of 10 °C min-1.

* Corresponding author. Tel: 81-52-8321781 (ext 272). Fax: 81-52-
8328904. E-mail: d5971101@meijo-u.ac.jp.

Table 1sPhysical Properties of Excipient

lactose 450M lactose 200M lactose 80M

particle size (µm)a 13.2 23.9 61.4
SF ) (A/ML)4πb 0.52 0.52 0.56
particle density (g/cm3) 1.52 1.52 1.52

a Heywood diameter (n ) 500). b Shape factor (SF) represents sphericity
of particles (when particle is spherical, SF ) 1). ML: maximum length of
particle, A: projection area of particle (n ) 500).
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Measurement of Tablet Tensile StrengthsThe tablet crush-
ing load, which is the force required to break a tablet into halves
by compression in the diametral direction, was measured using a
tablet hardness tester (TS-50N, Okada Seiko Co., Ltd., Japan).
The plunger was driven down at a speed of 20 mm/min. Tensile
strength for crushing (T) was calculated using the following
equation:

where F is the crushing load, and d and h denote the diameter
and thickness of the tablet, respectively.

Measurement of Tablet PorositysTablet porosity ε was
calculated as follows:

where Ft is the true density and m and V are the weight and
volume of the tablet, respectively.

Measurement of Disintegration TimesThe disintegration
test was performed using a JP 13 disintegration apparatus, using
distilled water at 37 ( 1 °C.

All tablet property values are shown as averages of five
determinations.

Results
Moisture Evaporation of Wet Lactose Granules

under Various Humidity ConditionssThe moisture
content of wet granules markedly affected the properties
of the resultant tablets (discussed later). Thus, it is
necessary to regulate the ambient humidity to protect the
wet granules from moisture evaporation during the tablet-
ing process. In our experiments, a wet paper towel covering
on the container of wet granules was used for this purpose.
Figure 1 shows the evaporation curves of wet granules
under various humidity conditions.

The evaporation data of wet granules under our manu-
facturing humidity conditions are shown as crosses. Mois-
ture evaporation percentage under such conditions was a
little larger than that at 93% RH within 40 min, but after
50 min the moisture loss showed values even smaller than
that at 100% RH. In our experiments, the tableting process
finished within 20 min, during which time less than 10%
of the moisture would be lost. In contrast, the moisture loss
of wet granules at 61.8% RH was twice as fast as that
under our manufacturing humidity conditions. The tablet

properties determined in our experiments showed small
relative standard deviation (RSD) values, which confirmed
that although a very simple procedure, covering the
container with a wet paper towel is an effective method to
slow the moisture evaporation rate.

Effects of Drying Time on the Properties of Tab-
letssThe effects of drying time on porosity, tensile strength,
and disintegration time of tablets were evaluated, and the
results are shown in Figure 2. No obvious changes in tablet
properties were found with increases in drying time.

DSC curves of R-lactose monohydrate raw powder and
tablets dried for 1, 3, 10, and 24 h are shown in Figure 3.
All samples showed an endothermic peak at about 152 °C,
corresponding to the dehydration (elimination of crystal
water) of R-lactose monohydrate crystals. Lactose raw

Figure 1sWater evaporation curves of lactose wet granules under various
humidity conditions. Relative humidity: 0 100%, O 93%, 4 84%, 9 75%, b
61.8%, × water evaporation under our manufacturing humidity conditions.

T ) 2F/(πdh) (1)

ε ) 1 - m/(FtV) (2)

Figure 2sEffects of drying time in tablet properties. O Porosity, 0 tensile
strength (MPa), 4 disintegration time (s) lactose: 450M, moisture content of
wet granules: 8.56%, compression force: 500 kN.

Figure 3sDSC thermograms of R-lactose monohydrate powder and lactose
tablets. (a) R-lactose monohydrate powder (450M), (b) tablet being dried for
1 h, (c) tablet being dried for 3 h, (d) tablet being dried for 10 h, (e) tablet
being dried for 24 h. Tablets used were the same as those described in
Figure 2.
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powder and tablets with a drying time of 1 h showed a
shoulder peak before the endothermic peak of crystal water,
suggesting that the two samples contained absorbed water.
The DSC results were in agreement with the report of
Lerk.10 According to this report, an unstable anhydrous
product was formed when R-lactose monohydrate crystals
were heated at temperatures of 100-130 °C. When heated
at temperatures below 100 °C, R-lactose monohydrate
crystals do not undergo any change. The drying tempera-
ture (60 °C) was far lower than 100 °C, and hence drying
time had almost no effect on the crystal water of R-lactose
monohydrate. Although absorbed water was present in 1
h dried tablets, its amount was too little to affect the
properties of the tablets (Figure 2).

The changes in tablet weight with drying time were also
measured. After drying for 3 h, tablet weight became
constant. Hence, in the following experiments, all tablets
were dried at 60 °C for 3 h.

Effects of Compression Force in Tablet Propertiess
Properties of tablets compressed at 100-2000 kN were
investigated. With the increase in compression force, a
decrease in porosity and increases in tensile strength and
disintegration time were observed (Figure 4). Furthermore,

both tensile strength and disintegration time showed linear
relationships with the logarithm of tablet porosity (Figure
5).

Compression forces corresponding to our requirements
for rapidly disintegrating tablets, i.e., tensile strength
greater than 0.5 MPa and disintegration time shorter than
15 s, were found (Figure 4). The results were >500 kN and
<280 kN, respectively; i.e., no conditions meeting the
requirements were found. Although compression force is a
very important factor regulating tablet properties, it is not
the only such factor. To obtain tablets with desirable
properties, the effects of other factors on tablet properties
were investigated. Here, because tablets prepared under
500 kN had a disintegration time of shorter than 20 s,
which is close to the requirement, in the following section
tablets were prepared under 500 kN.

Effects of Moisture Content and Particle Size on
the Properties of Tablets and Optimization of the
Two FactorssBesides compression force, many factors
affect properties of wet compressed tablets. Among these,
particle size and shape of raw materials and moisture
content of wet granules are supposed to be the most
important. Consequently, lactoses with various particle
sizes were used. Wet granules with various moisture
contents were made into 14 kinds of tablets to evaluate
the effects of factors other than compression force on tablet
properties. The shapes of the lactose particles with various
sizes were almost the same (see Table 1). Therefore,
particle size of lactose and moisture content of wet granules
were selected as controlling factors, tablet tensile strength
and disintegration time were selected as response vari-
ables, and a polynomial regression algorithm was used to
relate the controlling factors to the response variables.

The values of 14 groups of controlling factors and
response variables are listed in Table 2, and the resultant
multiple regression equations are as follows:

Where Ts is tablet tensile strength (MPa), Dis is the
disintegration time (s). x and y stand for the transformed

Figure 4sEffects of compression force in tablet porosity. Lactose: 450M;
moisture content of wet granules: 8.56%. Dotted lines showed the compression
forces corresponding to the tensile strength of 0.5 MPa and disintegration
time of 15 s.

Figure 5sRelationship between common logarithm of porosity and tensile strength and disintegration time of tablets. (a) Tensile strength, (b) disintegration time.
Lactose: 450M; moisture content of wet granules: 8.56%.

Ts ) -0.1426x + 0.1540y - 0.0312xy + 0.5736 (3)

N ) 14 R2 ) 0.968 T < 0.05 F(3,10) ) 10.4842

Dis ) -10.328x + 15.625y + 18.683 (4)

N ) 14 R2 ) 0.563 T < 0.05 F(2,11) ) 7.093
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particle size and moisture content, respectively, and the
transformation was processed using the method described
in our previous report.7 N is the number of samples, and
R is the multiple correlation coefficient. T denotes the P
value determined by Student’s t-test, and F, that obtained
by F-test. Student’s t-test showed that coefficients for all
the components on the right side of eqs 3 and 4 were highly
significant (P < 0.05).

In the multiple regression equation of disintegration
time, the multiple correlation coefficient R was not very
large. Therefore, an artificial neural network (ANN) was
also constructed by Takayama’s method to relate the
controlling factors to the response variables.11-13 Three-
dimensional surface plots based on multiple regression and
ANN are shown in Figures 6 and 7, respectively. The
surface plots of tensile strength obtained by multiple
regression analysis and ANN were almost the same. In
detail, tensile strength increased with increases in moisture
content. When moisture content was constant, tablets made
of small lactose particles showed higher tensile strength.
Disintegration time increased with increases in moisture
content and decreases in particle size, which is analogous
to the tendency of tensile strength. Although the tendencies
of disintegration plots obtained by the two methods were

similar, the disintegration plot obtained by ANN method
more accurately reflected the experimental data.

Disintegration time showed a similar tendency to tensile
strength with the changes in particle size and moisture
content. However, the requirements of tensile strength and
disintegration time of rapidly disintegrating tablets are the
converse of this tendency. A rapidly disintegrating tablet
should disintegrate rapidly in the mouth, while having
sufficient structural integrity to withstand handling with-
out substantial breakage. To find suitable tableting condi-
tions under which desired tablets could be obtained,
contour plots response to surface plots in Figure 7a,b were
also constructed and are shown in Figure 8a,b. With 0.5
MPa as the minimum expected tensile strength, and 15 s
as the maximum expected disintegration time, we super-
imposed the contour plots and obtained the optimum
particle size and moisture content combination (the region
marked with horizontal lines in Figure 8c). More desirable
particle size and moisture content combination could be
obtained by changing the target tablet property values. For
example, tablets with tensile strength greater than 0.75
MPa and disintegration time shorter than 15 s can be found
in the region marked with both horizontal and vertical lines
in Figure 8c.

Table 2sExperimental Values of Controlling Factors and Response Variables

formulation number particle size (µm) x moisture content (%) y tensile strength (MPa) disintegration time (s) porosity

1 13.18 −1.00 4.70 −1.00 0.503 16.23 0.279
2 13.18 −1.00 8.56 −0.45 0.667 19.97 0.275
3 13.18 −1.00 14.20 0.35 0.809 31.06 0.261
4 13.18 −1.00 18.80 1.00 0.836 82.45 0.275
5 23.90 −0.55 4.70 −1.00 0.454 9.55 0.261
6 23.90 −0.55 7.56 −0.59 0.563 11.02 0.265
7 23.90 −0.55 10.20 −0.22 0.608 11.23 0.272
8 23.90 −0.55 14.20 0.35 0.755 16.12 0.256
9 23.90 −0.55 18.80 1.00 0.843 21.47 0.263

10 61.35 1.00 4.70 −1.00 0.326 2.86 0.285
11 61.35 1.00 8.56 −0.45 0.358 4.89 0.274
12 61.35 1.00 10.20 −0.22 0.382 6.20 0.273
13 61.35 1.00 14.20 0.35 0.505 10.85 0.280
14 61.35 1.00 18.56 0.97 0.531 21.47 0.270

Figure 6sResponse surfaces of tablet tensile strength and disintegration time obtained by multiple regression analysis as a function of particle size and moisture
content. (a) Tensile strength, (b) disintegration time. Black dots stand for the experimental data.
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Discussion

Preliminary experiments indicated that for lactose tab-
lets with the same porosity (0.31), the tensile strength of
tablets made by the wet compression method (0.4 MPa) is
10-fold greater than that of tablets prepared by the common
compression methods (0.035 MPa). Such results suggested
that the mechanisms of formation of the two tablets are
different.

Discussion of tablet formation must necessarily start
with a consideration of the particle-particle bonding
mechanism involving adhesion and cohesion of particles.
Several forces that can act between small neighboring
particles have been identified. Among these, although van
der Waals forces are not very large (1kal/mol), they can
act over distances up to 1000 Å and must be considered
capable of forming interparticle bonds. This intermolecular
force plays the most important role in the formation of
common compressed tablets. Lactose has many hydroxyl
groups, and therefore hydrogen bonding is also an impor-

tant interparticle force that cannot be neglected. The
formation of lactose tablets prepared by the common
compression method was thought to be mainly due to the
above two forces. In contrast, for tablets prepared by the
wet compression method, the solvent (water in this study)
plays a key role in the tableting process. The postulated
mechanism of formation of wet compressed tablets is shown
in Figure 9. After mixing with water, the surface of lactose
particles will be wetted and dissolve in water, and the
particles will be coated with a layer of lactose solution.
During the drying process, interparticle bonds, the so-called
solid bridges, will result from recrystallization of lactose.
It is these solid bridges which endow wet compression
tablets with greater tensile strength, while maintaining
relatively high porosity. This mechanism of formation of
wet compressed tablets is similar to that of powder metal-
lurgy, which is quite different from that of common
compressed tablets.

For common compressed tablets, the number of contact
points between particles is another factor which plays an

Figure 7sResponse surfaces of tablet tensile strength and disintegration time obtained by ANN using particle size and moisture content as input factors. (a)
Tensile strength, (b) disintegration time. Parameters of ANN: input layer unit: 2, output layer unit: 2, hidden layer unit: 3, reconstruction: 0, sigmoid curve: 2,
training times: 1000, mean error: <0.03, neuron weight: 12. Black dots stand for the experimental data.

Figure 8sContour plots of tablet tensile strength and disintegration time obtained by ANN using particle size and moisture content as input factors. (a) Tensile
strength, (b) disintegration time, (c) superimposition of plots a and b. The values marked vertically within plots refer to tensile strength (MPa), while values marked
horizontally refer to disintegration time (s).
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important role in tablet tensile strength.14 With decreases
in tablet porosity, the number of contact points increases,
and tensile strength of the tablets shows a higher value.
For wet compressed tablets, with increase in compression
force, tablet porosity decreases, and the distances between
particles become small. Thus, more solid bridges can be
formed between particles. As a result, the tensile strength
of wet compressed tablets increases linearly with the
logarithm of porosity (Figure 5a).

Disintegration time showed a similar tendency to tensile
strength with changes in tablet porosity (Figure 5b). Our

previous studies indicated that porosity, hydrophilicity
(solubility if the tablet constituents are water-soluble),
swelling ability of the particles, and interparticle force are
important factors for tablet disintegration.6 Lactose is not
a swellable material, and thus for lactose tablets the most
important factors for disintegration are tablet porosity and
interparticle force. With increases in compression force,
tablet porosity decreases. Consequently, water penetration
into the tablets would slow with decreases in porosity.15

This is one reason disintegration time was prolonged with
decreases in tablet porosity. When porosity decreases, more
solid bridges are formed, which would make the annihila-
tion of interparticle force more difficult. For such reasons,
the effect of tablet porosity on disintegration time is similar
to that on tensile strength.

Tensile strength and disintegration time of wet com-
pressed tablets were markedly affected by tablet porosity,
which can be easily controlled by compression force. In this
study, size of lactose particles and moisture content of wet
granules showed little effect on tablet porosity (see Table
2, porosity values of all tablets were around 0.3). However,
they were shown to be the other two factors which are very
important for determining tensile strength and disintegra-
tion time of wet compressed tablets (Figures 6 and 7).

As mentioned above, the number of contact points is one
of the key factors regulating the integrity of tablets. When
tablet porosity and the shape of the constituent particles
of tablets are the same, the number of contact points per
unit cross-sectional area of the fracture plane of a tablet
is mainly dominated by particle size of tablet constituents.
Smaller particle size is accompanied by a large number of
contact points, as confirmed by SEM (Figure 10a-c). With

Figure 9sHypothesized mechanism of formation of wet compressed tablets.
(a) Tablets prepared by common compression method. (b) Wet compressed
tablets before drying. (c) Wet compressed tablets after drying.

Figure 10sScanning electron microscopic analysis of wet compressed lactose tablets. (a) Lactose: 450M; moisture content of wet granules: 8.56%. (b) Lactose:
200M; moisture content of wet granules: 8.56%. (c) Lactose: 80M; moisture content of wet granules: 8.56%. (d) Lactose: 80M; moisture content of wet
granules: 18.80%.
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increases in lactose particle size, the cracks and pores
between particles became larger and the number of contact
points decreased. This may explain why tensile strength
increased with decreases in lactose particle size.

The effect of moisture content on tablet tensile strength
can also be readily explained by the hypothesized mecha-
nism of formation mentioned above. When more water is
added in the kneading process, more lactose will dissolve
in water, and then more small lactose crystals will recrys-
tallize between the existing lactose particles, and stronger
tablets will be formed. When moisture content of wet
granules was 8.56%, the cracks between particles could be
distinguished clearly, while when moisture content was
increased to 18.8%, so many small lactose crystals recrys-
tallized that the large cracks almost disappeared (Figure
10c,d).

Disintegration time showed the same tendency as tensile
strength for the reasons mentioned above (Figures 6b and
7b). As the porosity values of these tablets were almost the
same, disintegration time was only affected by interparticle
force.

All our experimental results can be explained by the
hypothesized mechanism of formation of wet compressed
tablets.

Conclusions

In this study, we proposed a mechanism of formation of
wet compressed tablets which was then confirmed by
experimental results.

Tensile strength and disintegration of wet compressed
tablets are closely related to the formation and annihilation
of the solid bridges formed between lactose particles. The
intensity and number of the solid bridges are influenced
by compression force, moisture content, and size of lactose
particles.

With increases in compression force and moisture con-
tent, and the decreases in particle size, the distances
between constituent particles will become shorter, more
lactose will dissolve and recrystallize, and the number of
contact points between particles will increase. Conse-
quently, the resulting tablets will become harder and
disintegrate less readily.

By optimization of compression force, moisture content
of wet granules, and particle size, rapidly disintegrating
lactose tablets meeting our design specifications were
obtained by the wet compression method.

References and Notes
1. Sugihara, M. New Dosage Forms and Packages Developed

for the Elderly Patients. Farumashia 1994, 30 (12), 1396-
1400.

2. Kearney, P.; Yarwood, R. J. The Zydis Fast Dissolving Oral
Dosage Form. Pharm Tech Jpn. 1993, 9 (6), 713-719.

3. Masaki, K. Orally Disintegrating Famotidine Tablet. The
collected papers of the 22nd Conference on Pharmaceutical
Technology; Academy of Pharmaceutical Science and Tech-
nology, Japan, July 1997; pp 79-84.

4. Tsushima, Y. Tablets Easily to be Taken- - -Dosage Form
Developed for the Elderly Patients. Farumashia 1997, 33
(10), 1119-1123.

5. Lieberman, H. A.; Lachman, L. Pharmaceutical Dosage Form;
Marcel Dekker: New York and Basel, 1980; Volume 1, p 265.

6. Bi, Y.; Sunada, H.; Yonezawa, Y. et al. Preparation and
Evaluation of a Compressed Tablet Rapidly Disintegrating
in the Oral Cavity. Chem. Pharm. Bull. 1996, 44 (11), 2121-
2127.

7. Bi, Y.; Sunada, H.; Yonezawa, Y.; Danjo, K. Evaluation of
Rapidly Disintegrating Tablets Prepared by a Direct Com-
pression Methodology Drug Dev. Ind. Pharm. 1999, 25 (5),
573-583.

8. Bi, Y.; Sunada, H. Preparation and Evaluation of Directly
Compressed Tablets Rapidly Disintegrating in the Oral
Cavity. Pharm Tech Jpn. 1998, 14 (11), 1723-1733.

9. Callahan, J. C.; Cleary, G. W.; Elefant, M.; Kaplan, G.;
Kensler, T.; Nash, R. A. Equilibrium Moisture Content of
Pharmaceutical Excipients. Drug Dev. Ind. Pharm. 1982, 18,
355.

10. Lerk, C. F. Consolidation and Compaction of Lactose. Drug
Dev. Ind. Pharm. 1993, 19, 2359-2398.

11. Takayama, K.; Nagai, T. Simultaneous Optimization for
Several Characteristics Concerning Percutaneous Absorption
and Skin Damage of Keloprofen Hydrogels Containing d-
limonene. Int. J. Pharm. 1991, 74, 115-126.

12. Takahara, J.; Takayama, K.; Nagai, T. Multi-objective
Simultaneous Optimization Technique Based on an Artificial
Neural Network in Sustained Release Formulation. J. Con-
trolled Release 1997, 49, 11-20.

13. Takahara, J.; Takayama, K.; Nagai, T. Multi-objective
Simultaneous Optimization Based on Artificial Neural Net-
work in a Ketoprofen Hydrogel Formula Containing O-
ethylmenthol as a Percutaneous Absorption Enhancer. Int.
J. Pharm. 1997, 158, 203-210.

14. Nystrom, C.; Alderborn, G.; Duberg, M.; Karehill, P. G.
Bonding Surface Area and Bonding Mechanism - Two
Important Factors for the Understanding of Power Compact-
ibility. Drug Dev. Ind. Pharm. 1993, 19 (17, 18), 2143-2196.

15. Washburn, E. W. The Dynamics of Capillary Flow. Phys. Rev.
1921, 17, 273-281.

Acknowledgments
The authors are grateful to Dr. Kadzumi Danjo and Dr.

Hirokadzu Okamoto for many helpful suggestions.

JS990061Z

1010 / Journal of Pharmaceutical Sciences
Vol. 88, No. 10, October 1999



Development and Evaluation of Microbicidal Hydrogels Containing
Monoglyceride as the Active Ingredient

THOÄ RDIÄS KRISTMUNDSDOÄ TTIR,*,† SIGRIÄDUR G. AÄ RNADOÄ TTIR,† GUDMUNDUR BERGSSON,‡ AND HALLDOÄ R THORMAR‡

Contribution from Department of Pharmacy and Institute of Biology, University of Iceland, Reykjavik, Iceland.

Received February 4, 1999. Final revised manuscript received May 20, 1999.
Accepted for publication June 25, 1999.

Abstract 0 A number of medium-chain saturated and long-chain
unsaturated fatty acids and their monoglycerides were tested against
herpes simplex virus (HSV-1) to determine which lipids were most
active during a short incubation time. The aim was to find which lipid
would be preferable as the active ingredient in a virucidal hydrogel
formulation for the purpose of preventing transmission of pathogens
to mucosal membranes, particularly sexually transmitted viruses, such
as herpes simplex virus and human immunodeficiency virus (HIV),
and bacteria, such as Chlamydia trachomatis and Neisseria gonor-
rheae. The main strategy was that the formulations would be fast-
acting, killing large numbers of virus or bacteria on contact in a short
time, preferably causing at least a 10000-fold reduction in virus/bacteria
titer in 1−5 min. Monocaprin, the 1-monoglyceride of capric acid, and
lauric acid were found to be most active of all the lipids tested, causing
a greater than 100000-fold reduction in virus titer in 1 min at a
concentration of 20 mM. When tested at a concentration of 10 mM
for 1 min, monocaprin was still fully active whereas lauric acid had
no or neglible activity. It was concluded that monocaprin was most
suitable as the active ingredient in a fast-acting virucidal gel formulation,
and several hydrogel formulations containing monocaprin were tested.
Formulations where the monoglyceride was dissolved in glycofurol
were found to be active against HSV-1. The hydrogel formulations
containing 20 mM monocaprin were highly virucidal in vitro and caused
a greater than 100000-fold (HSV-1) inactivation of virus in human
semen in 1 min. Formulations in dilution 1:10 were cytotoxic in
monolayers of CV-1 cells, but they were 10−100 fold less cytotoxic
than a commercial product which contains 2% nonoxynol-9.

Introduction

There are several published reports on antiviral and
antibacterial activities of lipids.1-5 Research has shown
that enveloped viruses, such as herpes simplex virus type
1 (HSV-1), vesicular stomatitis virus (VSV), and visna virus
are inactivated by long-chain unsaturated and medium-
chain saturated fatty acids, whereas long-chain saturated
and short-chain fatty acids have no or only a minor
virucidal effect at the highest concentrations tested. Elec-
tron microscopy studies of VSV suggest that fatty acids
disrupt the lipid envelope of the virus, but the mechanism
is not known.4

It has been proposed that fatty acids and monoglycerides
may be used as intravaginal microbicides for protection
against sexually transmitted diseases.6 To prevent infection
by a sexually transmitted pathogen it is important that
the micobicide is fast acting and kills the infectious agent

before it has time to infect cells of the genital mucosa. It is
also important that the microbicide be solubilized in a
pharmaceutical formulation which can be easily and ef-
fectively applied to mucosa or skin areas which can serve
as entry sites for infectious agents. The objective of the
work was the development of hydrogels which could be
used as vehicles for microbicidal lipids for the purpose of
preventing transmission of pathogens to mucosal mem-
branes, particularly sexually transmitted viruses, such as
HSV and HIV, and bacteria, such as Chlamydia trachoma-
tis and Neisseria gonorrheae. The main strategy was to
design fast-acting formulations which kill large numbers
of virus or bacteria on contact in a short time, preferably
causing at least a 10000-fold reduction in virus/bacteria
titer in 1-5 min. The effectiveness of the hydrogel formula-
tions was tested against HSV-1 as a model.

Materials and Methods
MaterialssFatty acids and monoglycerides as well as sodium

carboxymethylcellulose (NaCMC) and poly(vinylpyrrolidone) (PVP)
were purchased from Sigma Chemical Co., St. Louis, MO. Car-
bomer (Carbopol 934) was obtained from Nomeco, Copenhagen,
Denmark, and hydroxypropylmethylcellulose (HPMC) was from
Aldrich Chemical Co. Inc., Milwaukee, WI. All other chemicals
were of reagent grade.

Hydrogel FormulationssHydrogels containing either 10 or
20 mM monocaprin were formulated using as gel-forming agents
either NaCMC and PVP (series 1A-M) or carbomer and HPMC
(series 2A-D). The concentration of gel-forming agents was such
that the viscosity of the gels was comparable. One of the following
compounds was used to bring the monoglyceride into solution:
glycofurol 75, Tween 80, Chremophor PH40, Chremophor EL,
2-hydroxypropyl-â-cyclodextrin.

Formulations based on 2% w/v NaCMC and 1% w/v PVP were
produced by adding 1.0 g of NaCMC and 0.5 g of PVP to a solution
of monocaprin. The pH of gel formulation 1A is 7 but for
formulations 1B-M the pH is adjusted to 5.0 by the dropwise
addition of a lactic acid solution. Finally, purified water is added,
bringing the solution to a final weight of 50 g. Immediately after
the addition of water, the solution is stirred continuously until a
hydrogel is produced. The hydrogel is centrifuged at high speed
(>8000 rpm) for 60 min in order to remove air bubbles.

Hydrogels based on 0.5% w/v carbomer and 1% w/v HPMC are
produced by dispersing 0.5 g of HPMC in 10 mL of hot (80-90 °C)
purified water in a glass beaker. The solution is allowed to cool to
about 30-35 °C under continuous stirring at room temperature
and then chilled in a refrigerator at about 4 °C for at least 1 h. A
0.25 g amount of carbomer is suspended in 5 mL of purified water
at room temperature under vigorous stirring to prevent lumping.
The carbomer solution is mixed with the HPMC solution, and then
a solution of monocaprin is added. Gelling of the carbomer polymer
is induced by raising the pH to approximately 5.5 with the
dropwise addition of a 2 w/v % sodium hydroxide solution. The
hydrogel is brought to its final weight (50 g) with purified water.
Finally, the hydrogel is centrifuged at high speed (>8000 rpm)
for 60 min to remove air bubbles.

Cell Cultures and MediasCV-1 cells (African green monkey
kidney cell line) were grown in Dulbecco’s Modified Eagle Medium
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(D-MEM) with 2 mM L-glutamine, 20 µg/mL of gentamicin, and
10% heat-inactivated fetal bovine serum (FBS). The maintenance
medium (MM) for CV-1 cell monolayers was D-MEM with 2% FBS.
All media were obtained from GIBCO, Paisley, Scotland.

Virus and Virus TitrationsHSV-1 strain MacIntyre was
obtained from the American Type Culture Collection, Rockville,
MD, and grown in CV-1 cells. Virus stocks with an infectivity titer
of 106.5-107.5 CCID50 (50% cell culture infective dose) per 100 µL
were used in the experiments. Virus was titrated by inoculation
of 10-fold dilutions in MM into monolayers of CV-1 cells in 96-
well microtiter tissue culture plates (Nunc, Roskilde, Denmark).
One hundred microliters of each virus dilution were inoculated
into quadruplicate wells. The plates were incubated at 37° C in a
humidified incubator with 5% CO2 in air and examined for
cytopathic effect daily for 5 days. All virus titers were calculated
by the method of Reed and Muench.7

Assay of Virucidal Activity of Fatty Acids and 1-Monoglyc-
erides in MediumsThe stock lipid solutions were diluted to the
desired concentration in MM by vortexing at the highest speed
for 10 min. The lipids were thoroughly mixed with equal volumes
(200 µL) of HSV-1 in 12 × 75 mm polystyrene round-bottom tubes
(Falcon) and incubated for 1 min at room temperature. The action
of the lipid was then stopped by immediately diluting the mixture
100-fold in medium. Virus mixed with MM alone and with 2%
ethanol in MM served as controls. The virus titers of the mixtures
were determined by inoculation of 10-fold dilutions into cell
cultures as previously described. The lowest inoculated dilution
was 10-2 because of toxic effect of the lipids on cells. In such lipid-
virus mixtures where no cytopathic effect was detectable in the
10-2 dilution the titer was assumed to be e101.5 CCID50 per 100
µL. The titer (log10) of a lipid-virus mixture was subtracted from
the titer (log10) of the control mixture and the difference, i.e., the
reduction in viral infectivity, was used as a measure of the
virucidal activity of the lipid.

Assay of Virucidal Activity of Hydrogel Formulationss
A hydrogel (200 µL) was placed in a 35 mm tissue culture dish
(Nunc), and equal volume of HSV-1 in medium was added. The
hydrogel was thoroughly mixed with the virus at room tempera-
ture for 1, 5, or 10 min. The mixtures were then immediately
diluted 100-fold in medium and titrated in 10-fold dilutions. Virus
mixed with medium instead of hydrogel was used as a control.
The activity of the hydrogels was calculated as in the experiments
with lipid solutions. Virucidal activity against HSV-1 in semen
was tested in the same way except that the virus was first
concentrated 10-fold by centrifugation in a Sorvall ultracentrifuge
at 100000g for 90 min and then diluted 1:10 in fresh (<2 h)
liquefied human semen. Virus-spiked semen mixed with medium
was used as a control.

Evaluation of Toxic Effects of Gel Preparations in Mono-
layers of CV-1 CellssTenfold dilutions of hydrogel formulas were
added to monolayers of CV-1 cells, 4 wells per dilution, and the
cell layers were examined for lysis or other toxic effects after 1
and 24 h.

HPLC Assay of MonocaprinsThe monoglyceride content was
determined using a high-performance liquid chromatography
(HPLC) component system consisting of a Thermo Separations
Products Spectra Series P200 HPLC solvent delivery system, a
µBondapak C18 125A 10µm (3.9 × 300 mm) column, a Waters
Intelligent Sample Processor (WISP) Model 710B, a Thermo
Separations Products SP4400 Integrator, and a Thermo Separa-
tions Products Spectra Series UV150 detector. The wavelength was
218 nm, and the mobile phase consisted of acetonitrile, water, and
tetrahydrofuran (57:42:1) with the retention time being 2.1 min
at 1.25 mL/min flow rate.

Drug Release from HydrogelssRelease of monoglyceride was
investigated using a membraneless diffusion cell at 37 °C.
Phosphate buffer (pH ) 4.5) containing 0.1% 2-hydroxypropyl-â-
cyclodextrin was used as the receiver phase. Samples were taken
from the receiver phase at regular intervals and filtered through
a 0.22 µm membrane filter. After each sampling, the volume was
replaced. The amount of monoglyceride released was determined
by HPLC using a calibration curve of the monoglyceride in the
receiver phase. Each experiment was carried out in triplicate.

Results
Anti-HSV-1 Activity of Fatty Acids and 1-Monoglyc-

erides in MMsIn a previous study4 medium-chain satu-

rated and long-chain unsaturated fatty acids were found
to inactivate HSV-1 in 30 min at 37 °C, and 1-monoglyc-
erides were found to be more active than the corresponding
fatty acids. In the present study caprylic acid (8:0), capric
acid (10:0), lauric acid (12:0), myristic acid (14:0), palmi-
toleic acid (16:1), and oleic acid (18:1) and their 1-monoglyc-
erides were tested against HSV-1 for 1 min at room
temperature. In addition, undecylenic acid (11:0) was
tested. The purpose of this experiment was to determine
which of these compounds would be preferable as the active
ingredients in a fast-acting virucidal gel formulation, i.e.,
would inactivate an enveloped virus such as HSV-1 within
1 min. In the first experiment all of the lipids were tested
at a concentration of 20 mM. The results are shown in
Figure 1. Of the fatty acids only lauric acid (12:0) and
palmitoleic acid (16:1) caused a 100000-fold reduction of
virus titer in 1 min. All the other fatty acids had no or a
very small effect. Of the monoglycerides, monocaprin (10:
0) was the most active, but monolaurin also had consider-
able activity and caused a 100000-fold reduction in virus
titer. The most active compounds were tested further in
concentrations of 2.5 mM, 5 mM and 10 mM. The results
are shown in Tables 1 and 2. Both lauric and palmitoleic
acid lost most of their activity at 10 mM or lower concen-
trations, whereas the activity of monolaurin was un-
changed. Monocaprin had by far the highest activity and
caused a greater than 700000-fold reduction of virus titer
in 1 min at a concentration of 5 mM (Table 2). The virucidal
activities of less active compounds were additive if two or
more were mixed together (results not shown).

Anti-HSV-1 Activity of Different Hydrogel Formu-
lations Containing MonocaprinsSince monocaprin had
the highest virucidal activity against HSV-1 as shown in
Tables 1 and 2, this monoglyceride was selected as the
active ingredients in hydrogel formulations. The gel-
forming agents used were carbomer (series 2A-D) and

Figure 1sInactivation of HSV-1 by incubation with an equal volume of 20
mM fatty acid or monoglyceride at room temperature for 1 min. Fatty acids
and monoglycerides are indicated by the number of carbon atoms and double
bonds. Inactivation is expressed as log reduction of virus titer. The data are
the means of at least three experiments.

Table 1sInactivation of HSV-1 by Incubation with an Equal Volume of
Fatty Acid at Room Temperature for 1 min

fatty acid concn, mM reduction of virus titer (log10)a

lauric acid (12:0)b 20 g5.8
10 0

palmitoleic acid (16:1) 20 4.9
10 1.6
5 0

oleic acid (18:1) 20 1.7
10 0

a The data are the means of three experiments. b Numbers of carbon atoms:
double bonds.
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NaCMC (series 1A-M), both compounds that have good
bioadhesive properties and have been used for the formula-
tion of vaginal dosage forms.8,9 As monocaprin is not soluble
in water the hydrogels were formulated in such a way that
the monoglyceride was solubilized in the dosage form. It
was attempted to use a surface active agent (Tween 80,
Cremophor RH40, Cremophor EL) to solubilize the com-
pound, and complex formation with a cyclodextrin (2-
hydroxypropy-â-cyclodextrin) was also attempted. Solvents
were used to dissolve the monoglyceride (propylene glycol,
glycofurol 75) as well as a combination of solvents and
surfactants. Table 3 shows the inactivation of HSV-1 by
incubation at room temperature for 1 min with hydrogels,
with or without monocaprin. The results indicate that both
propylene glycol and glycofurol 75 are suitable solvents for
monocaprin in hydrogels with either Carbopol or NaCMC
as carrier. Addition of surfactants or complex-forming
compounds such as 2-HPâCD inhibits the activity of
monocaprin in the hydrogels. As propylene glycol can cause
irritation of mucosal membranes it was decided to continue
the work using hydrogels formulated with glycofurol 75.

Hydrogel formulations 1A, 1B, and 2A were further
tested for activity against HSV-1. The hydrogels were
mixed with equal volumes of HSV-1, incubated at room
temperature for 1 or 10 min, and then titrated as described

in Materials and Methods. The results are shown in Table
4. Control hydrogels without monocaprin had an insignifi-
cant effect on the virus except hydrogel 2A after incubation
for 10 min. In all the hydrogels, monocaprin at 5 mM or
higher concentration inactivated the virus more than
100000-fold (>5 log) in 1 min. Monocaprin concentration
of 2.5 mM was less active.

The virucidal activity of the hydrogels was further tested
against HSV-1 suspended in semen rather than in main-
tenance medium. The results are shown in Table 5. The
virucidal activity was considerably less in semen with only
the 20 mM concentration causing greater than 100000-fold
inactivation in 1 min.

In Vitro Study of Drug ReleasesThe drug release
profiles from the different hydrogels are shown in Figure
2. Drug release profile from the 1B hydrogels, containing

Table 2sInactivation of HSV-1 by Incubation with an Equal Volume of
1-Monoglycerides at Room Temperature for 1 min

monoglyceride concn, mM reduction of virus titer (log10)a

monocaprin (10:0)b 20 g5.8
10 g5.5
5 g5.5
2.5 2.2

monolaurin (12:0) 20 3.0
10 3.4
5 3.0

a The data are the means of three experiments. b Numbers of carbon atoms:
double bonds.

Table 3sInactivation of HSV-1 by Incubation at Room Temperature
for 1 min with Various Hydrogel Formulations. Series 1A−M
Formulations Containing NaCMC and PVP and Series 2A−D
Formulations Containing Carbomer and HPMC

gel
method of

dissolving monocaprin
monocaprin
concn, mM

reduction of
virus titer (log10)a

1A Glycofurol 75 (pH adjusted to 7) 0 0
10 2.9
20 g5.5

1B Glycofurol 75 (pH adjusted to 5) 0 0
0 2.8

20 g5.5
1D Glycofurol 75 and PEG200 0 0.2

10 2.0
1H Tween 80 0 0.2

20 <1.0
1I Chremophor PH40 0 0.1

20 <0.8
1L Chremophor EL 0 0.3

10 <0.8
1M 2-hydroxypropyl-â-cyclodextrin 0 0

10 <0.8
2A Glycofurol 75 0 0

10 3.2
20 g5.5

2B Propylene glycol 0 0.2
10 2.2
20 g4.2

2D 2-hydroxypropyl-â-cyclodextrin 0 0
10 <0.8

a The data are the means of three experiments.

Table 4sInactivation of HSV-1 Mixed with an Equal Volume of Gels
1A, 1B, or 2A without Active Ingredient or with Various
Concentrations of Monocaprin and Incubated at Room Temperature
for 1 and 10 min

gel
monocaprin
concn, mMa

incubation,
min

reduction of
virus titer (log10)b

1A 0 1 0.4
0 10 0.6
2.5 1 <0.8
2.5 10 2.3
5 1 g5.2

10 1 g5.2
20 1 g5.2

1B 0 1 0.2
0 10 0.3
2.5 1 1.0
2.5 10 2.0
5 1 g5.2

10 1 g5.2
20 1 g5.2

2A 0 1 0.2
0 10 2.3
2.5 1 3.3
2.5 10 g4.8
5 1 g5.2

10 1 g5.2
20 1 g5.2

a The concentration is reduced by half in the final mixture. b The data are
the means of three experiments.

Table 5sInactivation of HSV-1 Diluted 1:10 in Semen and Mixed with
an Equal Volume of Gels 1A, 1B, and 2A. Incubation Was at Room
Temperature for 1, 5, or 10 mina

gel
monocaprin
concn, mM

incubation,
min

reduction of
virus titer (log10)

1A 0 10 0
5 10 2.3

10 1 2.9
10 5 4.2
10 10 g5.0
20 1 g5.5

1B 0 10 0
5 10 1.0

10 1 2.8
10 5 4.4
10 10 g5.0
20 1 g5.5

2A 0 10 0
5 10 1.6

10 1 3.2
10 5 g5.0
10 10 g5.5
20 1 g5.5

a The data are the means of three experiments.
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NaCMC and PVP as the gelling agents, show a burst effect
phenomenon during the first 30 min. Comparison of the
release from the two hydrogel bases reveals that the
monoglyceride release rate is appreciably higher from the
hydrogel 2A containing carbomer and HPMC. This could
be due to a less dense gel structure or a different release
mechanism in the two hydrogel structures. These results
indicate that the release of monocaprin is suitable for
prolonged spermicidal and virucidal activity.

Cytotoxic Effect of Hydrogel Formulations in Mono-
layers of CV-1 cellssHydrogels containing 10 or 20 mM
of monocaprin were found to be cytotoxic in dilution 10-1

in virus titrations. Hydrogels 1A and 2A without monoca-
prin and with 10 or 20 mM monocaprin were inoculated
in dilution 10-1 onto cell monolayers. The cells were then
examined microscopically for cytotoxic effect after 1 and
24 h. Gynol-plus, a commercial contraceptive containing
nonoxynol-9, was tested in the same way for comparison.
The results are shown in Table 6. Both hydrogel formula-
tions without monocaprin showed some toxic effect after 1
h and complete lysis after 24 h. Hydrogels with monocaprin
were more cytotoxic and lysed all the cells in 1 h. No visible
toxic effect was seen in 10-2 or higher dilutions even after
incubation for 4 days (results not shown). A vaginal gel
(Gynol-plus) which contains 2% nonoxynol-9, caused a
complete cell lysis in 1 h in dilution 10-2 and in 24 h in
dilution 10-3. It was therefore 10- to 100-fold more toxic
to the cell layers than formulations 1A and 2A containing
20 mM (0.5%) monocaprin.

Discussion
In this paper we report novel pharmaceutical formula-

tions in the form of hydrogels of various compositions,

which contain a simple lipid, i.e., monocaprin, as the
microbicidal ingredient. Monocaprin was selected after a
comparison of the virucidal activity of several fatty acids
and monoglycerides. In addition to monocaprin, some of
these lipids showed considerable activity when suspended
in maintenance medium, particularly lauric and palmitoleic
acid (Figure 1). However their activities in hydrogel
formulations have not yet been studied.

Hydrogels containing monocaprin in concentrations of
5-20 mM are highly active against HSV-1, which was used
as a test virus, and cause greater than 100000-fold inac-
tivation of the virus in 1 min. Since some viruses are
transmitted by semen, we tested the activity of the hydro-
gels against HSV-1 suspended in semen and found that a
monocaprin concentration of 20 mM was needed for maxi-
mum efficacy of the gels. A lower activity of monocaprin
in a biological fluid like semen could be expected because
previous studies have shown that as much as 10-fold higher
lipid concentrations are required for inactivation of virus
in human blood than in culture medium.6 Several envel-
oped viruses, such as HSV-1, VSV, measles virus, respira-
tory syncytal virus, cytomegalovirus, visna virus, and
HIV-1 have been found to be equally susceptible to
lipids.1,10-12 It was therefore considered appropriate to use
HSV-1 as a model in the present experiments to study the
rapid microbicidal effect of various lipids. Recent studies
on the effect of fatty acids and monoglycerides on Chlamy-
dia trachomatis13 have shown that monocaprin is also the
most active in killing this bacterium in a short time and
that hydrogel formulations 1A, 1B, and 2A containing 10
mM monocaprin kill Chlamydis trachomatis and Neisseria
gonorrheae at high titers in 5 and 1 min, respectively.14

The hydrogel formulations in 10-1 dilution were found
to be toxic to monolayers of CV-1 cells, but they were 10-
to 100-fold less cytotoxic than a commercial spermicidal
product containing 2% nonoxynol-9. However, such a
comparison must also be carried out in vivo. A preliminary
experiment with hydrogel fomulation 1A in mice showed
no adverse effect on their vaginal mucosa.14 Testing of the
hydrogel formulations 1A and 2A by the standard rabbit
vaginal irritation test showed no irritation of the vaginal
mucosa after daily application for 10 days.14 A comparison
of the toxicity of the hydrogels and a vaginal contraceptive
gel which contains 4% nonoxynol-9 is now in preparation.

Conclusions
The hydrogel formulations containing 20 mM monoca-

prin are highly virucidal in vitro and cause a greater than
100000-fold inactivation of virus (HSV-1) in 1 min, even
in the presence of semen which considerably reduces the
activity at a concentration of 10 mM. Formulations in
dilution 1:10 are cytotoxic in monolayers of CV-1 cells, but
they are 10- to 100-fold less cytotoxic than a commercial
product which contains 2% nonoxynol-9.
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Abstract 0 The biopharmaceutics and pharmacokinetics of 5-phenyl-
1,2-dithiole-3-thione (5PDTT) were investigated in rabbits, after
administration as a complex with sulfobutyl-ether-7-â-cyclodextrin
(SBE7-â-CD) by intravenous and oral routes and as a micronized
powder by oral route. 5PDTT had a rapid and large red blood cell
partitioning that was not dependent on drug concentration either in
vitro or ex vivo. The blood clearance was very high (354 ± 131 mL/
min) suggesting extrahepatic metabolism and/or nonrenal elimination
and a significant volume of distribution (67 ± 76 L). The renal clearance
was 0.17% of total clearance. 5-phenyl-1,2-dithiol-3-one (5PDTO) was
identified as a metabolite in blood and urine. The bioavailability of
5PDTT following administration of 5PDTT/SBE7-â-CD complex was
estimated to 41% while it was close to zero when 5PDTT was given
as a micronized powder.

Introduction

Some chemical agents can inhibit carcinogenesis at
different stages and could be used in cancer chemopreven-
tion. Epidemiological studies suggest that consumption of
cruciferous vegetables such as brussel sprouts, broccoli, or
cabbage, which are probably sources of 1,2-dithiole-3-
thiones,1 results in decreased cancer risk in humans in
various localizations.2,3 In vitro and animal studies suggest
that the cruciferous vegetables and 1,2-dithiole-3-thiones
protect against carcinogens by an increase in the activities
of electrophile detoxification Phase II enzymes, in conjunc-
tion with an increase of intracellular glutathione level.4 The
Phase II enzymes, such as glutathione-S-transferase and
quinone reductase can conjugate potential carcinogens with
glutathione favoring their elimination. Glutathione is a
cellular thiol, which is very important for the cellular
integrity by protection against free radicals, oxidants, and
electrophilic intermediates of various compounds. Animals
studies have shown an inhibition of experimental carcino-
genesis in liver, bladder, breast colon, lung, and skin cancer
after administration of dithiolethiones such as anethol-
trithione and oltipraz.5-7 On the basis of these data,
dithiolethiones appear to be promising chemopreventive
agents. 5PDTT was chosen among 1,2-dithiole-3-thiones
because derivatives substituted on the carbon-5 by an aryl
moiety have exhibited the most interesting antioxidant

properties.8,9 Furthermore, oltipraz and anetholtrithion,
which are known for their cancer chemoprevention proper-
ties, are also substituted on the carbon-5 by such a moiety.

Biopharmaceutic and pharmacokinetic studies have only
been conducted with two dithiolethiones: anetholtrithione
used for its scialogogue and choleretic properties, and
oltipraz which has been developed for its antischistosomal
activity.10 These studies have been conducted only after
oral administration in animals11 and in humans.5,12-14

The goal of the current work was to study the pharma-
cokinetics and biopharmaceutics of 5-phenyl-1,2-dithiole-
3-thione (5PDTT) after administration by intravenous and
oral routes in rabbits. To study this un-ionized and highly
lipophilic compound (log P ) 3.67, intrinsic solubility 0.48
mg/L),15 we used sulfobutyl-ether-7-â-cyclodextrin (SBE7-
â-CD) that has been shown to significantly increase 5PDTT
aqueous solubility16 (480 times the intrinsic solubility at a
10% SBE7-â-CD concentration).

Materials and Methods
Materialss5-Phenyl-1,2-dithiole-3-thione and 5-phenyl-1,2-

dithiol-3-one were synthesized according to A. Thuillier and J.
Vialle.17 Their chemical structure is presented in Figure 1.

The sulfobutyl-ether-7-â-cyclodextrin was supplied by Cydex L.
C. (Overland Park, KS). Heptane and acetonitrile (Merck, Darm-
stadt, FR, Germany), ethyl acetate (Carlo Erba Reagenti, Milano,
Italy), and diethylene glycol monoethyl ether (Sigma Chemical,
St Louis, MO) were of analytical grade.

Analytical MethodsAnalysis of 5PDTT and 5PDTO was
carried out by a one-step extraction procedure. 5PDTT was
quantified in plasma, blood, red blood cells, and urine samples,
and 5PDTO was quantified in blood and urine.

One milliliter of biological sample (plasma, red blood cells, or
blood) was extracted with 2 mL of a 80:20 (v/v) mixture of heptane
and ethyl acetate. Extraction was performed by mixing for 5 min
(horizontal shaker, model Agitelec SL 200). Then, the vials were
centrifuged at 2000g for 5 min. The supernatant (≈1.5 mL) was
poured into a polypropylene tube, containing 50 µL of a solution
of diethylene glycol monoethyl ether (5 µL) and heptane-ethyl
acetate (80:20, v/v, 45 µL). Diethylene glycol monoethyl ether (bp
) 194 °C) was necessary to avoid the adsorption of 5PDTT and
5PDTO onto the polypropylene tubes. Then, the volatile organic
phase was evaporated at room temperature under a nitrogen
stream. The residue was diluted in acetonitrile (50 µL) and then
stored at 4 °C until analysis.

For urine sample extraction, the volume of the samples was 5
mL, the extraction was performed by mixing for 15 min (rotary
shaker Bioblock), and the vials were centrifuged at 4500g for 15
min.

The samples were analyzed using a HPLC system, consisting
of a Waters Model 6000 A pump (Waters Assoc., Millford, MA)
equipped with a Waters 717 Autosampler (Waters Assoc., Millford,
MA), and a Delsi integrator, model Enica 21 (Delsi, Suresnes,
France). Chromatography was performed using a Lichrospher RP-
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SelectB column maintained at 30 °C (5 µm, 125 × 3 mm;
Interchim, Montluçon, France) with a water-acetonitrile (50:50,
v/v) mobile phase at a flow-rate of 0.5 mL/min.

The detection was set at 318 nm (λmax of 5PDTT: 318 nm and
λmax of 5PDTO: 288 nm) using a Milton Roy model Spectromonitor
3100 (LDC Milton Roy, Riviera Beach, FL).

The yields of extraction of 5PDTT from whole blood and urine
were 88.5 ( 2.6% and 91.0 ( 5.5%, respectively. The yields of
extraction of 5PDTO from whole blood and urine were 95.5 ( 1.5%
and 94.6 ( 8.3%, respectively. The selectivity factor (R) for the
separation of 5PDTT and 5PDTO was 1.6. The linearity was
established for concentrations up to 1000 ng/mL. The limits of
quantification of 5PDTT and 5PDTO in blood were 1.3 ng/mL and
2.4 ng/mL, respectively. The limits of quantification of 5PDTT and
5PDTO in urine were 0.3 ng/mL and 0.5 ng/mL, respectively. The
within-day reproducibilities, checked at a blood concentration of
200 ng/mL, were 7.8% and 4.5% for 5PDTT and 5PDTO, respec-
tively. The within-day reproducibilities, checked at a urine con-
centration of 20 ng/mL, were 5.6% and 6.6% for 5PDTT and
5PDTO, respectively.

Red Blood Cell PartitioningsRed blood cell (RBC) partition-
ing of 5PDTT was evaluated in vitro and ex vivo in rabbits. In the
in vitro experiment, the kinetics of partitioning (incubation time
of 1, 5, 15, and 30 min at a blood concentration of 500 ng/mL, n )
3) and the influence of the 5PDTT concentration (blood concentra-
tion of 200, 500, and 1000 ng/mL at the incubation time of 30 min,
n ) 2) were investigated at 37 °C. A 30 mL blood sample
maintained under gentle agitation was spiked with 20 µL of a
solution of 5PDTT/SBE7-â-CD complex.

In the ex vivo experiment, the influence of 5PDTT concentration
on the RBCs partitioning was checked in blood samples drawn at
1, 5, 15, and 30 min following an iv administration of a solution
of 5PDTT/SBE7-â-CD complex (2 mg in 10 mL).

Blood samples (2 mL) were immediately centrifuged (9800 g
for 1 min), and RBCs were lysed by freezing at -20 °C. 5PDTT
concentrations in RBCs and plasma were determined as described
above.

The extent of RBCs partitioning (Ke/p) was determined according
to Hinderling18 as follows:

where Ce and Cp are the concentration in the RBCs and plasma,
respectively.

The whole blood-to-plasma concentration ratio (Kb/p) represents
an additional drug distribution parameter of interest depending
on the hematocrit (Hc). Kb/p was determined according to Hinder-
ling18 as follows:

Study FormulationssPure Drugs5PDTT was micronized
using a rotomill SRM 100 apparatus (Beckman, Nyon, Switzer-
land). The mean diameter, expressed by D[4,3] (Mastersizer,
Malvern, Orsay, France), was 29 µm. 5PDTT was administered
as a capsule containing 20 mg of the drug.

Inclusion ComplexsAn ethanolic solution of 5PDTT (20 mg in
10 mL) was diluted in an aqueous solution of SBE7-â-CD (11.88
g in 80 mL) to obtain a 1/10 molar ratio and a final ethanol
concentration of 25%. The resulting solution was concentrated
under vacuum at 60 °C using a rotavapor apparatus until
elimination of ethanol. The solution was then diluted with water
to obtain a 5PDTT concentration of 1 mg/mL and 0.2 mg/mL for
oral and iv dosing, respectively. The solutions were checked for
5PDTT concentration by HPLC and stored protected from light
at ambient temperature.

Experimental ProtocolsNew Zealand adult males rabbits (n
) 15, mean weight 3.2 kg) were housed individually in standard
cages, and were provided free access to food and water. They were
fasted 12 h before each experiment. The study was approved by

the Local Committee of Laboratory Animal Care in accordance
with the rules and guidelines concerning the care and use of
laboratory animals.

Six rabbits received 5PDTT as a complex at a dose of 2 mg (10
mL) as an iv bolus injection via the marginal ear vein. Blood
samples (1.5 mL) were collected from the controlateral marginal
ear vein before drug administration and at 0.5, 1, 2, 5,10,15, 20,
30, 60, 90, 120, 180, 240, 300, 360, 420, and 480 min. The samples
were immediately frozen at -20 °C.

Six rabbits received 5PDTT as a complex at a dose of 20 mg
(20 mL) by oral route with a gastric catheter which was subse-
quently flushed with water (10 mL). Three rabbits received 5PDTT
as a capsule of pure drug (20 mg) and then received water (30
mL) with a syringe. Blood samples were collected before drug
administration and at 15, 25, 30, 40, 45, 60, 90, 120, 180, 240,
300, 360, 420, and 480 min. The samples were immediately frozen
at -20 °C.

To obtain a regular urine flow throughout the experiments, the
rabbits were hydrated by a sc infusion of normal saline (250 mL
over 30 min) the day before and within the hour preceding the
drug administration. During the study, the animals received
iterative iv infusions 20% mannitol (20 mL/h for the first hour
and then for 30 min every 2 h) and normal saline (60 mL/h between
the administration of mannitol). Urine was collected by miction.
Samples (5 mL) were kept frozen until analysis.

Pharmacokinetic AnalysissAfter iv dosing, a model with
two-exponential or three-exponential functions and first-order
elimination from the central compartment was fitted to the
individual 5PDTT blood concentrations, using weighted nonlinear
least-squares regression analysis with the reciprocal of squared
concentration as a weighting factor (WinNonlin version 1.5,
Scientific Consulting Inc., Apex, NC). The choice between the
models was judged by the distribution of residuals and comparison
of the sum of squared deviations.19 Standard methods were used
to calculate the following parameters: total body clearance (CL),
renal clearance (CLr), apparent volume of distribution of the
central compartment (Vc), apparent volume of distribution at
steady-state (Vss), distribution rate constants (K12, K13, K21, and
K31), elimination rate constant (K10), and apparent distribution
and elimination half-lives (t1/2 R, t1/2 â, and t1/2 γ). The extrapolated
area was calculated as the ratio of the last measured whole blood
concentration (Clast) and the slope of the terminal phase.

After oral dosing, individual 5PDTT and 5PDTO blood concen-
tration data were analyzed using noncompartmental analysis
assuming a first-order elimination from the central compartment
with the software package WinNonlin. Peak plasma concentration
(Cmax) and corresponding time to peak concentration (Tmax) were
derived from raw data. The area under the whole blood curve from
zero to the last sampling point (AUC0-last) and from zero to infinity
(AU0-inf) were calculated by linear trapezoidal method from
experimental data. The extrapolated area was calculated as the
ratio of the last measured whole blood concentration (Clast) and
the slope of the terminal phase. Standard methods were used to
calculate the following parameters for 5PDTT: total body clearance
(CL/F), renal clearance (CLr/F), apparent volume of distribution
at pseudodistribution equilibrium (Vz/F), and apparent elimination
half-lives (t1/2 λz). Pharmacokinetic parameters were corrected by
the average bioavailability (F).

Qu is the cumulative amount of 5PDTT or 5PDTO recovered in
urine during 480 min.

The average absolute bioavailability of 5PDTT (F) was deter-
mined according to: F ) (mean AUC0-inf(oral)/oral dose)/(mean
AUC0-inf(iv)/iv dose).

Statistical AnalysissAll data are presented as the mean (SD
Student’s t-test was used to compare individual means. A p value
less than 0.05 was considered as statistically significant.

Results and Discussion

Red Blood Cell PartitioningsMost pharmacokinetic
studies are derived from drug concentrations measured in
plasma or in serum. To investigate 5PDTT pharmacoki-
netics, quantitation in whole blood has to be considered
owing to the high lipophilicity of the drug.15 Among the
cellular constituents of blood, RBCs represent the largest
population and drugs may bind to their membrane, to

Figure 1sChemical structure of 5-phenyl-1,2-dithiole-3-thione (left) and of
5-phenyl-1,2-dithiol-3-one (right).

Ke/p ) Ce/Cp

Kb/p ) Ke/p‚Hc + (1 - Hc)
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hemoglobin, and to proteins in the cytosol. The determi-
nation of concentrations in whole blood or erythrocytes
rather than in plasma should be more suitable for studying
the drug disposition of lipophilic drugs that usually have
a high hepatic extraction (flow-rate-limited clearance).
Moreover, in case of a significant RBC distribution, mea-
suring blood concentrations increases the sensitivity of an
analytical method allowing a follow-up of the drug elimina-
tion for at least one additional half-life.18

The results of the in vitro and ex vivo experiments are
presented in Table 1. The extent of RBC partitioning of
5PDTT, estimated by Ke/p and Kb/p, was significant (around
50% of the drug in the RBCs). The RBC partitioning was
not dependent on the concentration ex vivo in a blood
concentration range from 92 to 1136 ng/mL and in vitro in
a blood concentration range from 200 to 1000 ng/mL. The
distribution equilibrium was obtained rapidly, 95% of the
maximum RBC concentration being reached in 1 min in
the in vitro experiment. The high lipophilicity of 5PDTT
may account for this rapid distribution in RBCs. On the
basis of these data, we choose to study the blood pharma-
cokinetics of this lipophilic compound.

Although RBCs contain drug-metabolizing enzymes,20

5PDTT was not apparently metabolized in vitro in RBCs
since the recovery of the drug in RBCs and in plasma
aliquots were close to the initial blood loading. Moreover,
5-phenyl-1,2-dithiol-3-one (5PDTO), which is a metabolite
of 5PDTT measured in plasma and urine, was not detected
in the in vitro experiments.

Biopharmaceutics and PharmacokineticssThe mean
concentration-time profiles of blood 5PDTT and 5PDTO
in rabbits following iv and oral dosing of 5PDTT are
presented in Figure 2. The pharmacokinetic parameters
of 5PDTT after iv and oral dosing are listed in Tables 2
and 3, respectively.

The 5PDTT blood concentration-time curves following
iv administration were best described using a tricompart-
mental model. The extrapolated area averaged 7.2 ( 5.4%
indicating that the sampling schedule was suitable.

Due to its high lipophilicity and significant RBC parti-
tioning, 5PDTT was expected to have a high tissue distri-
bution. The volume of distribution (Vss(iv)) was high,
suggesting a large distribution. However, the volume of
distribution was highly variable compared to other phar-
macokinetic parameters. Considering the respective values
of the distribution rate constants (K12 plus K13) compared
to the elimination rate constant (K10), 5PDTT has, from a
statistical point of view, more chance to be distributed in
tissues than to be eliminated, even though the systemic
clearance of 5PDTT was high. The tissue affinity of 5PDTT

can be illustrated by the rapid distribution half-lives.
Moreover, the values of the redistribution rate constants
(K21 and K31) were on average five to six times lower than
the corresponding distribution rate constants (K12 and K13),
also suggesting the affinity of 5PDTT for tissue compo-
nents. It should be noticed that a very slow redistribution
back into the central compartment cannot be ruled out.
However, the LOQ of our assay precluded such investiga-
tion.

The total blood clearance was three times higher than
the hepatic blood flow described in rabbits (around 120 mL/
min),21 suggesting a significant extrahepatic metabolism
and/or extrarenal excretion. However, the omission of a
very slow redistribution might have led to an underestima-
tion the AUC, leading to an overestimation of the clearance.
Considering this assumption, a terminal half-life of around
35 h will lead to a clearance close to the liver blood flow.

The contribution of the renal clearance to the overall
clearance was very low, 0.2% of the administered dose

Table 1sIn Vitro and Ex Vivo Red Blood Cell Partitioning of 5PDTTa

theoretical Cb

(ng/mL)
duration of

incubation (min) Hc (%) Cb (ng/mL) Ce (ng/mL) Cp (ng/mL) Ke/p Kb/p

In Vitro Experiment
(n ) 3) 500 30 38 512 ± 17 642 ± 30 431 ± 42 1.5 ± 0.2 1.2 ± 0.1

200 30 35 175 266 126 2.1 1.4

500 1 35 455 578 389 1.5 1.2
500 5 35 462 632 369 1.7 1.3

(n ) 2) 500 15 35 482 592 422 1.4 1.1
500 30 35 509 609 455 1.3 1.1

1000 30 35 941 1279 759 1.7 1.4
Ex Vivo Experiment

nd 1 35 1136 1380 974 2.1 1.4
nd 5 35 332 389 301 1.5 1.2

(n ) 2) nd 15 35 157 220 123 1.7 1.3
nd 30 35 92 128 73 1.4 1.1

a n ) no. of experiments.

Figure 2sMean (±SD) whole blood concentrations of 5PDTT and 5PDTO
after administration of 5PDTT as a complex with SBE7-â-CD at a dose of 2
mg by intravenous route (top) and at a dose of 20 mg by oral route (bottom)
in rabbits. 5PDTT (filled square); 5PDTO (empty square).
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being excreted in urine. The high RBC partitioning may
account for such a low contribution. A low renal excretion
(less than 1% of the dose) has also been shown for oltipraz
after oral administration in mouse, rat, monkey, and
humans.11,14

The use of cyclodextrins to solubilize drug administered
by the iv route raises the problem of a potential alteration
of the drug pharmacokinetics by an incomplete or a delayed
release of the drug from the cyclodextrin.22 This problem
should be considered for 5PDTT given the magnitude of
the stability constant obtained with SBE7-â-CD (10 705
M-1).16 The answer to this problem would be given by a
comparative pharmacokinetic study of the drug with a
control formulation providing that the excipient(s) used
(e.g., organic solvent, surfactant in case of lipophilic drugs)
are themselves devoid of any effect on drug kinetics. The
influence of complexation on 5PDTT pharmacokinetics
cannot be ruled out in the current study since we did not
compare the drug disposition to that obtained with a
control formulation. However, 5PDTT can be expected to
be quickly released from its complex as a result of (i) the
dilution of the study formulation in the blood circulation,
(ii) the rapid and significant distribution of 5PDTT in
RBCs, and (iii) the extensive distribution of 5PDTT that
further dilutes the complex. Furthermore, competitive
displacement of the drug from its complex by lipophilic
plasma components may also favor the drug release.
Moreover, in an in vitro study comparing the RBC parti-
tioning from a solution of SBE7-â-CD complex to that of
obtained from an ethanol-DMSO solution of 5PDTT, it
appeared that the RBC partitioning were similar. The RBC
and plasma concentrations of 5PDTT (687 ( 11 ng/mL and
374 ( 31 ng/mL, respectively) were close to those obtained
with the SBE7-â-CD complex (Table 1), suggesting that the
complexation between 5PDTT and SBE7-â-CD was not a
limiting factor for 5PDTT partitioning and should not be
a limiting factor for 5PDTT disposition.

5PDTO was identified as a metabolite of 5PDTT. The
urinary excretion of this metabolite represented around
0.025% of the dose of 5PDTT administered. A metabolic
investigation is in progress to identify other metabolites,
the structures of which are not so far determined. Following

iv administration of 5PDTT, it was not possible to delineate
the metabolite kinetics since 5PDTO blood concentrations
were below the LOQ in five of the six animals after 90 min
postdosing. However, following oral administration, 5PDTO
blood concentrations were measured until 420 min with a
Cmax (209 ( 110 ng/mL) and a Tmax (64 ( 22 min) being
close to those of the parent drug. The apparent terminal
elimination half-life of 5PDTO (T1/2 λ-z ) 190 ( 89 min)
was close to that of 5PDTT, suggesting a formation rate-
limited metabolite kinetics.

Given that dithiolethiones have a chemopreventive
potential against solid tumors,7 a more precise investiga-
tion of the distribution of 5PDTT should be performed to
specify if the drug has a selective distribution in particular
organs and tissues. In this respect, the evaluation of the
distribution in the colon, breast, skin, bladder, and lung
should be investigated. In an autoradiographic study in
mice, 14C-anetholtrithione given orally displayed high
concentrations in intestine, liver, gall-bladder, kidney, and
urinary bladder.23 The study of the organ and tissue
distribution of 14C-oltipraz orally administered in mice
showed that, during the 6 h postdosing, the highest levels
were found, in a decreasing order, in stomach and intestine
contents, in gall-bladder, in bladder, and at a lower level
in brown fat, liver, and kidney.11

Individual concentration-time profiles of complex 5PDTT-
SBE7-â-CD following oral dosing displayed a distribution-
nose, indicating the multicompartmental pharmacokinetic
pattern of 5PDTT. However, concentration-time profiles
could not be suitably fitted according to a pharmacokinetic
model so that a noncompartmental analysis was performed.
With the exception of one animal, whose concentration-
time profile was rather unusual and displayed some
scattering, the extrapolated area averages 10.3 ( 3.0%,
indicating that the sampling schedule was suitable. Tmax
was much smaller and less variable that described for
oltipraz in humans13 (mean 2.8 h, range: 0.5 to 8 h).
Following oral administration, the volume of distribution
(Vz/F) also indicated a large distribution but the difference
was less pronounced than after bolus regimen. The appar-
ent elimination half-life of 5PDTT was slightly higher than
that observed following iv dosing (p ) 0.54) and lower than

Table 2sPharmacokinetic Parameters of 5PDTT after Intravenous Administration as a Complex with SBE7-â-CD at a Dose of 2 mg in Rabbits

AUC0-inf(iv)

(ng‚min/mL)
CL

(mL/min)
Qu

(µg)
CLr

(mL/min)
Vc

(L)
Vss

(L)
K12

(min-1)
K21

(min-1)
K13

(min-1)
K31

(min-1)
K10

(min-1)
T1/2

R (min)
T1/2

â (min)
T1/2

γ (min)

R1 3834 522 3.3 0.9 5.5 200 0.414 0.185 0.106 0.032 0.095 0.9 13.6 472
R2 4899 408 0.4 0.1 0.3 8 1.030 0.162 0.305 0.017 1.230 0.3 7.2 51
R3 5915 338 1.8 0.3 1.5 50 1.195 0.209 0.264 0.210 0.228 0.4 11.5 165
R4 4867 411 4.3 0.9 1.1 11.4 0.586 0.169 0.635 0.006 0.386 0.4 6.6 301
R5 15123 132 8.1 0.5 0.3 5 1.020 0.246 0.428 0.048 0.393 0.4 5.7 36
R6 6437 311 5.0 0.8 0.7 26 1.671 0.184 0.351 0.013 0.440 0.3 11.4 102

mean 6846 354 3.8 0.6 1.6 67 0.986 0.193 0.348 0.054 0.462 0.4 9.3 188
SD 4155 131 2.7 0.3 2.0 76 0.448 0.031 0.177 0.078 0.398 0.2 3.2 169

Table 3sBiopharmaceutic and Pharmacokinetic Parameters of 5PDTT after Oral Administration as a Complex with SBE7-â-CD at a Dose of 20 mg
in Rabbits

Cmax

(ng/mL)
Tmax

(min)
AUC0-inf(po)

(ng‚min/mL)
CL

(mL/min)
Qu

(µg)
CLr

(mL/min)
Vz

(L)
T1/2

λ-z (min)

R7 200 45 17586 466 9.3 0.2 177 263
R8 46 90 7153 1146 10.2 0.6 255 154
R9 119 90 33703 243 16.1 0.2 236 672
R10 299 60 39026 210 15.2 0.2 51 169
R11 261 60 46164 177 26.6 0.2 42 163
R12 333 40 25114 326 114.3 1.9 57 122

mean 210 64 28124 428 31.9 0.5 136 257
SD 110 22 14390 367 40.8 0.7 98 209
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that described for oltipraz in humans (4.2 to 11.1 h with
increase in dose). The contribution of the renal clearance
to the overall clearance of oral 5PDTT was very low, 0.16%
of the administered dose being recovered in urine.

In two of three rabbits receiving 5PDTT as a micronized
powder, 5PDTT was not detectable during the study period
(until 8 h). In the third animal, 5PDTT was detected only
at 7 h (100 ng/mL). These data suggest that the absorption
of 5PDTT given as a powder did not occur, highlighting
the need of a particular oral formulation for such lipophilic
drugs. The optimization of the formulation of the complex
between 5PDTT and SBE7-â-CD is currently in progress
in order to reduce the amount of cyclodextrin (11.88 g of
cyclodextrin by 20 mg of 5PDTT in the formulation studied)
and to obtain a solid-state complex.16

Biopharmaceutic data on dithiolethiones are scarce and
have only be obtained for oltipraz following oral dosing in
animals11 and humans.5,12-14 These studies have shown
that the pharmacokinetics of oltipraz was dose-dependent,
suggesting a increased oral bioavailability with increasing
doses that may result from a saturable first-pass effect.5,10,11

Since 5PDTT was not administered by iv and oral routes
in the same animals, the oral bioavailability could not be
determined individually. The average absolute oral bio-
availability of 5PDTT complexed with SBE7-â-CD was
estimated to 41% while its was close to zero when admin-
istered as a micronized powder.

The current study has shown that 5PDTT had a rapid
and significant red blood cell partitioning. After adminis-
tration by intravenous and oral routes in rabbits, 5PDTT
had a very high clearance, suggesting extrahepatic me-
tabolism and/or nonrenal elimination, and a large volume
of distribution. 5PDTO was identified as a metabolite of
5PDTT in plasma and urine. The bioavailability of 5PDTT
after administration as complex 5PDTT/SBE7-â-CD was
estimated to 41% while it was close to zero when it was
given as a micronized powder.
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1. Jirousek, L.; Starka, L. Über das vorkommen von trithionen

(1,2-dithiocyclopent-4-en-3thione) brassicapflanzen. Die Natur-
wissen. 1958, 45, 386-387.

2. Wattenberg, L. W. Chemoprevention of cancer. Cancer Res.
1985, 45, 1-8.

3. Steinmetz, K. A.; Potter, J. D.. Vegetables, fruit, and cancer
prevention: a review. J. Am. Diet. Assoc. 1996, 96, 1027-
1039.

4. Ansher, S. S.; Dolan, P.; Bueding, E. Biochemicals effects of
Dithiolthiones. Food Chem. Toxicol. 1986, 24, (5), 405-415.

5. Benson, A. B., III. Oltipraz: a laboratory and clinical review.
J. Cell. Biochem. 1993, Suppl. 17F, 278-291.

6. Kensler, T. W.; Egner, P. A.; Trush, M. A.; Modification of
aflatoxin B1 binding to DNA in vivo in rats fed phenolic

antioxidants, ethoxyquin and a dithiolethione. Carcinogenesis
1985, 6, 759-763.

7. Steele, V. C.; Moon, R. C.; Lubet, R. A.; Grubbs, C. J.; Reddy,
B. S.; Wargovich, M.; McCormick, D. L.; Pereira, M. A.;
Crowell, J. A.; Bagheri, D.; Sigman, C. C.; Boone, C. W.;
Kelloff, G. J. Preclinical efficacy evaluation of potential
chemopreventive agents in animal carcinogenesis models:
methods and results from the NCI chemoprevention drug
development program. J. Cell. Biochem. 1994, 20, 32-54.

8. Burgot, J. L.; Martin, C.; Bertrand, H. O.; Warnet, J. M.;
Christen, M. O. Structure-antilipoperoxidative activity re-
lationship in the 1,2-dithiole-3-thione series. International
Symposium on Natural Antioxidants: Molecular mechanisms
and health effects. Pekin, June 1995.

9. European Patent 0 641 792 A1, 1995, Mitsui Toatsu Chemi-
cals Inc.

10. Bueding, E.; Dolan, P.; Leroy, J. P. The antishistosomal
activity of Oltipraz. Res. Commun. Chem. Pathol. Pharmacol.
1982, 37, 293-303.

11. Heusse, D.; Malard, M.; Bredenbac, J.; Decouvelaere, B.;
Leroy, J. P.; Bieder, A.; Jumeau, H. Disposition of 14C-oltipraz
in animals. Drug Res. 1985, 9, 1431-1436.

12. Dimitrov, N. V.; Bennett, J. L.; McMillan, J.; Perloff, M.;
Leece, C. M.; Malone, W. Clinical pharmacology studies of
Oltipraz - a potential chemopreventive agent. Invest. New
Drugs 1992, 10, 289-298.

13. Gupta, E.; Olopade, O. I.; Ratain, M. J.; Mick, R.; Baker, T.
M.; Berezin, F. K.; Benson, A. B., III; Dolan, M. E. Pharma-
cokinetics and pharmacodynamics of Oltipraz as a chemo-
preventive agent. Clin. Cancer Res. 1995, 1, 1133-1138.

14. Bieder, A.; Decouveleare, B.; Caillard, C.; Depaire, H.;
Heusse, D.; Ledoux, C.; Lemar, M.; Leroy, J. P.; Raynaud,
L.; Snozzi, C.; Gregoire, J. Comparison of the metabolism of
oltipraz in the mouse, rat and monkey and in man. Drug
Res. 1983, 33, 1289-1297.

15. Bona, M.; Boudeville, P.; Zekri, O.; Christen, M. O.; Burgot,
J. L. Water/n-octanol partition coefficients of 1,2-dithiole-3-
thiones. J. Pharm. Sci. 1995, 84, 1107-1112.

16. Dollo, G.; Le Corre, P.; Chollet, M.; Chevanne, F.; Bertault,
M.; Burgot, J. L.; Le Verge, R. J. Pharm. Sci., in press.

17. Thuillier, A.; Vialle, J. Composés organiques soufrés. I. Sur
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Abstract 0 Eprosartan mesylate (SKF 108566-J; EM) is an antihy-
pertensive agent approved for marketing in the USA. EM dihydrate
was prepared by three methods, one of which included suspending
the anhydrous drug in an aqueous solution of 1.0 M methanesulfonic
acid to form a slurry, followed by filtration. The dehydration kinetics
of EM dihydrate were derived by analyzing the fit of the isothermal
thermogravimetric analytical (TGA) data to numerous kinetic models.
EM dihydrate undergoes dehydration in two distinct steps, each
involving the loss of 1 mol of water at 25−70 °C and 70−120 °C,
respectively. Recrystallization of EM occurs at ∼120−140 °C after
dehydration to the anhydrous phase. This explanation is supported
by variable temperature powder X-ray diffractometry. The mechanism
of the dehydration reaction is complex, the dependence of the reaction
rate on temperature varying as a function of the particles size. For
the dihydrate of sieve fraction <125 µm, the kinetics of the first and
second dehydration steps are consistent with the Avrami−Erofeev
equation (A3, n ) 1/3) over the temperature range studied,
corresponding to three-dimensional growth of nuclei. In contrast, for
the 125−180-µm and 180−250-µm sieve fractions, the kinetics are
best described by the two-dimensional phase boundary reaction (R2)
at a lower dehydration temperature (i.e., 28.3 °C), and by the Avrami−
Erofeev equation (A3, n ) 1/3) at a higher dehydration temperature
(i.e., 93.7 °C). The activation energies (15−40 kcal/mol) and frequency
factors of the dehydration of EM dihydrate were determined both by
Arrhenius plots of the isothermal rates determined by TGA and by
Kissinger plots of the nonisothermal differential scanning calorimetric
data. Hot stage microscopy of single crystals of EM dihydrate showed
random nucleation at the surface and dehydration with the growth of
microcrystals along the needle a axis. Cerius2TM molecular modeling
software showed the existence of water channels along the a axis
and enabled the observed dehydration behavior of EM dihydrate
crystals to be explained in terms of the bonding environment of water
molecules in the crystal structure.

Introduction
The presence of water of hydration is common in molec-

ular crystals of both organic and inorganic compounds.
Numerous pharmaceuticals exist in both hydrated and
anhydrous forms.1,2 More than 90 hydrates are listed in
the United States Pharmacopoeia,3 and at least one-third
of the solid crystalline substances of the European Phar-

macopoeia4 are reported to form hydrates. The stability and
behavior of hydrates can vary widely,5-7 and hydrate
formation and dehydration may occur during processing
or storage of pharmaceuticals. Knowledge of the hydration
and dehydration behavior of drug substances is essential
in the development of stable formulations because the
physicochemical, mechanical, processing, and biological
properties of hydrates can differ significantly from those
of the corresponding anhydrate; these differences are
ascribed to differences in crystal structure7-14 brought
about by the presence of lattice water. In general, water
molecules in hydrates are almost always involved in
hydrogen bonds that usually contribute to the coherence
of the crystal structure. Shefter and Higuchi13 found that
the apparent dissolution rate and solubility of the anhy-
drous form of several drugs are greater than those of the
hydrate, which crystallizes from water at the same tem-
perature as in the dissolution experiments (e.g., theophyl-
line, caffeine, and glutethimide). Poole et al.14 showed that
the enhanced bioavailability of ampicillin correlated posi-
tively with the greater aqueous solubility and dissolution
rate of anhydrous ampicillin compared with that of the
trihydrate form. Lerk et al. reported that the binding
capacity and flowability of R-lactose monohydrate15 and of
R-D-glucose16 increased after dehydration because of a
difference in pore size distribution. Because the phase
transition on hydration or dehydration is accompanied by
a change in the physicochemical properties, it is important
to understand the mechanisms of these transitions, the
experimental and environmental conditions under which
they take place, and their rates under various conditions.

Classic dehydration kinetics is treated as a solid-state
reaction, as shown in eq 1.7,17

Usually, reactions involving solids start from the surface
and proceed inward as the reactant-product boundary
layer contracts.18 The initial generation of small product
crystallites at the reactant-product interface is termed
nucleation.19 Such nucleation is most likely to occur at
surfaces, where the molecules are usually more energetic
than in the bulk of the crystal.20 For a reaction such as
desolvation, which involves a single solid, nucleation may
occur rapidly over all surfaces or at the points of initial
contact between the constituents of a mixture of solids. Two
general points should be taken into consideration for solid-
state reactions. First, the reactivity of a solid substance is
often dependent on the total concentrations of highly
deformed, or defective, regions of the lattice. Damaged
external surfaces, superficial lattice imperfections, and
scratches are often chemically more reactive than more
perfect crystal faces. Second, the kinetics of a solid-state
reaction may be controlled by the surface area, which is
related to the mean particle size and to the particle size
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distribution. Because of the intrinsic heterogeneity of solid
phases, the dehydration reaction is also sensitive to the
environmental and reactant conditions, such as tempera-
ture, water vapor pressure, sample pre-history, sample
weight,21,22 and the geometry of the solid particles.23

Growth of nuclei in three dimensions has been observed
during the decomposition of several compounds, but is not
general because experimental observations for other sub-
stances have shown that the growth of nuclei under other
conditions may be confined to particular lattice planes (i.e.,
along one or two dimensions).19 Numerous methods have
been used to study the dehydration process, including
thermomicroscopy (hot stage microscopy, HSM), differen-
tial scanning calorimetry (DSC), thermogravimetric analy-
sis (TGA), X-ray crystallography (powder X-ray diffrac-
tometry, PXRD), and analysis of the evolved gases.7 The
experimental dehydrated fraction, x, at different times, t,
is plotted against t according to the kinetic models of the
reaction mechanisms that are capable of operating in the
solid-state decomposition.18,24,25 The goodness of the fit to
each kinetic equation was derived by examining the scatter
of the residuals, se, about the mean, the standard deviation
of the regression, S, and the determination coefficient, R2,
with less emphasis on the latter. Davis and Pryor26 and
Brown and Galwey27 have criticized the use of R2 alone as
the sole determinant of the kinetic equation of best fit,
especially when it has similar values for closely related
equations. Random se without a trend and relatively small
values of S of the regression are required for demonstrating
a good fit to any reasonable kinetic model.21,26 However, a
good fit to a particular equation does not necessarily imply
that the corresponding mechanism is correct.

Eprosartan mesylate (EM, Scheme 1) is used in the
treatment of hypertension and exists as a dihydrate and
anhydrate.28,29 EM dihydrate can be prepared under a
variety of conditions, for examples, by exposing the anhy-
drous drug substance to 98% RH for >15 days, by suspend-
ing the drug in an aqueous solution of 1.0 M methane-
sulfonic acid to form a slurry, and by granulating the drug
in the presence of 3% corn starch. Little work has been
done to study the dehydration behavior and kinetics of EM
dihydrate, which is the basic information required for
predicting the stability and other physicochemical proper-
ties of EM tablets. The purpose of this paper is to elucidate
the dehydration kinetics of EM dihydrate, especially the
effects of the particle size and temperature. Variable
temperature PXRD and HSM should help to justify a
mechanistic interpretation of the data. Cerius2TM molecular
modeling was used to visualize the crystal packing and to
provide insight into the dehydration process at the molec-
ular level. Preliminary reports of this work have been
presented at the 1997 Annual Meeting of the American
Association of Pharmaceutical Scientists.30,31

Experimental Section
MaterialssEprosartan mesylate (EM) anhydrate was supplied

by SmithKline Beecham Pharmaceuticals, King of Prussia, PA.
Methanesulfonic acid used for the preparation of EM dihydrate
was supplied by Aldrich Chemical Company, Milwaukee, WI.

Preparation of EM DihydratesEM dihydrate was prepared
by suspending 1.6 g of the anhydrous drug in 40 mL of 1.0 M
aqueous methanesulfonic acid (to prevent the formation of epro-
sartan free base and to reduce the solubility of the salt, EM
dihydrate, by the common ion effect) at 22.5 °C (room tempera-
ture). The suspension was sonicated for 2 min at 22.5 °C, and was
then stirred for 2 h. The solid phase was collected by filtration,
thoroughly washed with distilled water at 0 °C, and dried for 48
h at 22.5 °C in a 58% RH chamber. EM dihydrate was also
prepared by exposing the anhydrous drug to 98% RH at 45 °C for
15 days or longer and by granulating the anhydrous drug in the
presence of 3% (w/w) corn starch and 10% (w/w) distilled water.
The experimental techniques for solid-state characterization,
described later, show that the materials prepared by each of the
three methods (slurry process, exposure to 98% RH, or granulation
with 3% (w/w) corn starch) are indeed the same phase of EM
dihydrate. The crystals, prepared by each method, were fraction-
ated using USP standard sieves into the following three particle
size ranges: <125 µm, 125-180 µm, and 180-250 µm.

Differential Scanning Calorimetry (DSC)sA DuPont dif-
ferential scanning calorimeter (model 910, TA Instruments, New
Castle, DE) equipped with a data station (Thermal Analyst 2000,
TA Instruments) was used for the nonisothermal DSC studies. The
temperature axis and cell constant of the DSC cell were calibrated
with indium. The sample (2.05 ( 0.02 mg) was heated in open
pans at heating rates of 5, 10, 15, 20, 25, 30, and 35 °C/min under
300-400 mL/min nitrogen purge. The activation energy of each
dehydration step was determined by Kissinger’s method32 in which
the heating rate, φ in °C/min, and the temperature at peak
maximum, Tm in degrees Kelvin, are plotted according to the eq
2. This equation is derived with the assumption that the rate of
reaction is maximal at the temperature at which the endothermic
peak reaches a maximum. The activation energy was calculated
from the slopes of the plots of ln(φ/Tm

2) versus 1/Tm.

Thermogravimetric Analysis (TGA)sA DuPont thermo-
gravimetric analyzer (model 951, TA Instruments, New Castle,
DE) linked to a data station (Thermal Analyst 2000, TA Instru-
ments) was used for the isothermal dehydration studies. The
weight loss, expressed as fraction dehydrated, x, at time t, was
fitted to the known solid-state kinetic equations.7,18,25 The activa-
tion energy and the frequency factor for the dehydration of EM
dihydrate were calculated from the slope and the intercept,
respectively, of the Arrhenius plots of the logarithm of the rate
constants versus reciprocal absolute temperature. For the first
dehydration step, corresponding to the formation of the monohy-
drate, isothermal scans of x versus t were obtained at fixed
temperatures covering the range of 28 to 35 °C. The fraction
dehydrated was calculated as the ratio, weight of water lost/
maximum possible weight loss of water, in dehydrating EM
dihydrate to the monohydrate. Therefore, 100% fraction dehy-
drated (x ) 1) corresponds to the loss of 1 mol of water of hydration.
For the second dehydration step, corresponding to the formation
of the anhydrate from the monohydrate, the samples were heated
in advance to 40 °C to allow completion of the first dehydration
step. Analogous isothermal x versus t plots were obtained at fixed
temperatures from 75 to 95 °C. Therefore, 100% fraction dehy-
drated (x ) 1) corresponds the loss of 1 mol of water from EM
monohydrate leading to the anhydrate. Prior to each isothermal
scan, the sample (10.00 ( 0.02 mg) was rapidly heated to the set
temperature at a rate of 150 °C/min and maintained at that
temperature until the each dehydration step was completed.
Nitrogen purge at a constant rate (300-400 mL/min) was main-
tained during each run.

Variable Temperature Powder X-ray Diffraction (PXRD)s
Variable temperature PXRD of EM dihydrate was carried out at
ambient temperature and atmosphere using a diffractometer
(Scintag 2000, Sunnyvale, CA) with a hot stage attachment, with
Cu KR radiation (40 mA, 45 kV). Samples were packed in a copper

Scheme 1sThe Molecular Structure of Eprosartan Mesylate (EM)

d ln(φ/Tm
2)/d (1/Tm) ) -Ea/R (2)
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holder and heated at the rate of 10 °C/min to the set temperature.
The diffraction angle, 2θ, was scanned from 5° to 15° and increased
at a rate of 3°/min with a counting time of 1 s.

Polarized Light MicroscopysEM dihydrate and the solid
phase remaining after dehydration were observed under an optical
microscope equipped with polarized light accessories (M3J, Wild
Heerbrugg, Heerbrugg, Switzerland).

Hot Stage Microscopy (HSM)sThe thermal events were
observed on a hot stage (FP80, Mettler Instrument Corp., Highs-
town, NJ) under a microscope (M3J, Wild Heerbrugg, Heerbrugg,
Switzerland). The EM dihydrate crystals were heated at a constant
rate of 5 °C/min up to the melting point of anhydrous EM at ∼250
°C.

Molecular ModelingsAll molecular modeling calculations
were performed using Cerius2TM software, program version 3.5
(Molecular Simulations, San Diego, CA), running on the com-
mercial workstations (Silicon Graphics, Personal Iris 4D/20, Power
Series 2×R3000 and Indigo R4000).

Results and Discussions
Identification of Dehydration StepssEM dihydrate

exhibits two successive dehydration steps at 25-70 °C and
70-120 °C in open-pan TGA (Figure 1a), each correspond-
ing to the loss of 1 mol of water. When EM dihydrate
samples were subjected to DSC in an open pan under
experimental conditions similar to those for TGA, the peak
maximum temperatures in the DSC curve (46 °C and 89
°C in Figure 1b) agreed well with those in derivative TGA
(dTGA) (46 °C and 89 °C in Figure 1a) for both dehydration
steps. In addition, the DSC curve showed an exotherm with
a peak maximum at 118 °C, suggesting recrystallization
of EM anhydrate from the amorphous phase that was
presumably formed immediately after the second dehydra-
tion step. These results were confirmed by variable tem-
perature PXRD (Figure 2), despite the low signal-to-noise

ratio, which is attributed to the small sample size and to
the narrow range of scan angles. At 32 °C, EM dihydrate
remains as its original form, as indicated by the PXRD
pattern, which is similar to that of EM dihydrate (Figure
3a). As the temperature increases from 32 to 100 °C, the
EM dihydrate gradually loses 1 mol of water to yield a
mixture of the original dihydrate and a new phase,
presumably the monohydrate, at 60 and 80 °C, and the
monohydrate alone at 100 °C. Above 100 °C, the EM
monohydrate gradually loses the final 1 mol of water and
to form an amorphous phase, presumably that of EM
anhydrate at 110 °C. At 150 °C, the PXRD pattern shows
a new solid phase with low intensity peaks corresponding
to a phase of low crystallinity, presumably the EM anhy-
drate that crystallized at ∼118 °C in DSC (Figure 1b).
Unlike the amorphous anhydrate, the partially crystalline
anhydrate appeared birefringent under polarized light
microscopy (Figure 4f). The phase changes of EM dihydrate
on heating are summarized as follows:

The single-crystal structure of EM dihydrate33 has four
water molecules per asymmetric unit, with the following
two types of intermolecular hydrogen bond interactions, as
shown in Table 1: (a) each oxygen atom in each water
molecule forms a hydrogen bond with the hydrogen atom
on the carboxyl group of the same asymmetric unit; and
(b) each hydrogen atom in each water molecule forms a
hydrogen bond with the oxygen atom on the mesylate anion
either within the same or in the neighboring unit cell. Each
of the four different water molecules forms two or three
hydrogen bonds. The hydrogen bond lengths and angles
for each water molecule were calculated using Cerius2TM

molecular modeling software and are summarized in Table
1. The H2O(3) molecule is probably more loosely bound than
the other water molecules because it forms only two
hydrogen bonds, whereas the other three water molecules

Figure 1sTypical curves for (a) thermogravimetric analysis (TGA), derivative
thermogravimetric analysis (dTGA), and (b) differential scanning calorimetry
(DSC) of eprosartan mesylate (EM) dihydrate.

Figure 2sVariable temperature powder X-ray diffraction patterns for eprosartan
mesylate (EM) dihydrate.

first step dehydration:

EM‚2H2O (crystal)98
25-70 °C

EM‚H2O (crystal) + H2O (g)

second step dehydration:

EM‚H2O (crystal)98
70-120 °C

EM (amorphous) + H2O (g)

recrystallization:

EM (amorphous)98
120-140 °C

EM (crystal)

melting:

EM (crystal)98
∼250 °C

EM (liquid)
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form three hydrogen bonds. The H2O(4) molecule may also
be more loosely bound than the H2O(1) and H2O(2) mol-
ecules because of its slightly greater hydrogen bond lengths
and smaller hydrogen bond angles. Therefore, H2O(3) or
H2O(4) may be included in the 1 mol of water that escapes
during the first dehydration step at 25-70 °C in open-pan
TGA (Figure 1a), whereas H2O(1) and H2O(2) may cor-
respond to the second mole of water released during the
second dehydration step at 70-120 °C.

Isothermal Dehydration StudiessTypical isothermal
dehydration curves are shown in Figure 5 for the <125-
µm sieve fraction of EM dihydrate; Figure 5a depicts the
first step dehydration and Figure 5b depicts the second step
dehydration. The isothermal dehydration curves for the
other sieve fractions show similar features; namely, sig-
moidal profiles and dehydration rates that increase with
increasing temperature. The sigmoidal curves are charac-
terized by an induction period at low x values, a growth
period with an inflection at intermediate values of x, and
a deceleratory period at high x values. The sigmoid-shaped
curves usually result from reactions that occur at a
reactant-product interface. The interface is initially es-
tablished as a limited number of points on the surface of
the reactant crystal by the formation of microcrystals
(nuclei) of the product. Reaction thereafter proceeds within
the strained contact area at the reactant-product interface.
At the start of the reaction, the area of such an interface
is small and limited to a number of surface sites so that
the reaction is slow. At a later stage of the reaction, some
nuclei have grown to a significant size and other nuclei
are being formed. The reaction rate is greater than that
during the initial formation of nuclei because of the
increase of the reactant-product interfacial area. On
continued growth of such nuclei, a point is reached at which
the reactant-product interfaces from different nuclei begin
to overlap so that the rate of expansion of the interface
and the rate of reaction decrease.19

For the <125-µm fraction and for both the first and
second dehydration steps, Table 2 shows that the Avrami-
Erofeev equation (A3, n ) 1/3) gave the smallest S, whereas
the se values were randomly distributed without a trend
and R2 was largest. Thus, the successive dehydrations of
the <125-µm fraction of EM dihydrate best fit the Avrami-
Erofeev equation (n ) 1/3) for which Figures 6a and 6b
are the representative plots.

For the 125-180-µm and 180-250-µm fractions of EM
dihydrate, the statistical parameters (S and R2) and the
dehydration equations of best fit are summarized in Tables
3 and 4, respectively. These isothermal dehydration studies
were carried out between 28.3 and 93.7 °C. Up to 90.8 °C,

for the first and second dehydration steps of the 125-180-
µm fraction, the dehydration kinetics are best represented
by the equations for a phase boundary reaction, in par-
ticular R2, the two-dimensional cylindrical symmetry reac-
tion. At 91.2 °C, corresponding to the second dehydration
step, the equation of best fit is the three-dimensional
nucleation-controlled equation, A3, suggesting the domi-
nance of nucleation and growth processes at this higher
temperature. Similar dehydration kinetics were observed
for the 180-250-µm fraction. At temperatures <90.7 °C for
the first and second dehydration steps of the 180-250-µm
fraction, the dehydration kinetics are best described by R2,
the two-dimensional cylindrical phase boundary reaction.
At 90.7 and 93.7 °C for the second step dehydration of the
180-250-µm sieve fraction, the equation of best fit is A3.
The best fitting kinetic equations for dehydration of various
sieve fractions of EM dihydrate, and the se values (i.e., the
experimental x - the predicted x), are shown in Table 5.

The previous paragraph (Table 5) shows that the dehy-
dration kinetics of the relatively large particles (125-180-
µm and 180-250-µm fractions) up to 90.7 °C most closely
follows the two-dimensional phase boundary equation (R2).
Indeed, visual observation of the larger crystals under HSM
(Figure 4) supports this mechanism. Direct microscopic
observations of single crystals of EM dihydrate showed that
tiny ruptures first appeared at a few random positions on
the crystal surface, indicating initial formation of the
reactant-product interface. The appearance and growth
of the microcrystals proceeded along the needle axis of the
crystals. The growth rate of these centers perpendicular
to the needle-axis was slower than that along the needle-
axis, indicating that the water molecules escape along this
long axis during dehydration. The needle shape of the
crystals was retained even after completion of the dehydra-
tion at the higher temperatures. This observation suggests
that the dehydration reaction is confined to two-dimensions
rather than to three-dimensions, which was indicated by
fragmentation of the larger crystals upon dehydration.

Molecular modeling simulation (Cerius2TM software) was
used to visualize the crystal packing and to interpret the
dehydration behavior of EM dihydrate under HSM, and
revealed the existence of a water channel at the molecular
level. Figures 7a and 7b show the crystal packing pattern
of EM dihydrate. In general, the structure of EM dihydrate,
when viewed in the direction of the a axis, is composed of
alternate layers of hydrophobic regions, containing aro-
matic rings and hydrocarbon chains, and hydrophilic
regions, containing polar functional groups and water
molecules that form the hydrogen-bonded networks. A
discrete hydrogen-bonding tunnel lies parallel to the a
crystallographic axis as presented in Figures 7a and 7b,
indicating that the water channel is also parallel to the a
axis. The water molecules can leave the EM dihydrate
crystal along these water channels with the smallest
resistance. Dehydration along other crystallographic direc-
tions (i.e., along the b and c axes) would require the water
molecules to penetrate the somewhat closely packed layers
of nonpolar groups along these directions, which is unlikely.
Suzuki et al.34 and Gerdil et al.35 applied microscopic
observations and crystallographic data to the dehydration
of caffeine 4/5-hydrate. Scanning electron micrographs
showed that the needle-shaped crystals of the anhydrous
dehydrated phase of caffeine are oriented parallel to the
long axis forming channel-like cavities. This arrangement
is consistent with crystallographic studies that show the
chains of water molecules arranged along this axis. Byrn7

reported that the tunnels of water molecules in thymine
hydrate are oriented along the c crystallographic axis, and
that rapid dehydration is consistent with the preferential
exit of water molecules through these tunnels. We note that

Figure 3sTypical powder X-ray diffraction patterns for eprosartan mesylate
(EM): (a) dihydrate and (b) anhydrate.
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many of these hydrates crystallize with the long crystal
axis parallel to the water tunnels and nearly perpendicular
to the aromatic rings.

The kinetic equations of best fit for the first and second
isothermal dehydration steps of three sieve fractions of EM

dihydrate differ somewhat at different temperatures (Table
5). For the <125-µm fraction, the A3 equation (three-
dimensional growth of nuclei) may arise from the greater
total surface area or from the greater surface-to-volume
ratio of these smaller crystals because nucleation is fre-

Figure 4sPhotomicrographs of eprosartan mesylate (EM) dihydrate crystals while heating on the hot stage microscope at (a) 25 °C, (b) 61.0 °C, (c) 63.5 °C,
(d) 65.5 °C, (e) 80.0 °C, and (f) 150 °C under polarized light.

Table 1sThe Hydrogen Bond Lengths and Angles of the Four Water Molecules in the Asymmetric Unit of Eprosartan Mesylate (EM) Dihydrate

molecule H2Oa‚‚‚H−OCO (Å) bond angle (°) HO−Hb‚‚‚OSO2CH3 (Å) bond angle (°) HO−Hb‚‚‚OSO2CH3 (Å) bond angle (°)

H2O(1) 2.588(9) 168.212(7) 2.823(2) 166.451(3) 2.887(3) 178.051(8)
H2O(2) 2.575(0) 168.213(8) 2.878(0) 168.259(0) 2.963(2) 159.609(5)
H2O(3) 2.635(3) 167.434(1) 2.783(8) 137.460(9) sc sd

H2O(4) 2.616(6) 160.932(4) 2.802(7) 162.035(4) 2.749(7) 150.544(9)

a and b represent two different hydrogen bonds within one water molecule. c Distance is >4.0 Å, suggesting insignificant hydrogen bonding. d Bond angle is
<90.0°, suggesting insignificant hydrogen bonding.
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quently initiated at the crystal surfaces. The A3 equation
may also arise from the greater fraction of the more
reactive zones of the smaller particles (i.e., the crystal faces,
edges, corners, and cracks). The smaller crystals usually
have more lattice imperfections on their surfaces, which
are believed to be more reactive chemically than the more
perfect crystalline faces of the larger crystals. The initial
generation of the small product nuclei may be a difficult
process that can occur only at a limited number of the
reactive sites on the crystal surface. Reaction may there-

after proceed with greater facility at the reactant-product
interface. Griesser and Burger36 reported that the dehydra-
tion of caffeine 4/5-hydrate is controlled by nucleation and
growth for the smaller crystals but by diffusion for the
larger crystals. In the dehydration of the larger EM
dihydrate crystals (125-180 µm and 180-250 µm) at lower
temperatures, the escape of water molecules from the
crystal lattice follows the R2 equation (two-dimensional

Table 2sStatistical Parameters for Fitting the First and Second Isothermal Dehydration Steps of Eprosartan Mesylate (EM) Dihydrate (<125-µm
Sieve Fraction) to Eleven Solid-State Reaction Equationsa

temperature (°C) range of x P1 A2 A3 F1 R1 R2 R3 D1 D2 D3 D4

first dehydration step
28.2 0.0621− R2 0.9856 0.9946 0.9985b 0.9225 0.9456 0.9942 0.9931 0.9716 0.9757 0.9081 0.9656

0.9845 S 0.3637 0.2284 0.2070b 0.8455 0.7919 0.2305 0.2520 0.5114 0.4727 0.9210 0.5630
30.7 0.0569− R2 0.9813 0.9870 0.9962 0.8997 0.9477 0.9954 0.9864 0.9760 0.9693 0.8799 0.9517

0.9900 S 0.3365 0.2610 0.1555 0.7800 0.5631 0.1666 0.2867 0.3811 0.4312 0.8537 0.5412
32.6 0.0292− R2 0.9680 0.9807 0.9950 0.8675 0.9656 0.9958 0.9742 0.9710 0.9501 0.8403 0.9253

0.9968 S 0.3371 0.2620 0.1368 0.7924 0.4032 0.1982 0.3492 0.3705 0.4860 0.8699 0.5947
33.4 0.0419− R2 0.9941 0.9967 0.9993 0.9276 0.9735 0.9977 0.9852 0.9791 0.9551 0.8689 0.9327

0.9940 S 0.1448 0.1279 0.1489 0.5854 0.3542 0.1443 0.2640 0.3146 0.4610 0.7880 0.5646
second dehydration step

75.7 0.0913− R2 0.9363 0.9933 0.9983b 0.9251 0.9653 0.9985 0.9889 0.9816 0.9535 0.9364 0.9479
0.9848 S 0.5203 0.4006 0.2929b 1.3485 0.9173 0.2031 0.0906 0.3791 0.4510 0.5271 0.4770

83.8 0.0341− R2 0.9364 0.9655 0.9901 0.8161 0.9917 0.9744 0.9422 0.9531 0.8520 0.8282 0.8440
0.9900 S 0.3177 0.0333 0.1879 0.2211 0.1719 0.1769 0.1916 0.3723 0.4022 0.4334 0.4129

88.9 0.0536− R2 0.9765 0.9840 0.9979 0.8811 0.9940 0.9729 0.9507 0.9418 0.8896 0.7842 0.8570
0.9500 S 0.0827 0.1321 0.0475 0.3605 0.0808 0.1719 0.2320 0.2520 0.3473 0.4857 0.3953

95.0 0.0347− R2 0.9503 0.9623 0.9922 0.8222 0.9844 0.9567 0.9257 0.9249 0.8753 0.7508 0.8400
0.9861 S 0.08264 0.1284 0.0622 0.2786 0.0823 0.1375 0.1416 0.1812 0.2335 0.3301 0.2645

a Garner18 and Sharp et al.25 b The statistical parameters for the best fitting kinectic equation are in bold.

Figure 5sRepresentative isothermal dehydration progress curves for < 125-
µm sieve fraction of eprosartan mesylate (EM) dihydrate powder during (a)
the first dehydration step and (b) the second dehydration step. Figure 6sRepresentative plots for the best-fitting kinetic equation for the

dehydration of eprosartan mesylate (EM) dihydrate powder (<125-µm sieve
fraction) during (a) the first dehydration step and (b) the second dehydration
step.
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phase boundary reaction). The explanation offered is that
the escape of the loosely bound water molecules in the
crystal lattice produces a vacancy on the surface of the EM
dihydrate crystals. This intermediate structure is unstable,
so recrystallization to the anhydrous phase occurs. In this
way, a phase boundary is formed that is preferentially

oriented along the a axis inside the crystal. At higher
temperatures, the large EM dihydrate particles can pre-
sumably break up to produce smaller crystals. A large
number of reactive crystal defects, which are the initial
sites for the nucleation, are presumably produced by the
fragmentation of the larger particles into smaller ones.

Table 3sStatistical Parameters for Fitting the Isothermal Dehydration Steps of Eprosartan Mesylate (EM) Dihydrate (125−180-µm Sieve Fraction) to
Eleven Solid-State Reaction Equationsa

temperature (°C) range of x P1 A2 A3 F1 R1 R2 R3 D1 D2 D3 D4

first dehydration step
28.3 0.1156− R2 0.9857 0.9958 0.9957 0.9541 0.9854 0.9980b 0.9922 0.9899 0.9600 0.8837 0.9381

0.9827 S 0.2929 0.1524 0.2082 0.5664 0.3192 0.1421b 0.0976 0.2649 0.5290 0.9021 0.6580
30.8 0.0561− R2 0.8837 0.9716 0.9902 0.8602 0.9631 0.9972 0.9793 0.9441 0.9201 0.8888 0.9100

0.9971 S 0.2376 0.0508 0.1368 0.1864 0.0395 0.1220 0.0905 0.3127 0.3737 0.4409 0.3968
33.2 0.1540− R2 0.9364 0.9876 0.9957 0.9136 0.9629 0.9974 0.9852 0.9559 0.9267 0.8833 0.9129

0.9811 S 0.2525 0.0586 0.1054 0.2094 0.5135 0.0818 0.0909 0.2778 0.3581 0.4518 0.3903
34.8 0.1038− R2 0.9572 0.9890 0.9926 0.9213 0.9581 0.9937 0.9845 0.9435 0.9141 0.8702 0.9002

0.9937 S 0.3397 0.1698 0.1536 0.2375 0.1707 0.1502 0.1964 0.3141 0.3877 0.4765 0.4179
second dehydration step

75.4 0.0647− R2 0.8871 0.9748 0.9906 0.8751 0.9711 0.9967b 0.9780 0.9912 0.9717 0.8507 0.9438
0.9935 S 0.9240 0.7283 0.4778 1.7416 0.8376 0.2845b 0.7304 0.4610 0.8293 1.9039 1.1678

81.7 0.1634− R2 0.8488 0.9594 0.9831 0.8325 0.9724 0.9938 0.09659 0.9836 0.9547 0.8140 0.9218
0.9967 S 0.5248 0.4385 0.2833 0.9498 0.3501 0.1716 0.4287 0.2966 0.4939 1.0006 0.6491

90.8 0.3101− R2 0.7993 0.9318 0.9610 0.8104 0.9796 0.9905 0.9513 0.8586 0.8643 0.8067 0.8251
0.9968 S 0.2351 0.1918 0.1444 0.3187 0.1045 0.0712 0.1305 0.2224 0.2408 0.2601 0.2474

93.6 0.0671− R2 0.9570 0.9755 0.9971b 0.9597 0.9753 0.9440 0.9246 0.9929 0.9928 0.8938 0.9937
0.9840 S 0.0706 0.1928 0.0578b 0.1298 0.6692 0.0733 0.9208 0.9921 0.9901 0.0818 0.9934

a Garner18 and Sharp et al.25 b The statistical parameters for the best fitting kinectic equation are in bold.

Table 4sStatistical Parameters for Fitting the Isothermal Dehydration Steps of Eprosartan Mesylate (EM) Dihydrate (180−250-µm Sieve Fraction) to
Eleven Solid-State Reaction Equationsa

temperature (°C) range of x P1 A2 A3 F1 R1 R2 R3 D1 D2 D3 D4

first dehydration step
28.3 0.0427− R2 0.8910 0.9774 0.9901 0.8581 0.9663 0.9971b 0.9791 0.9837 0.9644 0.8388 0.9375

0.9970 S 0.5816 0.4569 0.3019 1.1447 0.5583 0.1633b 0.4395 0.3885 0.5731 1.2201 0.7596
30.8 0.0372− R2 0.9344 0.9928 0.9979 0.9055 0.9659 0.9990 0.9913 0.9867 0.9836 0.8996 0.9669

0.9907 S 0.3341 0.2212 0.1060 0.8016 0.4810 0.0689 0.2161 0.2676 0.2976 0.7354 0.4216
32.4 0.1032− R2 0.8609 0.9614 0.9839 0.8273 0.9715 0.9956 0.9714 0.9882 0.9660 0.8198 0.9347

0.9968 S 0.4886 0.3898 0.2735 0.8452 0.3436 0.1354 0.3440 0.2211 0.3749 0.8634 0.5197
34.9 0.0856− R2 0.9477 0.9935 0.9971 0.9276 0.9761 0.9961 0.9829 0.9851 0.9596 0.8629 0.9346

0.9939 S 0.3749 0.1692 0.1022 0.5501 0.2925 0.1181 0.2471 0.2310 0.3799 0.7001 0.4837
second dehydration step

76.5 0.0854− R2 0.8423 0.9602 0.9821 0.8454 0.9687 0.9962b 0.9743 0.9923 0.9758 0.8453 0.9480
0.9968 S 1.1447 0.9258 0.6204 1.8247 0.8207 0.2853b 0.4219 0.4081 0.7212 1.8254 1.058

83.2 0.0521− R2 0.8538 0.9588 0.9836 0.8294 0.9744 0.9937 0.9686 0.9869 0.9639 0.8223 0.9329
0.9967 S 0.4546 0.3839 0.2419 0.7810 0.3024 0.1499 0.3350 0.2164 0.3588 0.7971 0.4898

90.7 0.0444− R2 0.8868 0.9922 0.9979b 0.9307 0.9600 0.9902 0.9829 0.9732 0.9616 0.8929 0.9457
0.9905 S 0.0777 0.0836 0.0432b 0.2488 0.3206 0.0936 0.1234 0.2514 0.2164 0.2863 0.2167

93.7 0.0477− R2 0.9496 0.9834 0.9952 0.9043 0.9800 0.9867 0.9651 0.9346 0.9319 0.8946 0.9255
0.9809 S 0.0573 0.0762 0.0456 0.1830 0.0837 0.0756 0.1501 0.2054 0.2095 0.2606 0.2191

a Garner,18 and Sharp etal.25 b The statistical data for the best fitting kinectic equation are in bold.

Table 5sThe Best-Fitting Kinetic Equations at Various Temperatures for the First and Second Isothermal Dehydrations of All the Eprosartan
Mesylate (EM) Dihydrate Samples

< 125 µm 125−180 µm 180−250 µm

dehydration
temperature

(°C) equationa residual plotsb
temperature

(°C) equationa residual plotsb
temperature

(°C) equationa residual plotsb

28.2 A3 no trend 28.3 R2 no trend 28.3 R2 no trend
first 30.7 A3 no trend 30.8 R2 no trend 30.8 R2 no trend

32.6 A3 no trend 33.2 R2 no trend 32.4 R2 no trend
33.4 A3 no trend 34.8 R2 no trend 34.9 R2 no trend

75.6 A3 no trend 75.4 R2 no trend 76.5 R2 no trend
second 83.8 A3 no trend 81.7 R2 no trend 83.2 R2 no trend

88.9 A3 no trend 90.8 R2 no trend 90.7 A3 no trend
95.0 A3 no trend 93.6 A3 no trend 93.7 A3 no trend

a Garner18 and Sharp et al.25 b The residual plots of the residuals, se (i.e., the experimental x − the predicted x), versus the predicted x at different dehydration
times, t.
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Hence, for the larger crystals, the dominant dehydration
process (two-dimensional phase boundary, R2, cylindrical
symmetry) at low temperatures is replaced by three-
dimensional nucleation-controlled (A3) dehydration at high
temperatures because of the creation of increased surface
area and crystal defects at high temperatures, which are
the reactive sites for the formation of nuclei.

For the first and second dehydration steps of EM
dihydrate, the activation energies, Ea, obtained from Ar-
rhenius plots (Figure 8) and the frequency factors according
to the best-fitting mechanism are presented in Table 6. In
all cases, Ea for the second dehydration step (∼32 kcal/
mol) is higher than that for the first step (∼19 kcal/mol),
which indicates that the second mole of escaping water
molecules is more tightly bound. This conclusion agrees

with that from the study of the bonding environment of
water molecules in EM dihydrate, already discussed.
Neither the activation energy nor the frequency factor
depend significantly on the particle size. However, Agbada
and York21 and Van Dooren37 reported the tendency toward
lower activation energy with decreasing particle size for
the dehydration of theophylline monohydrate and sodium
citrate.

Nonisothermal Dehydration StudiessFor the EM
dihydrate samples prepared by different methods, the
activation energies and the frequency factors of the first
and second dehydration steps were calculated from the
Kissinger plots of DSC data and are listed in Table 7. The
activation energies for dehydration of the EM dihydrate
samples depend on the method of preparation and increase
in the following order: slurry process < 98% RH < in the
presence of 3% corn starch. The dependence of the activa-
tion energy of dehydration on the manufacturing process
suggests the influence of variables, such as crystals defects,
sample geometry, and surface characteristics, on the
properties of the crystals. Similarly, Agbada and York21

noted that the sample history plays a critical role in the
dehydration reactions of theophylline monohydrate.

Conclusions

The two consecutive dehydration reactions of EM dihy-
drate are complex and represent different kinetic processes
that are greatly dependent on the particle size and tem-

Table 6sThe Activation Energy (Ea, kcal/Mol) and Frequency Factors (A, min) from Arrhenius Plots for the Dehydration of Eprosartan Mesylate
(EM) Dihydrate Samples of various particle size ranges

< 125 µm 125−180 µm 180−250 µm

parameter first dehydration second dehydration first dehydration second dehydration first dehydration second dehydration

Ea (kcal/mol) 18.9 (0.2)a 31.9 (0.6)a 19.2 (0.5) 31.1 (0.5) 19.1 (0.6) 35.1 (0.5)
ln A (min) 29.5 43.4 29.8 42.1 29.8 48.2

a The standard deviations are given in parentheses.

Table 7sThe Activation Energy (Ea, kcal/mol) and Frequency Factors (A, min) from Kissinger Plots for the First and Second Dehydrations of
Eprosartan Mesylate (EM) Dihydrate Samples of Various Particle Sizes and from Various Preparation Methodsa

preparation methods

98% RH slurry process with 3% corn starch

dehydration step < 125 µm 125−180 µm < 125 µm 125−180 µm 180−250 µm 125−180 µm 180−250 µm

first, Ea (kcal/mol) 18.5(0.6) 19.6(0.8) 12.0(0.2) 11.8 (0.1) 12.3(0.3) 13.6(0.3) 14.5(0.5)
second, Ea (kcal/mol) 33.9(1.1) 31.4(0.8) 20.9(0.8) 18.7(0.5) 23.4(0.6) 38.9(0.9) 29.6(0.3)
first, ln A (min) 30.0 32.2 18.9 18.4 19.2 20.8 23.0
second, ln A (min) 43.0 43.8 28.9 25.8 32.5 53.4 39.7

a The standard deviations are given in parentheses.

Figure 7sPacking diagrams of eprosartan mesylate (EM) dihydrate, where
the dotted lines between the atoms indicate the hydrogen bonds along (a)
the a axis and (b) the c axis.

Figure 8sArrhenius plot from the best-fitting dehydration mechanism for the
second dehydration step of eprosartan mesylate (EM) dihydrate samples (<125-
µm sieve fraction).
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perature. Both three-dimensional growth of nuclei and two-
dimensional phase boundary equations are postulated to
represent the predominant processes in the dehydration
kinetics of EM dihydrate. Such information is essential for
understanding and improving the stability of EM dihy-
drate, which may be compromised during the processes of
manufacture and storage. In addition, the activation ener-
gies for the two consecutive dehydration processes of EM
dihydrate depend on the sample preparation history. HSM
and variable temperature PXRD are valuable complemen-
tary tools for the interpretation of dehydration behavior,
whereas molecular modeling provides structural insight
into the dehydration mechanisms.
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Abstract 0 The effects of transdermal iontophoresis (IP) codelivery
of hydrocortisone (HC) on metoclopramide hydrochloride (MCP)
pharmacokinetics and on skin-induced reactions were evaluated in a
randomized, crossover clinical study. MCP, an antiemetic, low
molecular weight, cationic drug intended for systemic delivery, was
delivered from the anode of IP systems at a constant current of 100
µA/cm2. HC, a neutral endogenous antiinflammatory agent, was
codelivered from the same electrode, primarily by electroosmotic
processes. Each subject (n ) 7) wore two identical IP systems (MCP
alone or MCP plus HC), each supplying 500 µA, one on each upper
arm for 4 h. One week later, each subject repeated the procedure
with the alternate type of MCP system. HC did not change the
pharmacokinetics of MCP: There were no statistically significant
differences in MCP plasma concentrations, half-life, area under the
curve (AUC), or rate of absorption between the two treatment groups.
However, HC significantly decreased erythema and edema scores
produced by the IP of MCP. In both groups, a steady-state MCP flux
of about 100 µg/(cm2 × h) was achieved after only 1 h of transport,
and input rate dropped dramatically immediately after removal of the
system. In vitro, HC flux through human epidermis from an MCP plus
HC formulation was 2.8 ± 1.1 µg/(cm2 × h) after 4 h transport at 100
µA/cm2, suggesting negligible systemic exposure to hydrocortisone.
These data indicate that MCP input rate and its clearance from the
skin are unaltered by HC and that the codelivery of HC by IP is an
effective strategy for inhibition of local reactions resulting from the
transdermal delivery of drugs.

Introduction
Transdermal drug delivery was introduced as a means

to deliver drugs intended for systemic therapy more than
20 years ago. Typically, transdermal systems deliver a drug
in a zero-order fashion over several days.1 This mode of
delivery is particularly desirable for drugs with a low
therapeutic index.2 For these agents, zero-order delivery
may result in reduction of systemic side effects. Unfortu-
nately, local delivery results in high drug concentrations
in the delivery site that can result in irritation and
sensitization to the drug being delivered.3 Several clinically
available transdermal systems have been reported to
produce local irritation or sensitization.4-6 In addition,
reports indicate that many potential candidates for trans-
dermal delivery may be too irritating or sensitizing for

development.7,8 Various strategies have been developed to
minimize these local side effects.9-14 One of the most
promising strategies consists of pretreating the skin with
a glucocorticoid (GC) or codelivering it with the drug.15 This
pretreatment strategy has been applied to several trans-
dermal systems already on the market.4,16 To date, there
are no commercialized combination products. One of the
potential problems associated with the use of the topical
delivery of GCs results from their local vasoconstrictive
effect.17 This pharmacological effect is directly dependent
on the potency and the flux of the GC18 and may possibly
affect the pharmacokinetics of the drug being delivered.

Surprisingly, there are only a few reports of the effect
of GCs on the pharmacokinetics of a drug being delivered
transcutaneously. Ito and O′Connor reported that pretreat-
ment with a 0.5% HC cream did not affect the pharmaco-
kinetics of clonidine delivered from Catapres-TTS applied
to the same skin site.16 Unfortunately, this study did not
address HC delivery through the skinsin particular if HC
was codelivered efficiently during the 7-day patch applica-
tion. Finally, the effectiveness of HC in reducing the
clonidine-induced skin reaction could not be accurately
evaluated because the subjects were not previously sensi-
tized to clonidine.

IP offers a means to deliver drugs through the skin with
a minimum lag time and an optimal control of drug flux.19

IP delivery of MCP, an antiemetic drug intended for
systemic delivery, was previously found to result in moder-
ate skin irritation at the site of delivery (unpublished data).
We decided to use the IP technology to demonstrate that
hydrocortisone can be used in transdermal delivery to
minimize skin reactions caused by the transdermal delivery
of drugs without significant alteration of drug flux and drug
clearance from the skin.

Materials and Methods
In Vitro StudiessFor in vitro studies, human skin from

cadavers was used. The epidermis was separated from the dermis
after incubating the skin for about 1 min in water heated to 60
°C. The separated epidermis was mounted in custom-made IP cells
(two compartment cells) with the stratum corneum facing the
donor compartment. IP cells were assembled with a silver foil
anode in the drug donor compartment and a silver/silver chloride
cathode in the receptor compartment. The donors were filled with
2 mL of saturated HC (USP clinical grade, Diosynth, Chicago, IL)
aqueous solution in Dulbecco’s phosphate-buffered saline or 10%
(w/w) MCP (USP clinical grade, Lee Lab, Arlington, VA) aqueous
solution saturated with HC. The receptors were filled with 1.8 mL
of Dulbecco’s phosphate-buffered saline. The permeation cells were
thermostated at 32 °C. Experiments were run without current or
under constant current set at 0.1 mA/cm2 for 18 h with samples
taken every 4 h. Both HC and MCP were assayed by high-
performance liquid chromatographic (HPLC) methods.20,21

Clinical StudysElectrically assisted delivery of MCP was
accomplished with custom-built IP systems. The IP systems had
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a silver anode (donor) and an anodic reservoir gel containing a
10% (w/w) aqueous solution of MCP with or without a 0.5% (w/w)
saturated aqueous solution of HC and 3% (w/w) hydroxy ethyl
cellulose (HEC, Aqualon, Wilmington, DE) to form a gel. The IP
systems also had a silver chloride cathode (counter electrode) and
a cathodic reservoir containing a buffered saline gel. The reservoir
gels (i.e., both the anodic and cathodic gels) each had a volume of
approximately 600 µL and a skin-contacting surface area of about
5 cm2. The electrodes were connected to a DC power source that
supplied a constant level of electric current of 500 µA or 100 µA/
cm2. The study was undertaken in volunteers after approval by
the Medical Review Board at ALZA, which, at the time the study
was performed, met FDA criteria, and in accordance with the
principles of the Declaration of Helsinki. Each study volunteer met
all of the following inclusion criteria: male, 18-50 years old;
medical history, physical examination demonstrating no clinically
relevant abnormalities, SMA 17 blood profile tests (glucose, blood-
urea-nitrogen, uric acid, calcium, phosphorus, total protein,
albumin, cholesterol, total bilirubin, alkaline phosphatase, aspar-
tate aminotransferase, alanine aminotransferase, lactate dehy-
drogenase, sodium, potassium, creatinine, bicarbonate, and chlo-
ride), complete blood count, urinalysis, and electrocardiogram;
normotensive. Exclusion criteria included dermatological disor-
ders, application sites presenting scar tissue or moles, known
hypersensitivity to any component of the IP system, use of
antiinflammatory drugs such as steroids, nonsteroidal antiinflam-
matory drugs, and abnormal clinical laboratory tests. Informed,
written consent was obtained from each subject. The IP systems
were applied to and removed from the upper arms of subjects by
the study investigators. The application site was wiped with 70%
isopropyl alcohol pads prior to system application. Each week, each
subject wore two identical IP systems simultaneously, one per arm,
for 4 h. On the first week, four subjects wore two systems
containing MCP and four subjects wore two systems containing
MCP plus HC. One week later, each subject repeated the procedure
with the alternate type of MCP system. Seven subjects completed
this study.

Voltage and current were measured at 0.5, 1, 2, 3, and 4 h after
system application. To perform voltage measurements at each
individual electrode, an adjacent skin site was lightly abraded
using electrocardiogram-grade abrasive tape (One-Step Skin Prep,
3M Canada Inc, London, Ontario). An electrocardiogram electrode
(TenderTrace, NDM, Dayton, OH) was immediately applied to this
skin site. Voltage was measured between this reference electrode
and the anode or cathode of the IP system at each time point.
Electrode resistance was extrapolated from current and voltage
measurements. Blood samples (10 mL) were drawn at hours 0,
0.5, 1, 2, 3, 4, 4.5, 5, 6, 8, and 20 (systems were removed at hour
4). Blood samples were centrifuged immediately after collection.
The plasma was divided into duplicate aliquots and frozen at -20
°C until analysis. MCP analysis was performed by Harris Labs
(Lincoln, NE) with a validated HPLC method.21 The MCP assay
quantification limit was 3.0 ng/mL.

Individual plasma concentrations were used for all pharmaco-
kinetic calculations and were summarized by nominal sampling
times. Plasma MCP concentrations below the assay quantification
limit of 3.0 ng/mL were assigned a value of 0. The maximum
observed plasma MCP concentration (Cmax) and corresponding
sampling time (Tmax), expressed in hours following initial dosing,
were determined for each treatment. The plasma MCP apparent
elimination rate constant (k) was estimated by linear regression
of the log-transformed (natural log) plasma MCP concentrations
during the log-linear phase of the data after system removal.
Apparent half-life values were calculated as 0.693 divided by k.
MCP area under the plasma concentration versus time values
(AUC) were determined by the linear trapezoidal method from
study hours 0 to 20, and from hour 0 to the last detectable
concentration at time t, AUCt. The AUC value extrapolated to
infinity, AUCinf, was determined as the sum of AUCt plus the area
extrapolated to infinity, as calculated by the concentration at time
t (Ct) divided by k. The average MCP concentration, Cavg, was
calculated as AUC(0-20) divided by 20 h. The cumulative amount
of metoclopramide absorbed and the rate of MCP absorption was
calculated according to the Wagner and Nelson method.22

Visual skin inspection following system removal was done to
evaluate the presence and extent of erythema, edema, papules,
and pustules. Edema, extent of erythema, papules, and pustules
were scored using a 0-2 visual scale and rated as follows: 0 )

none, 1 ) <50% of occluded area, 2 ) >50% of occluded area.
Scores for erythema: 0 ) none, 1 ) barely perceptible redness, 2
) definite redness, 3 ) beet redness. Subjects were also asked to
report any itching. Visual skin site evaluations were conducted
by a trained nurse under the supervision of a medical doctor at 0
(within 10 min after system removal), 1, 4, 24, and 48 h following
system removal and were continued until skin sites were clear.
Skin sites were also evaluated by skin color reflectance using a
Chroma meter CR 210 (Minolta, Ramsey, NJ) at 1, 4, 24, and 48
h following system removal.23 Reflectance measurements were
made by taking the mean a* value of three readings at adjacent
untreated sites and subtracting that value from the mean of three
readings taken at the treated site.

Statistical AnalysissAll results are presented as the mean
with its associated standard error of the mean (SEM). Statistical
analysis was performed using the Student’s t test. A probability
value of p < 0.05 was considered statistically significant.

Results

In Vitro StudiessHC flux through human epidermis
was found to be 2.8 ( 1.1 µg/(cm2×h) after 4 h transport
at 0.1 mA/cm2 from a 10% MCP solution saturated with
HC. The flux of MCP from the same formulation was 131
( 27 µg/(cm2 × h) (Table 1). HC flux from this formulation
was almost 1 order of magnitude greater than that from
the formulation containing no MCP. A 0.1 mA/cm2 current
increased the passive flux of HC by more than 1 order of
magnitude. Under IP conditions, steady-state flux was
achieved for both drugs at or before the 4-h time point (data
not shown). Solubility of hydrocortisone at 25 °C was
increased from 0.26 mg/mL in the solution without MCP
to 4 mg/mL in the presence of 10% MCP.

DemographicssLaboratory exams conducted before
the study showed that all subjects were healthy. Eight
Caucasian men entered the study and seven completed it.
One subject dropped out due to an unrelated illness.
Subject demographics are summarized in Table 2.

System FunctionalitysAll IP systems reached the
desired current setting within 30 min after application.
With MCP alone, average current at this time was 470 (
6 µA, and was not significantly different from 484 ( 3 µA
for MCP plus HC. Current remained constant for the
remaining application time. At 4 h, current was 478 ( 3
µA for MCP versus 486 ( 5 µA for MCP plus HC. Anode
resistance values at the MCP anode 30 min and 4 h after
application were 24 ( 3 kΩ × cm2 and 18 ( 2 kΩ × cm2,
respectively. In the presence of HC, anode resistance values
were 21 ( 2 and 14 ( 1 kΩ × cm2 at the same time points.
At 4 h, cathode resistance was 2.0 ( 0.4 kΩ × cm2 for MCP
versus 3.1 ( 1.3 kΩ × cm2 for MCP plus HC. Resistance

Table 1sIn Vitro Transdermal Flux of HC and MCP 4 Hours after
Initiation of Transport. Transdermal Flux Was Evaluated at 32 °C. HC
solubility was determined at 25 °C

flux (µg/(cm2 h)

formulation
current

(µA/cm2)
HC solubility

(mg/mL) HC MCP

HC 0 0.26 0.02 ± 0.00 NA
HC 100 0.26 0.32 ± 0.11 NA
HC + MCP 100 4.0 2.84 ± 1.12 131 ± 27

Table 2sSubject Demographics of the Seven Caucasian Healthy Men
Completing the Study

mean SEM range

age (years) 32.3 1.9 25−39
height (cm) 183 3.0 173−198
weight (kg) 76.6 3.7 68−91
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values were not significantly different when MCP alone
was compared with MCP with HC.

Plasma MCP PharmacokineticssMeasurable MCP
plasma concentrations were detected in most subjects 1 h
after system application. The mean plasma MCP concen-
trations, with and without HC, are displayed in Figure 1.
Cmax averaged 16 ng/mL for MCP alone, and was not
significantly different from the 17 ng/mL Cmax value for
MCP plus HC. Tmax coincided with the time of system
removal in both groups (Table 3). Mean plasma concentra-
tions of MCP, with or without HC, started to drop 0.5 h
after system removal (Figure 1). Sixteen hours after system
removal, mean plasma drug concentrations were all below
the limits of detection. The mean half-life and AUC values
of MCP, with and without HC, were equivalent (Table 3).
The mean rate of MCP absorption (Figure 2) was not
significantly different for the two groups. Steady-state
input for MCP of about 100 µg/(cm2 × h) was achieved by
1 h. Half an hour after removal of the systems, the input
rate had dropped by about a factor of 4 to less than 25 µg/
(cm2 × h). The cumulative amount of MCP absorbed per
subject is shown in Figure 3. After 4 h IP, about 4 mg MCP
had been absorbed, irrespective of the treatment (3.8 ( 0.6
mg for MCP alone versus 4.1 ( 0.7 mg for MCP plus HC).
Little absorption was observed following removal of the IP
systems.

Topical Effectssall subjects presented some erythema
at the anode following system removal. The erythema was
homogeneously distributed and limited to the skin-contact-
ing area of the gel (1 h after removal of the system,
erythema extent at the anode was 2.0 ( 0.0 versus 1.9 (
0.1 for MCP and MCP with HC, respectively). Erythema
had resolved in all subjects by 72 h. HC significantly
decreased erythema scores as assessed visually at all time
points except 1 h (Figure 4). Similar results were obtained

with skin color reflectance measurements: One hour after
removal of the system, reflectance values were 2.1 ( 0.3
and 0.8 ( 0.3 for MCP and MCP with HC, respectively.
Four hours after removal of the system, reflectance values
were 2.7 ( 0.2 and 0.7 ( 0.3 for MCP and MCP with HC,
respectively. At 24 and 48 h after removal of the system,

Figure 1sMean plasma MCP concentrations in subjects receiving IP of MCP
or IP of MCP plus HC. Systems were removed at the 4-h time point.

Table 3sPharmacokinetics Parameters of MCP Delivered by IP from
an MCP System or an MCP Plus HC System

MCP MCP + HC

parameter mean SEM mean SEM

Cmax (ng/mL) 16.1 2.3 17.3 1.6
Tmax (h) 4.07 0.07 4.14 0.09
t1/2 (h) 4.76 0.38 4.86 0.49
elimination rate constant 0.153 0.015 0.151 0.013
AUCt (ng × h/mL) 80.1 12.4 86.9 10.6
AUCinf (ng × h/mL) 143 25 163 29
Cavg (ng/mL) 4.01 0.62 4.35 0.53

Figure 2sMean rate of MCP absorption in subjects receiving IP of MCP or
IP of MCP plus HC. Systems were removed at the 4-h time point.

Figure 3sMean cumulative amount of MCP absorption in subjects receiving
IP of MCP or IP of MCP plus HC. Systems were removed at the 4-h time
point.

Figure 4sMean erythema scores at the anode after 4 h IP of MCP or MCP
plus HC.
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reflectance values were below 1 in both groups and were
not statistically significant between the two groups.

Edema at the site of system application was observed in
most subjects. HC significantly decreased edema score at
0, 1, and 4 h. Four hours after system removal, the mean
edema score at the anode delivering MCP was 1.4. HC
almost completely inhibited edema at this time point.
Edema was resolved in all subjects by 24 h following system
removal (Figure 5). There were no papules or pustules
observed in any of the subjects and no subjects reported
itching.

Discussion
MCP is an antiemetic prescription drug used in the

treatment of gastroesophageal reflux and in the prevention
of nausea and vomiting. This drug is intended for systemic
delivery (iv or oral), and clinical MCP doses range between
10 and 60 mg/d.24 Subjects in this study wore two 5-cm2

IP transdermal systems, and input rate was about 1 mg/h
at steady state. The cumulative amount of MCP absorbed
systemically was about 4 mg after 4 h IP. Steady-state
MCP flux of about 100 µg/(cm2 × h) was achieved after only
1 h of transport, indicating a brief lag time, and input rate
dropped dramatically immediately after removal of the
systems. The brief lag time observed and the rapid drop
in calculated input rate is consistent with a negligible MCP
depot or accumulation in the skin. In addition, the calcu-
lated MCP half-life is similar to values reported in the
literature following iv administration,24 an outcome also
consistent with an absence of skin depot. Collectively, these
results indicate that usable MCP therapy could be achieved
with an electrode size of about 5 to 30 cm2.

Although we have demonstrated the feasibility of MCP
IP transdermal delivery from an input rate standpoint,
local skin irritation has been observed at the delivery site.
This local side effect could jeopardize clinical acceptability
of this transdermal system. The goal of the present study
was to investigate the feasibility of codelivery of HC with
MCP and evaluate the inhibitory effect of HC on the skin
response. MCP is a low molecular weight, cationic, water-
soluble drug salt. Although most MCP transport is ac-
complished via migration of ionized drug molecules in the
electric field, HC transport is mainly the result of passive
diffusion and electroosmosis (i.e., migration of nonionized
molecules in an electric field).25 IP through the skin occurs
chiefly through aqueous pathways (i.e., sweat glands and
hair follicles).26 As a result, the stratum corneum, which
accounts for most of the reservoir effect observed during

transdermal steroid delivery,27 is bypassed; this routing
should result in a reduced transport lag time of HC
compared with passive delivery. We did not attempt to
measure HC flux during this clinical study because theo-
retical calculations indicated that the resulting HC blood
levels would be indistinguishable from endogenous levels.
In the in vitro flux experiment, HC steady-state flux was
achieved within less than 4 h transport under an anodic
current of 0.1 mA/cm2, indicating that IP effectively
bypasses the reservoir effect of the stratum corneum with
respect to HC delivery. In addition, we found that HC flux
is affected by current and the presence of MCP. A current
of 0.1 mA/cm2 results in a more than 1 order of magnitude
increase over the passive flux of HC. This result is
consistent with transport of HC by electroosmosis and
increased skin permeability resulting from IP, as was
demonstrated with other neutral molecules.28,29 Increase
in HC flux in the presence of MCP may be explained by
the increase in HC solubility in the presence of MCP. MCP
is a very water-soluble drug that does not seem to present
significant colloidal properties (in this study, it did not
decrease significantly the surface tension of water at up
to 0.5 M). Therefore, the observed increase in HC solubility
in the presence of MCP cannot be the result of solubiliza-
tion of hydrocortisone in MCP aggregates as has been
observed with surfactants and compounds presenting col-
loidal properties.30 Increase in HC solubility is probably
the result of a salting-in phenomenon that commonly occurs
when organic-substituted ammonium salts are added to
aqueous solutions of nonelectrolytes.31 In any case, the flux
of a solute (electrosmotic as well as passive diffusion) has
been reported to be directly dependent on its concentra-
tion.28 Consequently, the increase in HC flux observed in
the presence of MCP is consistent with the increase in HC
solubility.

Neither the plasma concentration profile nor any of the
pharmacokinetic parameters of MCP differed when it was
delivered by IP, with or without HC, indicating that MCP
input rate and its clearance from the skin were unaltered
by HC. However, HC inhibited erythema as well as edema
resulting from IP delivery of MCP. This result indicates
that HC was delivered in vivo at a rate sufficient to exert
its local pharmacological effect. Inhibition of erythema was
very effective, as assessed visually and by skin color
reflectance, and could be the result of the vasoconstrictive
effect produced by HC, while the inhibition of edema
probably reflects the antiinflammatory action of HC. Vaso-
constriction is known to retard drug clearance from the
delivery site.32 Codelivery of HC could therefore impact the
pharmacokinetic profile of MCP. No such effect of HC was
observed possibly because of the high transport rate of
MCP through the skin by IP and saturation of the skin
binding sites. Alternatively, this could be explained by the
low potency of HC. Indeed, HC is the weakest GC available;
stronger GCs could possibly modify the pharmacokinetics
of a codelivered drug by increasing local vasoconstriction
at the delivery site.

GCs are broad-based antiinflammatory agents; they are
expected to exert their activity on any type of inflammation,
regardless of the triggering mechanism.33 As a result, GCs
are among the most universal agents for counteracting skin
reactions. Using GCs when an inflammation mechanism
is unknown or poorly understood provides a definitive
advantage compared with using more specific antiinflam-
matory strategies described in the literature.9,10,12,13

The use of topical steroids more potent than HC can be
more beneficial from an antiinflammatory standpoint in
cases of extreme inflammation.33,34 However, an increase
in potency implies that potential side effects may also be
observed. In normal subjects, adrenal suppression did not

Figure 5sMean edema scores at the anode after 4 h IP of MCP or MCP
plus HC.
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occur with high-potency corticosteroid ointment formula-
tions applied to 75% of the body surface once a day for six
consecutive days.35 However, in clinical practice, mild
adrenal suppression has been observed after intensive use
in patients who required rigorous treatment of their skin
disease.36 This observation indicates that the risk of
systemic side effect with high-potency steroids is not
completely negligible. Local side effects such as skin
thinning resulting from local administration of steroids are
also related to potency.37 The usefulness of high-potency
steroids, therefore, may be limited by the potential for
systemic and local side effects.

The beneficial effect of HC has been reported only with
weak sensitizers or moderate irritants.15,16 Since IP deliv-
ery of MCP results in only moderate inflammation, it is
thought that HC is more appropriate than stronger steroids
for codelivery with it. The use of HC may be a good
alternative to more potent GCs for inhibition of mild to
moderate inflammatory responses for three reasons. First,
HC is an endogenous compound; the amount needed to
produce local antiinflammatory effects is a small fraction
of the endogenous production. (In this study, the total
calculated flux of HC per subject was about 0.1 mg after 4
h IP delivery, whereas endogenous HC production is
reported to be about 10 mg/d.33 Even if the amount of HC
delivered is extrapolated to 24 h, this daily total is still a
small fraction of the endogenous HC production. Therefore,
systemic activity of HC is probably not responsible for the
antiinflammatory effects observed in this study. Second,
to the best of our knowledge, local side effects such as skin
thinning have never been observed with HC. Finally, water
solubility of HC is higher than that of most GCs and, if
needed, solubility can be increased by the addition of
solvents such as propylene glycol in concentrations compat-
ible with IP delivery.38 Therefore, the effect observed with
MCP can probably be extended to the delivery of other
irritating or sensitizing drugs, making this strategy a very
powerful tool for achieving safe and acceptable transdermal
delivery of drugs.
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Abstract 0 The major challenge faced during the development of
implantable dosage forms for site-specific delivery is monitoring the
local concentration of the drug at or around the site of action. The
tissue concentration at the site is generally measured by either
sacrificing the animal at different points in time or by determining the
amount of drug left in the implants at various time intervals.
Unfortunately, there are no official in vitro dissolution methods available
to study the release characteristics of drugs from this drug delivery
system. The objective of this investigation was to develop a simple
method using microdialysis sampling technique to serve as an in vitro
dissolution method for implantable drug delivery systems. Ciprofloxacin
implants were prepared by compressing ciprofloxacin microcapsules
in poly(lactic acid) (PLA) and poly(lactic-glycolic acid) (PLGA). A
sensitive HPLC method was developed and validated for the assay
of Ciprofloxacin. An in vitro dissolution method was developed to study
the release characteristics of drug from these implants. The method
used a microdialysis sampling technique and a small sample volume
of release medium. The various advantages and disadvantages of
this method over other USP methods are discussed.

Introduction
In vitro dissolution testing of pharmaceuticals is not a

guarantee of therapeutic efficacy, but it is the best available
in vitro method that can reveal qualitatively the physi-
ological availability of a drug. Furthermore, the FDA
Generic Drugs Advisory Committee has recently recom-
mended the use of dissolution testing as an in vitro
surrogate marker for bioavailability and bioequivalence.1
Unfortunately, no such methods are officially available for
implantable dosage forms. An in vitro method which may
correlate to the local concentration of drug near the target
site(s) will be invaluable for the design and evaluation of
implantable dosage forms. Implantable dosage forms are
gaining tremendous interest for the treatment of bone
cancer, osteomyelitis, and for the delivery of short half-
life polypeptides.2-4 Therefore, a need to develop an in vitro
dissolution method for these dosage forms will be an
important contribution to the area of pharmaceutical
dosage form design and analysis.

Microdialysis is a very useful technique because it
permits continuous monitoring of drug concentration in
extracellular spaces and has been used extensively in
pharmacokinetics and pharmacodynamics studies.5-7 In
vitro microdialysis sampling technique has also been used
to determine the protein binding of a drug,8,9 partition
coefficient,10 and dissolution testing of pharmaceutical

formulations.11,12 The overall goal of this study is to develop
an in vitro dissolution method using a microdialysis
sampling technique to study the release characteristics of
drugs from implantable dosage forms and compare the in
vitro release profiles obtained from an established USP
dissolution method. The idea of microdialysis is to mimic
the passive function of a capillary blood vessel by perfusing
a perfusate solution through a thin dialysis tube implanted
in the tissue near the site of the implant. Therefore, the
objectives of this investigation are to (i) develop and
validate a sensitive HPLC method for the assay of cipro-
floxacin, (ii) design a biodegradable implant for ciprofloxa-
cin, (iii) design an in vitro dissolution apparatus using
microdialysis as the sampling technique to study the
release characteristics of ciprofloxacin from the implants,
and (iv) compare the in vitro release profiles of drugs
obtained from this method with an established USP
dissolution method.

Experimental Section
MaterialssCiprofloxacin (Miles Pharmaceutical, West Haven,

CT), a broad-spectrum antibiotic of the fluoroquinolone group, was
used as a model compound. Poly DL-lactide-co-glycolide (PLGA)
(50:50) and poly-lactic acid (PLA) (Birmingham Polymer, Birming-
ham, AL) were used as the biodegradable polymeric matrix
materials. Citric acid, sodium phosphate (dibasic), acetonitrile,
methanol, perchloric acid, and water (HPLC grade) were used as
received (Fisher Scientific, Fair Lawn, NJ).

Preparation of Microcapsules and the Implantss
Coacervation-phase separation method was used for the prepara-
tion of the microcapsules. The PLGA/PLA polymer (1 g) was
dissolved in 30 mL of methylene chloride. Ciprofloxacin hydro-
chloride powder was dispersed in 600 mL of cyclohexanes. The
polymer solution was then added, dropwise, over a period of 5 min
to the cyclohexanes containing the dispersion of the drug. Meth-
ylene chloride was then evaporated off over a period of 2.5 h. After
the microcapsules were formed, the solution was vacuum-filtered
and dried overnight. Implants were made by compressing cipro-
floxacin microcapsules in a Carver press using stainless steel dies
and punches. The compression force used was 1000 psi for 5 s.

Scanning Electron Microscopy (SEM)sSamples were
mounted onto the SEM specimen stub using transparent adhesive
tabs. They were coated with gold and palladium, for 3 min, using
a Polaron (model-E511) sputter coater and examined under a
JEOL-JSM840 SEM (JEOL, Tokyo, Japan) operated at 10 kV.

Assay of CiprofloxacinsThe HPLC method developed by
Bauer et al. was extensively modified and used for the analysis of
the drug.13 The mobile phase consisted of a citrate buffer: aceto-
nitrile:methanol mixture (85:10:5 v/v/v). The apparent pH of the
mobile phase was adjusted to 2.4 with perchloric acid. The citrate
buffer (pH 3.8) was prepared by mixing 64.6% (v/v) of 0.1 M citric
acid to 35.4% (v/v) 0.2 M Na2HPO4 solution. The flow rate was
maintained at 1.5 mL/min (Shimadzu LC-6A pump). A Spherisorb
C18 pH stable column (Phase Separations, Norwalk, CT), 15 cm
in length, was used, and the column effluents were monitored at
280 nm (Shimadzu SPD-6A UV detector, Shimadzu. Koyoto,
Japan).

Microdialysis SystemsThis system consisted of a Harvard-
22 syringe pump, Hamilton gastight (3.26 mm diameter) 500 µL
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syringes, and flexible microdialysis probes (made in house).8 Flow-
through loop-type probes were constructed using fused-silica
tubing (Polymicro Technologies, Phoenix, AZ) with 75 µm i.d. and
150 µm o.d. Regenerated cellulose Spectro/Pro microdialysis hollow
fibers (Spectrum Medical Industries, Los Angeles, CA) with a
molecular weight cut-off of 1300 Da and 28-36 mm long were used
as the dialysis membrane. The inner diameter of the dialysis fiber
was 150 µm with a wall thickness of 9 µm. Probes were connected
to the perfusion syringe with fused silica tubing. Initially, the
probes were soaked and perfused with 80% (v/v) ethanol in water.
Prior to experimentation, all of the probes were soaked and
perfused with Sorensen’s phosphate buffer (pH 7.4). These experi-
ments were carried out at 37 °C with constant stirring (50 rpm)
of the dissolution medium.

In Vitro Dissolution Apparatus with Microdialysis Sam-
pling TechniquesAn in vitro dissolution apparatus which
utilizes a microdialysis sample collection technique was developed
in our laboratory and a schematic representation of the apparatus
is depicted in Figure 1. The diameter of the reservoir was 15 mm,
and its height was 45 mm. A 40 mesh screen was kept at a height
of 5 mm from the bottom of the reservoir. The implantable delivery
system was placed on the screen, and the microdialysis probe was
placed at a fixed distance (10 mm) from the implant. Sorensen’s
phosphate buffer (pH 7.4) was used as the perfusate and the
dissolution medium. The release medium was constantly stirred
with the aid of a magnetic stirrer (50 rpm) placed at the bottom
of the release medium as shown in Figure 1. The flow rate of the
perfusate varied from 0.5 to 1 µL/min. At 25-40 min time
intervals, the perfusate samples were collected directly into the
HPLC autosampler injection vials with 200 µL inserts. To avoid
evaporation, the vials were rapped with Parafilm. After the end
of sample collection the Parafilm was immediately replaced with
the cap containing the rubber septum. The concentration of the
drug in the perfusate was determined using the HPLC method.

Microdialysis Probe CalibrationsThe in vitro calibration
was performed at 37 °C in a Sorensen’s phosphate buffer in a
special thermojacketed Plexiglass microdialysis chamber contain-
ing 8.0 mg/L of ciprofloxacin. Probe recovery was measured before
each experiment.

Factors Affecting the in Vitro Microdialysis Recoverys
Probe flow rate was validated gravimetrically using preweighed
collection vials. The effect of the flow rate and probe length on
recovery of the drug during the microdialysis studies were evalu-
ated.

Data AnalysissThe in vitro recovery of the probes was
calculated as the ratio of the ciprofloxacin concentration in the
dialysate to that in the Sorensen’s phosphate buffer in the
reservoir vial, expressed as the peak height ratio (PHR) of drug
to the internal standard (IS), represented by eq 1:

USP Dissolution Apparatus 314sSorensen’s phosphate buffer
pH 7.4 (150 mL) was used as the dissolution medium and
equilibrated to 37 °C. The ciprofloxacin implant was then placed

on the plastic wire mesh of the reciprocating tube and dipped at
a rate of 20 dips per minute into the dissolution medium. At
predetermined time intervals, 1 mL of the sample was collected
and an equal volume of fresh phosphate buffer was replaced after
each sample collection. The drug content in the release medium
was determined by the HPLC method.

Results and Discussion
Formulation of the PLGA Implants Containing

CiprofloxacinsThe drug is highly water soluble and has
been reported to be stable in solution.15 The pKas of
ciprofloxacin are 6 and 8.8 with a molecular weight of 385.8
(g/mol). These physicochemical properties indicate that the
drug can easily pass through the microdialysis membranes
used in this investigation and, therefore, be utilized as the
model drug. Initial attempts to make the PLGA/PLA
implants by direct compression of the physical mixture of
the drug and polymer in a Carver press was unsuccessful.
Therefore, the drug was first microencapsulated in the
polymer and then compressed into cylindrical implants.
The microstructure of the drug both before and after
microencapsulation is shown in Figure 2. The scanning
electron micrographs indicated that the free drug (Figure
2a) is crystalline and rod-shaped in nature, whereas the
microcapsules (Figure 2b) are agglomerates with a different
microstructure. Such a change in microstructure was
essential for the direct compression of these polymers (PLA
and PLGA) and the drug (ciprofloxacin) into implant. The
detailed dimensions of the implants made and their
composition are provided in Table 1.

HPLC Method ValidationsRepresentative chromato-
grams of the internal standard (phenacetin), ciprofloxacin,
and both the drug and internal standard are shown in
Figure 3. No interfering peaks were observed in the
chromatograms. The linearity, precision, accuracy, and
sensitivity of the assay were determined as indicated below.

LinearitysThe standard curves were linear over the
concentration range of 0.0-9.5 mg L-1. The equation of the
standard curve relating the peak height ratio (P) to the
ciprofloxacin hydrochloride concentration (C in mg l-1) in
this range was:

PrecisionsWithin-day precision was determined by
analysis of four different standard curves on the same day.
Day-to-day precision was determined from the standard
curves prepared on each seven different days during 60
days. The precision of the assay was determined from the
variability in the peak height ratio at each concentration.
The RSD for the within-day and day-to-day precision were
0.6-2.6% and 1.9-4.3%, respectively, and are depicted in
Table 2.

AccuracysKnown amounts of ciprofloxacin were added
to the mobile phase to make the quality control samples.
Three quality control samples and the standard solutions
were kept at 4 °C for 60 days. These solutions were
analyzed seven times during this period, and the accuracy
of the assay was determined by comparing the measured
concentration to its true value of the drug. The RSD for
the accuracy measurement for this method was between
3.8 and 4.7% as shown in Table 3.

SensitivitysThe sensitivity criteria was determined
from seven different standard curves using the lowest limit
of reliable assay measurement guidelines described by
Oppenheimer et al.16 In this study, the critical level is
defined as the assay response above which an observed
response is reliably recognized as detectable. The critical
level is also considered a threshold value, thus, defining

Figure 1sIn vitro dissolution apparatus with microdialysis sampling technique
designed in our laboratory for implantable drug delivery system.

recoveryin vitro )
Cdial

Cres
)

PHR(drug/IS) dialysate

PHR(drug/IS) reservoir
(eq 1)

P ) 0.27578C + 0.00147, r2 > 0.999
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detection. Therefore, if the measured response exceeds this
value, the presence of an analyte is detected, otherwise, it
is not reliably recognized as detectable. In this investiga-
tion, the critical value was determined as 0.034 ( 0.007
µg mL-1 (mean ( SD).

In addition to the critical value, another important
parameter is the detection level defined as the actual net
response, which may, a priori, be expected to lead to
detection. This response is defined as the smallest value
of the true concentration that is “nearly sure” to produce a
measurement value that results in detection.17 The detec-
tion level in this analysis was found to be 0.069 ( 0.013
µg mL-1 (mean ( SD).

The determination level is defined as the concentration
at which the measurement precision will be satisfactory
for quantitative analysis. This level was determined as
0.191 ( 0.035 µg mL-1 (mean ( SD) to obtain a 10% RSD
level of precision.

Microdialysis Probe CalibrationsThe recovery of the
probes was determined prior to each in vitro release study.
The effects of probe length and perfusion flow rate on the
in vitro recovery of ciprofloxacin were then determined and
shown in Table 4. As expected, decreasing the length of
the probe decreased the in vitro recovery of the drug.

Figure 2sScanning electron micrographs of (a) Ciprofloxacin powder, and (b) microencapsulated Ciprofloxacin in PLGA.

Table 1sPhysical Dimensions and Drug Load of the Implants

implant
ID

polymer
used

weight of
implant (mg)

height of the
implant (mm)

diameter
(mm)

actuala
drug load,
% (w/w)

A PLGA 220.0 7.0 6.0 9.4
B 216.4 6.5 6.0
C 216.7 6.6 6.0
A PLA 135.3 3.5 6.0 9.6
B 144.5 4.0 6.0
C 144.3 4.0 6.0
A PLA 152.7 4.0 6.0 16.6
B 153.8 4.0 6.0
C 154.1 4.0 6.0

a Actual drug load represents the drug load determined by HPLC analysis.

Figure 3sRepresentative chromatograms obtained following injection of (a)
Phenacetin (21.3 mg L-1), (b) Ciprofloxacin (3.9 mg L-1), and (c) Phenacetin
(21.3 mg L-1), and Ciprofloxacin (3.9 mg L-1).

Table 2sWithin-Day and Day-to-Day Analytical Precision of
Ciprofloxacin Assay

within-daya day-to-dayb

concn
(mg L-1)

peak height
ratioc

RSD
(%)

peak height
ratiod

RSD
(%)

0.00 0.000 − 0.000 −
0.19 0.046 ± 0.001 2.6 0.050 ± 0.002 4.3
1.90 0.545 ± 0.008 1.3 0.520 ± 0.010 1.9
2.85 0.734 ± 0.004 0.6 0.780 ± 0.030 3.8
5.7 1.511 ± 0.041 2.7 1.590 ± 0.030 1.9
7.6 1.987 ± 0.048 2.4 2.09 ± 0.070 3.3
9.5 2.579 ± 0.053 2.1 2.620 ± 0.080 3.1

slope 0.267 ± 0.0022 0.81 0.276 ± 0.0072 2.6

a Analyzed on the same day. b Analyzed on seven different days within a
period of 60 days. c Mean ± SD; n ) 4. d Mean ± SD; n ) 7.

Table 3sAccuracy in the Analysis of Ciprofloxacin in Quality Control
Samples

actual concentration (mg L-1) accuracyb RSD (%)

0.95 99.82 ± 4.7a 4.68
3.80 99.59 ± 3.8 3.78
6.65 100.75 ± 4.5 4.45

a Mean ± SD; n ) 7. b Accuracy ) (measured concentration/actual
concentration) × 100.
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However, the perfusate flow rate had an inverse relation-
ship with the in vitro recovery of the drug. Through the
analysis of the results of these studies, the optimal perfu-
sate flow rate was determined to be 0.75 µL/min and the
length of the microdialysis probe was kept within the range
of 30-32 mm for the entire study. Probe flow rate was
validated gravimetrically using preweighed collection vials.
Within sample precision of the microdialysis sampling was
determined in seven microdialysate samples collected using
the same probe and same flow rate. The RSD for this
precision determination was within 5%.

In Vitro Release of Ciprofloxacin from the
ImplantssThe in vitro release of ciprofloxacin from these
implants was then determined by two separate and inde-
pendent methods. The drug was first analyzed using the
method developed in our lab with microdialysis sampling
technique and second by utilizing USP dissolution method
3.

Using the dissolution method developed in our lab, the
ciprofloxacin concentration in the release medium was
determined by two different sampling methods. At ap-
propriate time intervals, 30 µL of the sample was collected
directly from the dissolution medium and injected into the
HPLC for assay of ciprofloxacin. Simultaneously, 30 µL of
fresh phosphate buffer was replaced in the chamber. In the
second sampling method, the microdialysis probes were
used to monitor the concentration of the drug in the dialysis
chamber. Before using the probes for monitoring the in
vitro drug concentration, they were calibrated to determine
their in vitro recovery. The perfusate (30 µL) was collected
every 40 min at a flow rate of 0.75 µL/min, and the
concentration of the drug in the microdialysate was deter-
mined by HPLC. The drug concentration in the dissolution
medium was then calculated using the in vitro recovery of
the probe. Figure 4 depicts the in vitro release profiles of

the drug from a PLGA implant determined by the two
sampling techniques. The method by which the samples
were collected had no effect on the release profiles of the
drug. Therefore, this study clearly indicated that this
microdialysis sampling technique could be used to monitor
the concentration of various drugs in the release medium
if the determination of the in vitro recovery of the probe is
correct.

The in vitro release characteristics of ciprofloxacin from
the implants were then studied using the two independent
methods. We selected the USP dissolution method 3 for the
following reasons: (i) a low volume (150 mL) of release
medium is required as compared to the 900 mL in the case
of USP methods 1 and 2, (ii) low rate of evaporation of the
release medium during dissolution studies over a prolonged
period of time as compared to the USP methods 1 and 2,
and (iii) in our laboratory, we have already compared and
reported the in vitro release characteristics of other dosage
forms using both USP apparatus 2 and 3 without any
significant differences in their release profiles.18 The in
vitro release profiles of the drug from various implants
containing similar drug loads were then obtained by both
methods and are shown in Figure 5. The rate and extent
of drug release determined by both of these methods were
in close agreement. The burst effect shown during the in
vitro release studies could arise due to the presence of free
drug on the surface of the implants. This free drug might
have originated during compaction of the microcapsules or
due to the presence of uncoated drug in the formulation.
Table 4 summarizes and compares the extent of cipro-
floxacin released from various implants with similar drug
loads in 6 h. This study indicated that the release of
ciprofloxacin from the PLGA implants was higher than the
PLA implants (release profiles not shown here). Moreover,
the preparation of PLGA microcapsules was easier than
the PLA microcapsules. The former microcapsules were
compact, whereas the latter were fluffy and difficult to
handle during compression. Comparison of the in vitro

Table 4sEffect of Probe Length and Flow Rate on the in Vitro
Recovery of Ciprofloxacin

probe length
(mm)

flow rate
(µL/min)

mean recovery ± SDa

(%)
RSD
(%)

36 0.75 83.47 ± 2.5 1.19
31 0.75 80.64 ± 1.6 1.98
29 0.75 77.42 ± 0.33 0.43
28 1.0 56.52 ± 2.23 3.95
28 0.75 73.64 ± 3.96 5.38
28 0.5 79.98 ± 4.90 6.12

a Mean ± SD; n ) 3.

Figure 4sIn vitro release profiles of Ciprofloxacin from PLGA implants (9.4%
w/w drug load) determined by direct sampling of the dissolution medium and
sampling by microdialysis.

Figure 5sComparison of the in vitro release profiles of Ciprofloxacin from
PLGA implants (9.4% w/w drug load) determined by the use of microdialysis
sampling method and the USP dissolution method 3.

Table 5sComparison of the Extent of Ciprofloxacin Released in 6 h
from Various Implants with Similar Drug Load. The in Vitro Release
Profiles of PLGA Implants Are Only Shown in Figure 4 and Figure 5

implant
type

microdialysis
using

direct sampling

microdialysis
using microdialysis

probe
USP

apparatus 3

PLA 0.15 ± 0.003a 0.15 ± 0.004 0.17 ± 0.02
PLGA 0.40 ± 0.01 0.44 ± 0.05 0.41 ± 0.02

a Mean ± SD; n ) 3.
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release profiles of drug from the implants within a batch
was found to be in close agreement and independent of the
sampling (Figure 4) and dissolution methods (Figure 5)
used. However, a slight difference in the release profiles
was noticed between batches (Figure 4 and Figure 5) even
though the drug load was kept constant in both the batches.
This difference in the release profiles could possibly be
attributed to batch-to-batch variations.

Conclusions
(1) A sensitive HPLC method was developed and vali-

dated for the analysis of ciprofloxacin.
(2) An in vitro dissolution method using a microdialysis

sampling technique was developed and used to determine
the release characteristics of ciprofloxacin from various
implants.

(3) The proposed method has the following advantages:
(i) it is simple, (ii) it requires a very small volume of
dissolution medium, (iii) on-line analysis of the drug is
possible, (iv) continuous monitoring of the drug over a
prolonged period of time is possible, and (v) this method
could be used to determine the local concentrations of the
drug near the implant site.

(4) The rate and extent of ciprofloxacin release deter-
mined by both methods were in close agreement.

(5) In the future, this method could be used in evaluating
the in vitro dissolution characteristics of potent drugs and
dosage forms (microcapsules and microspheres of proteins
and peptides) requiring a small volume dissolution me-
dium.
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Abstract 0 A novel method for quantifying hemolysis is described.
This method uses a spin filter to separate the free hemoglobin from
the red blood cells suspended in the test solution. This procedure
enables the use of a closed loop system that continuously measures
hemolysis spectrophotometrically. It is shown that hemolysis does not
always stop after the solution has been quenched with normal saline.
In fact, the process of hemolysis induced by chemicals such as
potassium oleate is relatively slow.

1. Introduction
Hemolysis is defined as the destruction of red blood cells

in such a manner that hemoglobin is liberated into the
medium in which the cells are suspended.1 Increases in free
hemoglobin in the plasma resulting from hemolysis are
associated with serious medical conditions such as renal
dysfunction, splenomegaly, jaundice and kernicterus.2

In 1936, Wokes3 defined the hemolyzing concentration
of a solution as the concentration that will produce a
supernatant liquid that is faintly pink after half of an hour
of contact time with freshly shed normal human blood. This
method for detecting hemolysis does not quantify the
amount of hemolysis produced and is not sensitive enough
to detect hemolysis that could not be seen by the naked
eye. Husa and Adams4 developed an in vitro method for
evaluating hemolysis that became the standard parenteral
screening method for many years. This method involves
the incubation of red blood cells with a large excess of test
solution. In this method the supernatant is measured for
absorbance at 540 nm (the absorbance maximum for
hemoglobin). The use of a spectrophotometer provides a
sensitive method for quantifying the extent of hemolysis.
Although the Husa and Adams method is generally quite
useful, three main problems have been noted.5 The first
problem with this procedure is that the presence of non-
aqueous solvents and metal ions produce changes in the
absorbance spectrum of hemoglobin and therefore can give
inaccurate results. The second problem with this method
is that the formulation:blood ratio of 50 is unrealistically
high for modeling intravenous injections. The third problem
is that this method used a very long contact time (30 min)
of formulation with blood before separation and analysis
of hemoglobin. This contact time does not mimic the
dilution that occurs naturally after injection of the formu-
lation into the human vein.

In 1985, Reed and Yalkowsky6 developed a more physi-
ologically realistic model using a formulation:blood ratio
of 0.1 and a 2-min contact time of blood with the test
solution. However, this contact time is still too long to

accurately model hemolysis that occurs after an intrave-
nous injection.2 Reed and Yalkowsky also addressed the
issue of alterations in the absorbance spectrum of hemo-
globin caused by the presence of nonaqueous solvents and
metal ions that are sometimes present in parenteral
injections by washing the red blood cells and ghosts that
remained after mixing the test solution with blood. The
intact red blood cells were then lysed with water, and the
fraction of healthy cells was determined. This procedure,
which is analogous to a back-titration, allowed all spectral
analysis of hemoglobin to be performed in a purely aqueous
medium.

Obeng and Cadwallader7 were the first to develop a
dynamic method that mimics hemolysis occurring in the
body following an intravascular injection. Their method
utilizes an in vitro flow system that provided a reasonable
simulation of the mixing that occurs at the intravenous
injection site, taking into consideration tubing diameter,
blood flow rate, injection volume, and injection time. In this
method, Obeng and Cadwallader injected the formulation
into a flowing stream of red blood cells. Then the formula-
tion and blood mixture entered a large volume of saline,
which was assumed to quench the hemolytic reaction. The
saline mixture was then centrifuged and the supernatant
was analyzed with spectrophotometer. Although this method
is capable of measuring the effect of contact time, this was
not done to any significant extent. Krzyzaniak and co-
workers8 developed a dynamic in vitro method that is able
to quantify hemolysis at short contact times (1 s) with a
formulation:blood ratio of 0.1. This contact time of 1 s
provides a more physiologically realistic model of the
injection site.

Both the Reed and Yalkowsky and the Obeng and
Cadwallader methods assume that quenching the test
solution with saline stops the hemolytic reaction. However,
some red blood cells that are slightly damaged could still
break some time after the solution has been quenched. This
reaction could not be detected by the previous methods
because all other methods quantify hemolysis at one point
of time after the reaction has been quenched. Another
problem with all previous methods is that they determine
the degree of hemolysis at a relatively long time after
quenching because of a lengthy centrifugation step. They
cannot be used to evaluate the very early reaction between
red blood cells and the test solution.

The aim of this investigation is to develop a method for
quantifying hemolysis that is physiologically realistic and
that is able to evaluate the very early reaction between
red blood cells and the test solution.

2. Materials and Methods
2.1 MaterialssThe blood used in this investigation was

obtained from the American Red Cross (Tucson, AZ). Sodium
lauryl sulfate, (SLS), poly(ethylene glycol) 400 (PEG 400), propyl-
ene glycol (PG), and sodium chloride were purchased from Sigma
Chemical Company. Tween 80, glycerine, potassium oleate, and

* To whom all correspondence should be sent. Telephone: 520-626
1289. Fax: 520-626 4063. E-mail: yalkowsky@pharmacy.arizona.edu.

† Present address: Market Image, Pharmaceutical Delivery Sys-
tems, Parke-Davis, 170 Tabor Rd., Morris Plains, NJ 07950.

© 1999, American Chemical Society and 10.1021/js980484l CCC: $18.00 Journal of Pharmaceutical Sciences / 1041
American Pharmaceutical Association Vol. 88, No. 10, October 1999Published on Web 09/03/1999



red food color (red dye) were purchased from Biotech, Mallinckrodt,
TCI America, and McCormick & Company Inc., respectively. All
chemicals were used as received. These compounds were chosen
because they are commonly used in pharmaceutical formulations.
Each of these were admixed with normal saline to the concentra-
tion listed in Table 1.

2.2 Methodss2.2.1. Spin Filter MethodsFigure 1 illustrates
the experimental apparatus. Whole blood was washed three times
with normal saline to remove the damaged red blood cells, buffy
coat, and free hemoglobin. The washed red blood cells were
reconstituted to a 40% hematocrit with Sorensen phosphate buffer
(pH 7.4). The intact red blood cells were then pumped through
Tygon tubing (1/32 in. i. d.) with a syringe pump. The vehicles
were injected into the blood flow with the aid of syringe pump.
The formulation-blood mixture at the ratio of 0.1 remained in
contact for one second. These formulation:blood ratio and contact
time were obtained by a blood flow rate of 6 mL/min, a formulation
flow rate of 0.6 mL/min, and a mixing distance of 5 cm in the
approximately 1 mm i. d. tubing. The mixture then was diluted
with a large amount of normal saline. The normal saline contain-
ing the formulation:blood mixture was continuously sampled with
a centrifugal filtering system (0.3 µm Whatman, Gamma-12 high
efficiency in-line units) as described by Shah.9 The spin filter
allows only the contents of lysed red blood cells mixed with normal
saline to enter the spectrophotometer. The spin filter, which
rotates at a speed of ∼142 rpm, throws off by centrifugal force
erythrocytes, ghosts, and other matter that would clog a stationary
filter. Using this spin filter apparatus, the supernatant and the
cells are rapidly separated without centrifugation. The filtered
solution was then allowed to circulate through the spin filter until
the hemolytic reaction has terminated. Red dye was used to
determine the lag-time in this method. A pump was used to
circulate the solution through the spin filter and flow cell in the
spectrophotometer. Hemolysis was then calculated with the fol-
lowing formula:

where AF ) absorbance of hemoglobin in the filtered solution after
injecting test solution, A0 ) absorbance of hemoglobin in the
filtered solution after injecting normal saline, and A100 ) absor-

bance of hemoglobin in the filtered solution after total cell lysis
with water. Because the filtered solution is continuously sampled,
a percent hemolysis versus time profile is generated. This profile
describes both the extent of hemolysis and the time frame of the
hemolytic reaction.

3. Results
Figure 2 shows the percent hemolysis versus time profile

for normal saline and water. The Y axis data for the red
dye were obtained by the normalization of the absorbance
data at 540 nm with the absorbance at t100 (A100 or
absorbance at the plateau) and eq 1. All samples were run
in triplicate at room temperature.

The six pharmaceutical vehicles were divided into two
categories, surfactants and cosolvents. The first category
includes SLS, potassium oleate, and Tween 80. The second
category includes PG, PEG 400, and glycerine. The percent
hemolysis produced by each vehicle at each time point was
measured three times and their mean and standard devia-
tion was determined. A cumulative graph of the percent
hemolysis versus time for the surfactants and cosolvents
are presented in Figures 3 and 4, respectively.

4. Discussion
Red dye data (Figure 2) indicate that the spin filter

method has a lag-time of ∼100 s. This figure also shows
0% hemolysis at 600 s for normal saline, indicating that
red blood cells are not destroyed during the experiment.
Interestingly, this figure shows that the hemolysis pro-
duced by water is a time-dependent process. The time to
reach 100% hemolysis is ∼700 s (almost 2 min longer that

Table 1sTested Compounds and Their Concentrations

compound
concentration

(% w/v in normal saline

potassium oleate 1
sodium lauryl sulfate (SLS) 1
polysorbate 80 (Tween 80) 12
polyethylene glycol 400 (PEG 400) 50
propylene glycol (PG) 50
glycerine 50

Figure 1sThe spin filter apparatus for evaluating hemolysis.

%Hemolysis )
AF - A0

A100 - A0
× 100 (1)

Figure 2sPercent hemolysis versus time profile for the blanks used on the
spin filter method; that is, normal saline and water. The Y axis for red dye
was obtained considering its absorbance at the plateau as 100% hemolysis
and eq 1.

Figure 3sHemolysis induced by surfactants.
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the red dye). These data indicate that hemolysis is not
stopped instantaneously by quenching, and that the spin
filter method is able to measure both the extent of hemoly-
sis and the time required for the hemolysis process to occur.

Figures 3 and 4 show that the hemolytic reactions for
the cosolvents PG and glycerine are less complete and more
rapid than the reactions produced by the surfactants
potassium oleate and SLS, at the tested concentrations.
Also, these figures indicate that the cosolvent PEG 400 and
the surfactant Tween 80 are not hemolytic, at the tested
concentrations, which is consistent with the results of
previous investigations.2,10

Figure 3 shows that the hemolytic reaction produced by
potassium oleate is slower than the reaction produced by
water. Potassium oleate takes longer to produce complete
hemolysis than does water. However, Figure 3 shows that
potassium oleate is as hemolytic as water at longer times.
In addition, Figure 3 shows that although SLS is less
hemolytic than water, it reaches its maximum value in less
time than does water.

5. Conclusions
Unlike other methods, the spin filter method for evaluat-

ing hemolysis provides a means of assessing hemolysis that
occurs after quenching. If it is assumed that the mixture

of the blood from an injected vein with blood from other
parts of the body is equivalent to quenching of hemolysis,
then the spin filter method provides a more realistic
simulation of the process of hemolysis, as it would occur
in the body following an intravascular injection, than other
methods. This method is able to determine not only the
extent of hemolysis but also the estimated time frame of
the reaction.
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of México.

JS980484L

Figure 4sHemolysis induced by cosolvents.

Journal of Pharmaceutical Sciences / 1043
Vol. 88, No. 10, October 1999



Pore Charge Distribution Considerations in Human Epidermal
Membrane Electroosmosis

S. KEVIN LI,* ABDEL-HALIM GHANEM, AND WILLIAM I. HIGUCHI

Contribution from 301 Skaggs Hall, Department of Pharmaceutics and Pharmaceutical Chemistry, University of Utah,
Salt Lake City, Utah 84112.

Received November 10, 1998. Accepted for publication July 13, 1999.

Abstract 0 The aim of this study was to assess the extent to which
a model with pores having only net negative charges would adequately
describe transdermal electroosmosis in human epidermal membrane
(HEM) at neutral pH. Such information would enhance the predictive
value of the modified Nernst−Planck model for transdermal ionto-
phoresis, in addition to providing insights regarding the likelihood of
significant pore charge distribution in HEM. Baseline results (the
control) obtained from 0.1 to 0.4 V anodal and cathodal electroosmosis
experiments with synthetic polycarbonate membranes (Nuclepore
membranes), using radiolabeled urea and mannitol as the model
permeants, demonstrated that such a membrane system can be
modeled by the electrokinetic (electroosmosis) theory with the
assumption of the pores possessing only negative charges. The studies
with HEM were carried out at low voltage (e0.5 V) where alterations
in the barrier properties of HEM were minimal and at higher voltages
(J1.0 V) where significant field-induced pore formation in HEM
occurred. In both the low and high voltage studies, radiolabeled urea,
mannitol, and water were employed as permeants in cathodal and
anodal iontophoresis experiments. The results of the low voltage
iontophoresis experiments suggest significant pore charge distribution
in HEM (a significant deviation between the predictions from the single
pore charge type assumption and the experimental data). Under the
higher applied voltage conditions (J1.0 V), results from anodal and
cathodal electroosmosis studies were consistent with the model in
which the HEM has only pores that are net negatively charged.

Introduction
There has been important progress in our understanding

of the mechanisms of transdermal iontophoresis with
human epidermal membrane (HEM). The modified Nernst-
Planck model (Nernst-Planck equation with corrections
for convective solvent flow due to electroosmosis) has been
tested with HEM under low voltage iontophoresis condi-
tions,1,2 and semiquantitative agreement between the
experimental results and predictions from the model has
been generally observed. In other studies with HEM, the
effective sizes of the pores involved in passive permeation
and of the pores induced during low to moderate voltage
iontophoresis have been deduced from the hindered trans-
port theory and found to be in the range of ∼6 to 25 Å.3,4

More recently, a method based on square-wave alternating
current (ac) iontophoresis was developed to study the
induction of pores (electroporation) in HEM during ionto-
phoresis at low to moderate voltages without interference
from electroosmosis.5 With this method, direct evidence of
new pore induction as an iontophoretic flux enhancing
mechanism was presented, and the effective pore sizes of
the induced pores were assessed.

As part of an effort to establish a more comprehensive
understanding of the mechanisms of iontophoresis in HEM
and to maximize the predictive value of the modified
Nernst-Planck model, some independent quantitative
assessment of electroosmosis in HEM is necessary. Bur-
nette and Ongpipattanakul6 previously examined the
permselectivity of human cadaver skin at current densities
of ∼0.08-0.2 mA/cm2 and showed that skin has an appar-
ent net negative charge at neutral pH. Later studies by
Pikal and by Pikal and Shah7-9 on iontophoretic transport
across hairless mouse skin at current densities J0.3 mA/
cm2 have suggested that negatively charged pores dominate
at neutral pH, but the presence of positively charged and
neutral pores was also hypothesized. In these hairless
mouse skin studies, pore size, pore charge, and their
distributions were estimated with a theoretical model using
experimental iontophoretic fluxes and electrical resistance
measurements made as a function of pH, NaCl concentra-
tion, and current density. In an HEM study conducted in
our laboratory,10 the direction of the net electroosmotic
convective solvent flow at neutral pH was anode-to-cathode;
this direction is consistent with the HEM pores being net
negatively charged. However, we have not previously
examined the question of the importance of possible
positively charged and/or neutral pores in HEM electroos-
mosis.

The aim of the present study was to examine the extent
to which HEM electroosmosis data obtained at neutral pH
could be described/predicted by the presence of only
negatively charged pores (i.e., that convective solvent flow
in the pores would be only in the anode-to-cathode direc-
tion). Electroosmotic flux enhancements of urea and man-
nitol in both anodal and cathodal iontophoresis and ion-
tophoretic water fluxes were determined under different
applied voltage conditions (in pH 7.4 and 0.1 M ionic
strength phosphate buffered saline) for model analysis.
These results were compared with theory predictions
assuming a single pore charge (negative), and an assess-
ment was made as to the need to involve positively charged
and/or neutral pores in interpreting HEM electroosmosis
data. A point of particular interest in this study is the
comparison of results obtained with pores newly induced
in HEM (induced by applied electric fields) with those from
the preexisting pores.

Experimental Section
Materialss[14C]Urea, [3H]mannitol, and [3H]water were ob-

tained from New England Nuclear (Boston, MA) and American
Radiolabeled Chemicals (St. Louis, MO). Human epidermal mem-
brane (HEM) was provided by TheraTech, Inc. (Salt Lake City,
UT). The epidermal membrane was prepared by heat separation
as previously described10 and immediately frozen for later use.
Millipore GVWP filters (0.22 µm pore diameter) were obtained
from Millipore Corp. (Bedford, MA). Nuclepore polycarbonate
membranes with a nominal pore radius of 7.5 nm and porosity of
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0.001 were purchased from Costar Scientific Corporation (Pleas-
anton, CA). Phosphate-buffered saline with 0.02% sodium azide
(PBS), ionic strength 0.1 M and pH 7.4 (0.077 M NaCl and 0.0074
M phosphate buffer), was prepared from reagent grade chemicals
and distilled deionized water.

Theory and Model AnalysissThe steady-state iontophoretic
flux (J∆ψ) of a nonionic permeant across a homogeneous porous
membrane can be described by the modified Nernst-Planck
model:3

where v is the average velocity of the convective solvent flow
(positive v denotes flow from donor to receiver and negative v
denotes flow from receiver to donor), ε is the combined porosity
and tortuosity factor for the membrane; C, x, and D are the
concentration, the position in the membrane, and the diffusion
coefficient of the permeant, respectively; and H and W′ are the
hindered transport factors for passive diffusion and for transport
due to electroosmosis, respectively. Assuming a single pore size
(radius, Rp) and a cylindrical pore geometry in the membrane and
when the ratio of solute radius to pore radius (r/Rp) is small (i.e.,
r/Rp < 0.4), the hindrance factor for Brownian diffusion (H) and
the hindrance factor for pressure-induced parabolic convective
solvent flow (W) can be expressed by:11

where λ ) r/Rp. For convenience, W′ is assumed to be equal to W
as discussed previously.3 The diffusion coefficients and Stokes-
Einstein radii of the permeants in the present study were taken
from literature.4,12 Integrating eq 1 results in

where CD is the donor concentration and ∆x is the effective
thickness of the membrane. At the convection limit (electroosmotic
transport . passive diffusion), eq 4 reduces to

The total flux enhancement (Etotal) is defined as the ratio of
iontophoretic flux to the passive flux at the same donor concentra-
tion:

where

Under an applied potential of J1 V, when the electrical resistance
of HEM decreases due to pore induction, the total transport
enhancement can be expressed by eq 8:

where E∆R is the enhancement due to pore induction and is defined
as the ratio of the porosity-tortuosity factor in iontophoretic
transport to the porosity-tortuosity factor in passive transport:

Ev is the transport enhancement due to electroosmosis as described
by

where Pe is the Peclet number, which characterizes the contribu-
tion of convective transport due to electroosmosis. Pe is expressed
as

Previous studies5,13 have demonstrated a proportional relationship
between the HEM electrical conductance and HEM permeability
under the iontophoresis conditions of a few volts when the sizes
of the conducting ions in the solution are comparable to those of
the permeants. Thus, the E∆R values will be estimated from
changes in HEM conductance during iontophoresis in the present
study. For the Nuclepore membranes, E∆R is equal to unity, and
Etotal equals Ev. Effective pore radii for HEM during iontophoresis
and in passive diffusion experiments will be estimated by the flux
ratios of the model permeants as described previously,2-5 with the
assumption that the permeant pairs follow the same polar
transport pathway in a given run.

In the present study, eq 10 will be used with experimental data
obtained from both the anodal and cathodal configurations. The
analysis should provide an assessment of the extent to which the
model with only negatively charged pores may hold.

Transport Experiments: General ProceduresTransport
experiments with HEM and with Nuclepore membranes were
conducted using a side-by-side diffusion cell (with a diffusional
area of ∼0.75 cm2 and cell volume of 2 or 4 mL) and a four-
electrode potentiostat system (JAS Instrument Systems, Inc., Salt
Lake City, UT) with Ag-AgCl counter electrodes as described
previously.3 Square-wave ac iontophoresis experiments were car-
ried out with a waveform programmer (JJ 1276, JAS Instrument
Systems, Inc., Belmont, NC) with the four-electrode potentiostat
setup just described. The electrical resistance of the membranes
was calculated with Ohm’s law and the current was measured by
the potentiostat system in direct current (dc) iontophoresis experi-
ments or with an oscilloscope (Model 2211, Tektronix Inc., Bea-
verton, OR) in the ac experiments. Transport runs were conducted
at 37 °C, which was maintained with a circulation water bath.
Before each run, the receiver and donor chambers were filled with
PBS and PBS premixed with appropriate amounts (tracer levels)
of radiolabeled permeants, respectively. Urea/mannitol and urea/
water were the permeant pairs employed. At predetermined time
intervals, a 1-mL sample was withdrawn from the receiver
chamber and replaced with fresh PBS. At the same time, a 10 µL
sample was taken from the donor. The samples were then mixed
with 10 mL of scintillation cocktail (Ultima Gold, Packard,
Meriden, CT) and assayed in a liquid scintillation counter (1900
TR Liquid Scintillation Analyzer, Packard, Meriden, CT). The
permeability coefficients for iontophoretic transport (P∆ψ) and for
passive transport (Ppassive) were calculated by

where A is the membrane surface area, t is time, Q is the
cumulative amount of permeant transported into the receiver
chamber, and

Experiments with Nuclepore MembranessNuclepore mem-
branes were presoaked and sonicated in PBS to remove any
entrapped air in the membranes. Then, 50 of the membranes were
assembled into a single composite membrane in the diffusion cell.
The Nuclepore membrane studies were divided into two stages:
passive permeation experiments and iontophoresis experiments.
Anodal and cathodal iontophoresis experiments were conducted
at 0.1, 0.2, 0.4, and/or 0.75 V dc. Passive permeation runs were
carried out before and after each iontophoresis run. The same sets
of Nuclepore membranes (from the same lot) were used without
disassembling to avoid variabilities arising from membrane-to-
membrane variations.

Experiments with HEMsHEM was equilibrated in PBS for
12 to 24 h at 37 °C before starting a transport experiment. The

Pe ) Wv∆x
HD

(11)

P∆ψ or Ppassive ) 1
ACD

dQ
dt

(12)

P∆ψ ) J∆ψ/CD (13)

Ppassive ) Jpassive/CD (14)

J∆ψ ) ε(-HD dC
dx

+ W ′vC) (1)

H ) (1 - λ)2(1 - 2.104λ + 2.09λ3 - 0.948λ5) (2)

W ) (1 - λ)2(2 - (1 - λ)2)(1 - 0.667λ2 - 0.163λ3) (3)

J∆ψ )
CDεWv

1 - exp[-Wv(∆x)/(HD)]
(4)

J∆ψ ) εWvCD (5)

Etotal )
J∆ψ

Jpassive
(6)

Jpassive )
DCDεH

∆x
(7)

Etotal ) E∆REv (8)

E∆R )
εion

εpass
(9)

Ev ) Pe
1 - exp{-Pe}

(10)
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initial electrical resistances were 41 ( 26 kΩ cm2, average ( SD,
n ) 50. HEM studies were divided into two parts: Studies I and
II.

Study I was a baseline study with low applied voltage ionto-
phoresis (0.25 and/or 0.5 V dc) where alterations in the barrier
properties of HEM were minimal (generally within 15% of the
original HEM electrical resistance). Experiments in Study I were
divided into five stages. With each HEM sample, passive perme-
ability coefficients were determined in Stages I, III, and V. Stage
II was an iontophoresis run at an applied potential of 0.25 or 0.5
V dc. In Stage IV, the iontophoresis run was carried out with the
same applied voltage as in Stage II but with the opposite electrode
polarity. Anodal iontophoresis was conducted first (Stage II) with
about half of the HEM samples and cathodal iontophoresis was
first with the other half.

Study II involved higher applied voltage conditions where
significant pore induction occurred in HEM. The initial experi-
mental design in this study was a 4.0 V dc prepulse for 1 min
followed by 1.0, 2.0, or 3.0 V dc exposure during which transport
experiments were conducted. The 1-min 4.0 V dc prepulse preced-
ing the 1.0, 2.0, or 3.0 V dc iontophoresis run was an attempt (with
only variable success) to enhance the extent of pore induction and
to minimize differences in the pore conditions between the anodal
and cathodal runs. With this experimental protocol, cathodal
iontophoresis generally induced a greater extent of pore induction
than anodal iontophoresis at the same applied voltage and
duration (>3 times in some cases; data not shown). Also, the E∆R
values in some experiments were <10, suggesting a >10%
contribution from preexisting pores to transport in these experi-
ments. Thus, this initial protocol was problematic as we desired
simultaneously (a) to compare the anodal and cathodal electroos-
motic fluxes under conditions of comparable electroporation and
(b) not to have significant flux contributions from preexisting pores
compromising data analysis. A new protocol was introduced at this
point that was designed to overcome or minimize these problems.
This protocol involved superimposing 12.5 Hz square-wave ac onto
cathodal or anodal dc iontophoresis with the aim to maintain
comparable HEM electrical conductance (pore induction) during
the anodal and cathodal electroosmosis runs and to achieve a high
extent of pore induction (E∆R > 10). In this arrangement, 0.5, 1.0
or 2.0 V dc was employed as the driving force for electroosmosis,
and the 12.5 Hz square-wave ac with adjustable voltage between
0 and 3 V was used to manually control the extent of pore induction
(E∆R). The outcome of this arrangement was that there was always
a >10-fold increase in HEM electrical conductance during ionto-
phoresis (relative to the initial conductance) and a <30% variation
in conductance during the combined anodal and cathodal ionto-
phoresis runs. The particular ac frequency of 12.5 Hz was chosen
only because of our previous experience with it in the dc/ac
superposition iontophoresis.5

The experiments of Study II with this new protocol were divided
into four stages. Similar to Study I, Stage I was a passive
permeation run before the application of the electric field. Stage
II was the iontophoresis run superimposing 12.5 Hz square-wave
ac (0-3 V) with 0.5, 1.0, or 2.0 V dc for electroosmosis. Stage II
was followed by rinsing the receiver chamber two to three times
with fresh PBS. In Stage III, the same protocol of superimposing
ac and dc was carried out as in Stage II but with opposite electrode
polarity. HEM electrical resistance in Stages II and III was
regulated by adjusting the ac voltage to obtain a >10-fold increase
in electrical conductance (relative to the initial resistance in Stage
I) and a <30% variation in resistance throughout the anodal and
cathodal iontophoresis runs (Stages II and III). Stage IV was a
passive diffusion run after iontophoresis.

Results and Discussion

Analysis of the Urea/Mannitol Dual-Permeant
DatasFigure 1 presents the experimental results with the
Nuclepore membrane, where the enhancement factor (Ev)
for cathodal iontophoresis is plotted against that for anodal
iontophoresis. The predictions from the electroosmosis
theory (eq 10) with the assumption of a single pore charge
are given by the curved line. It is evident that transport
data obtained in the experiments with the Nuclepore
membrane are consistent with the ideal, single pore charge

theory. This result validates the theory and demonstrates
that the Nuclepore membrane (a synthetic hydrophilic,
poly(vinylpyrrolidone)-coated, polycarbonate membrane)
can be modeled accordingly.

Figure 2 presents the low voltage (0.25 and 0.5 V dc)
results with HEM (Study I) for urea. The changes in HEM
electrical resistance in these low voltage experiments were
generally <15% relative to the initial resistance before the
iontophoresis runs; thus, these results may be interpreted
as being essentially for the preexisting pores of HEM.
Significant deviations can be noted between the predictions
from electrokinetic theory with a single pore charge type
assumption (the curve) and the experimental data with
HEM (diamonds and squares). These deviations between
the actual transport behavior of HEM and the theory
predictions (in the positive direction from the theory)
demonstrate that the preexisting pores of HEM, although
predominantly negatively charged, may include some
positively charged and/or some neutral pores.

Figure 3 summarizes the results of Study II where
significant pore induction was involved and when the ac/
dc superimposition protocols (0.5, 1.0, and 2.0 V dc plus
ac) were employed to control the extent of pore induction
(E∆R) during electroosmosis transport experiments. In
Figure 3, the enhancement factors due to electroosmosis
(Ev) for urea were calculated from eq 8. An important
outcome here is that the experimental results are consis-
tent with theoretical predictions based on a single pore

Figure 1sRelationship between cathodal and anodal electroosmotic flux
enhancement for Nuclepore membranes at 0.1, 0.2, and 0.4 V dc. The curve
represents predictions from electrokinetic theory with the assumption of a single
pore surface charge density: Ev for anodal transport is plotted against Ev for
cathodal transport (eq 10). Key: (circles) urea; (squares) mannitol. Each data
point represents the mean and standard deviation of n g 3.

Figure 2sRelationship between cathodal and anodal electroosmotic flux
enhancement for urea with HEM at 0.25 and 0.5 V dc. The curve represents
predictions from electrokinetic theory with the assumption of a single pore
surface charge density. Key: (square) 0.25 V; (diamond) 0.5 V. Each data
point represents the mean and 90% confidence interval (n ) 6).
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(charge) model, suggesting that newly induced pores are
essentially all net negatively charged. Although preexisting
positive and/or neutral pores may have still been present,
the high E∆R values in these higher voltage experiments
likely reduced their importance during 0.5, 1.0, and 2.0 V
electroosmosis to a very small or negligible level.

Figures 4 and 5 present the relationships between the
apparent Pe and the applied voltage obtained with the
Nuclepore membrane and with HEM, respectively. The Pe
values in Figure 4 were calculated from the urea and
mannitol flux data with eq 10. Figure 4 includes data from
a previous Nuclepore membrane study.2 The linear rela-
tionship of Pe and the applied voltage and the close to zero
ordinate intercept in Figure 4 for the Nuclepore membrane
system are consistent with what would be expected from
electrokinetic theory assuming an effective single pore
charge type and density. The greater slope for the mannitol
results than for the urea results reflects the smaller
diffusion coefficient of mannitol (see eq 11). The Pe data
in Figure 5 for HEM were determined from the urea flux
and HEM electrical resistance data in Studies I and II by
eqs 8 and 10. There are likely two separate relationships
between Pe and the applied voltage in Figure 5. One
relationship is for the situation at low voltages (0.25 and
0.5 V dc) where there are predominantly preexisting pores.
The second relationship is for the situation at the higher
voltages (0.5, 1.0, and 2.0 V dc for electroosmosis plus 0-3
V ac to maintain a high extent of pore induction) where

the newly induced pores dominate electroosmosis. The
steeper slope under the low voltage anodal conditions
(0.25-0.5 V dc) relative to that under the higher voltage
anodal and cathodal conditions (-2.0, -1.0, -0.5, 0.5, 1.0,
and 2.0 V dc plus ac) is consistent with the interpretation
that the effective pore charge density of the negatively
charged induced pores is less than that of the preexisting
pores. This interpretation is in agreement with the previ-
ously observed smaller than expected (based on low voltage
studies) electroosmotic enhancement with 2.0 V dc ionto-
phoresis.3 The approximately linear relationship in Figure
5 for the low voltage anodal electroosmosis without pore
induction (0.25-0.5 V dc) is consistent with what will be
expected from the electrokinetic theory and the preexisting
pores being dominated by negatively charged pores. The
deviation from this linear relationship of the data for
cathodal iontophoresis (especially at -0.5 V) is a departure,
however, from the idea of preexisting pores being only
negatively charged (as was also concluded from the data
in Figure 2). This low voltage behavior contrasts with the
high voltage results (of newly induced pore) that are
essentially linear in Figure 5 in both the anodal and
cathodal regions and consistent with the induced pores
being essentially only negatively charged.

An alternate explanation for the lower slope of the high
voltage data in Figure 5 might be based on pore sizes of
the newly induced pores being significantly different from
those of the preexisting pores. However, electroosmotic flux
ratios of urea and mannitol determined as part of the
present study at g1.0 V have yielded (from the hindered
transport theory) pore sizes comparable to those found in
similar experiments conducted at low voltages (∼8 Å).
Therefore, it appears unlikely that pore size differences can
contribute importantly to the slope differences in Figure
5.

Although the results from the higher voltage cathodal/
anodal HEM electroosmosis studies are consistent with a
model based on only negatively charged pores, one obvi-
ously needs to be cautious in making any detailed mecha-
nistic conclusions. Considering the complicated morphology
of the stratum corneum, it is only safe to state that HEM
electroosmosis behavior under these circumstances is ef-
fectively equivalent to that of a membrane with only
negatively charged pores. Nonetheless, this information is
quite useful in assessing and in correcting for electroos-
mosis effects in various iontophoretic situations involving
HEM.

Analysis of the Water/Urea Dual-Permeant Datas
The passive permeability coefficient ratio, tritiated water-
to-urea, for the Nuclepore membrane (average ( SD: ratio

Figure 3sRelationship between transport enhancement due to cathodal and
anodal electroosmosis for urea with HEM in 12.5 Hz square-wave ac and dc
superposition iontophoresis experiments (Study II). The curve represents
predictions from electrokinetic theory with the assumption of a single pore
surface charge density. Key: (circle) 0.5 V dc plus 1−3 V ac; (triangle) 1.0 V
dc plus 0−3 V ac; (square) 2.0 V dc plus 0−3 V ac. Each data point represents
the mean and 90% confidence interval (n ) 7).

Figure 4sRelationship between the apparent Pe and the applied voltage for
Nuclepore membranes. Key for closed (present study) and open (data from
Peck et al.2): (circles) urea; (squares) mannitol. Each data point represents
the mean and standard deviation of n g 3.

Figure 5sRelationship between the apparent Pe for urea as the permeant
and the applied voltage with HEM. Key: (circles) low voltage, e0.5 V dc;
(triangles) high voltages, g0.5 V dc plus 0−3 V ac. Each data point represents
the mean and 90% confidence interval (n g 6).
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) 2.1 ( 0.2, n ) 5) is consistent with what would be
expected (ratio ) 1.8) from the urea and water molecular
diffusion coefficients with a small correction arising from
hindered diffusion effects and with there being no signifi-
cant difference between the diffusion coefficients (or the
effective diffusion coefficients) of ordinary water and tracer
tritiated water under the present experimental condi-
tions.12,14,15 During 0.75 V anodal dc iontophoresis with the
Nuclepore membranes, water and urea fluxes were es-
sentially the same at the same donor concentration (per-
meability coefficients of urea and water ) 1.1 ( 0.4 × 10-5

and 1.2 ( 0.3 × 10-5 cm/s, respectively, average ( SD, n
) 3), demonstrating that the water velocity was essentially
the same as the average velocity for urea and that the
electroosmotic transport was at the convection limit.2

Tritiated water has been used to study the barrier
properties of skin16-18 and the electroosmosis behavior of
skin.19 The study of water transport across HEM during
iontophoresis was expected to provide some independent
insights into the mechanism of electroosmosis because
liquid water is the carrier in electroosmotic transport. In
the present study, the water passive permeability coef-
ficients for HEM (average ( SD: 1.2 ( 0.3 × 10-6 cm/s, n
) 9; HEM electrical resistance ) 30 ( 19 kΩ cm2, ranging
from 12 to 74 kΩ cm2) are consistent with the permeability
coefficients in a previous study.20 The relatively high
passive permeability coefficients of water for HEM com-
pared with that of urea may be due to the accessibility of
water to both the pore and the lipoidal pathways of HEM.
This hypothesis is supported by present and previous
studies: (a) the transport of water across HEM in the
present study does not demonstrate an inverse proportion-
ality between HEM permeability (P) and HEM electrical
resistance (R) (slope of log P versus log R plot ) - 0.26
with r2 ) 0.293) as observed for urea in the present study
and literature;3,5,21 (b) the diffusional activation energy for
water transport in HEM was reported to be ∼17 kcal/mol,22

which contrasts with the value of 7 kcal/mol for the
transport of polar permeants across HEM21 and the value
(∼4 kcal/mol) for unhindered diffusion in an aqueous
medium; and (c) transport of water across lipid bilayers
has been observed to be much higher than that for polar
nonelectrolytes and ions.23

No significant difference between the transport rates of
water across HEM during 0.25 V dc iontophoresis and
during passive diffusion was found [ratios of iontophoretic
flux to passive flux during anodal and cathodal iontophore-
sis (average ( SD) were 1.08 ( 0.05 (n ) 3) and 1.03 (
0.07 (n ) 3), respectively]. This result is direct evidence of
the lipoidal pathway being the dominant transport path-
way for water in HEM in the absence of pore induction
(i.e., low voltage iontophoresis). Under higher voltage
conditions (e.g., a prepulse of 4.0 V dc for 1 min followed
by 2.0 V dc iontophoresis) when significant pore induction
occurred (E∆R > 10), the pore pathway became dominant
for water transport across HEM.

The permeability coefficient of the pore pathway for
water in passive diffusion was estimated by the urea
passive transport data of each individual HEM sample and
eq 7:

The permeability coefficient of the pore pathway in HEM
for water during 2.0 V dc iontophoresis was estimated by
a parallel pore and lipoidal pathway model:

where the subscripts “p” and “i” represent the passive and
the iontophoresis experiments, respectively; the super-
scripts “total” and “pore” represent the total permeability
coefficient and the permeability coefficient of the pore
pathway, respectively; and Purea,p is the experimental
permeability coefficient for urea in passive transport.
Equations 15 and 16 assume (a) that transport via the
lipoidal pathway is the same in passive transport and
during iontophoresis, (b) an effective pore radius of 12 Å
(the average Rp value deduced in the present passive
transport experiments in the Analysis of the Urea/Man-
nitol Dual-Permeant Data section) for the calculation of
Hwater and Hurea, and (c) independent lipoidal and pore
pathways in HEM. It should be noted that, with eq 16,
water transport via the lipoidal pathway was generally
small compared with the total iontophoretic flux of water
with the application of 2.0 V dc.

With eq 16 and correcting for pore induction with eq 8,
the enhancement due to electroosmosis (Ev) for water was
estimated to be 2.0 ( 0.7 (average ( SD, n ) 5) during 2.0
V anodal electroosmosis and 0.4 ( 0.2 (average ( SD, n )
5) during cathodal electroosmosis. This result corresponds
to water Pe of ∼1.6 and -1.5 and apparent water volu-
metric flow rates (εWvA) of 6 ( 3 × 10-6 and - 5 ( 2 ×
10-6 cm3/s across 1 kΩ cm2 HEM at 2.0 V dc (average (
SD, n ) 5; calculated using eq 4 and the experimental
water P values normalized to 1 kΩ cm2 HEM) during
anodal and cathodal iontophoresis, respectively. These
results are consistent with significant convective solvent
flow and a net negatively charged HEM under the 2.0 V
dc conditions. With the assumption that water and urea
follow the same pore pathway in HEM and a Rp value of 8
Å (the average Rp calculated from the present anodal
electroosmosis experiments in the Analysis of the Urea/
Mannitol Dual-Permeant Data section), the water velocity
and the velocity of urea convective transport across the pore
pathway were compared using eq 4. The ratio of water
velocity to that for urea was estimated to be ∼1.2. This
close-to-unity ratio is direct evidence of water being the
carrier for urea during electroosmosis. The slightly higher
water velocity than that for urea estimated here (the factor
of 1.2) is consistent with differential hindered transport
effects if pore radii of ∼6 Å is assumed. This 6 Å value is
of the same order of magnitude as that deduced from urea/
mannitol flux data (i.e., the average Rp of 8 Å). Results from
this analysis independently show that water is the carrier
in electroosmotic transport during iontophoresis.

Conclusion

By conducting both anodal and cathodal electroosmosis
experiments with polar nonionic permeants, the predictiv-
ity of a model of pores with a single charge was examined
for the preexisting pores and the newly induced pores (due
to applied electric fields) in HEM. The electrokinetic model
was first checked with a synthetic polycarbonate membrane
system, and the experimental results with this model
membrane system were consistent with what would be
expected of pores possessing only negative charges. Results
from experiments with HEM at low voltages (little or no
electroporation) showed that although negative pore charges
dominate, there were effectively some positive or positive
and neutral pores at neutral pH. At higher voltages (>1.0
V), where new pores dominated, there seemed to be
contributions only from negatively charged pores at neutral
pH. Results from the water transport experiments provide
further support that water is the carrier in electroosmotic
transport during iontophoresis.

Pwater,p
pore )

HwaterDwater

HureaDurea
Purea,p (15)

Pwater,i
pore ) Pwater,i

total - (Pwater,p
total - Pwater,p

pore ) (16)
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Abstract 0 This paper presents systematic analyses by the finite
element method of release kinetics of a dispersed solute from various
matrixes (i.e., slab, sphere, cylinder, and convex tablet), with or without
boundary-layer resistance, into a finite or an infinite external volume.
In the case of sink conditions, the numerical results agree well with
the existing analytical solutions. For the problems of solute release
into a finite external volume, where the analytical solutions are not
available, this work has provided numerical solutions of the differential
equations describing the release kinetics, moving boundaries, and
concentration profiles. This work has also revealed the dependence
of release kinetics on the initial solute loading, the external volume,
and the boundary-layer thickness. The method presented here can
describe the entire process of diffusional release before and after the
dispersed solute has been dissolved without the pseudo steady-state
assumption and it is applicable to both small and large ratio of initial
solute loading to the solute solubility in the matrix.

Introduction
The kinetics of diffusional release of a dispersed solute,

i.e., the initial solute loading (A) is higher than the solute
solubility in the matrix (Cs), has been a subject of practical
importance in controlled drug delivery. Drug delivery
systems such as pharmaceutical solid dosage forms often
contain dispersed biologically active agents, which makes
it difficult to solve the differential equations and thus
predict the release kinetics of the agents because of a
moving boundary of the dispersed solute. The task becomes
more complicated when the solute is released from a
multidimensional dosage form, such as a convex tablet,
with boundary-layer resistance into a finite external
medium. So far, no analytical solution has been made
available for investigation of such a complex system.

In the past decades, a number of mathematical models
have been developed to describe the release kinetics of
dispersed solutes1-17 mainly for one-dimensional release
except for ref 6. The majority of the models postulate
infinite well-agitated sink, that is, no boundary layer
resistance and no solute accumulation in the release
medium due to the mathematical complication. A few
groups have considered boundary-layer resistance under
the sink condition2,3,11 and in a finite external medium.12

It must be noted that the analytical or semianalytical
solutions of the above models are only applicable to the
release process up to the time, t*, for all the dispersed
solute to dissolve,3,4,17 except for those with a pseudo
steady-state assumption.1,2,6,10,12 This is because the con-
centration distribution in the matrix at t* is nonuniform

and unknown ahead of time. For a matrix with a small
A/Cs ratio, a considerable amount of dissolved solute
remains in the matrix at time t*, whose contribution to the
release kinetics is not described by the models without a
pseudo steady-state assumption.3,4,17 To overcome the
difficulty, a linear distribution is assumed in the pseudo
steady-state approach.1,2,6,10,12 This approach has been
applied extensively for A . Cs and sink conditions or near-
sink conditions with success especially for planar geom-
etry.3,4,16 Nevertheless, when the A/Cs ratio is small, for
example, when A/Cs ) 2 or approaches 1, the real concen-
tration distribution deviates from the linear one noticeably.
As a consequence, prediction by the pseudo steady-state
approach becomes less accurate.3,4

In practice, drug release from a dosage form into a finite
volume of surrounding medium is often found. In this case,
the release rate may be reduced as a consequence of drug
accumulation in the medium, deviating from the prediction
by the models for sink conditions. Such an effect can be
expected when the drug removal from the medium is slow
or the drug solubility in the medium is minimal, typified
by drug release in the lower gastrointestinal tract where
liquid content and absorption rate are relatively low, or
from an implant or an insert into a confined cavity such
as solid tumors and root canals. Therefore, prediction of
release kinetics for these dosage forms in a finite external
volume is of more practical importance than that for sink
conditions, although both may be governed by the same
release mechanism.

The analytical solutions for solute release into a finite
volume can be found for one-dimensional release from slab,
sphere, and cylinder with a loading, A e Cs. Nevertheless,
there is no analytical solution available for release kinetics
of sphere, cylinder, and convex tablet with a boundary layer
and A > Cs in a finite volume, except that for a sphere with
assumptions of pseudo steady-state and boundary-layer
thickness much smaller than the radius of the sphere.12

This is perhaps because of the above-mentioned difficulty
involving the moving boundary of the solute, time-depend-
ent boundary condition, and nonuniform solute concentra-
tion in the matrix at t*. Therefore, numerical methods must
be applied in order to solve the differential equations for
such systems.

The objective of this work is to study the kinetics of the
entire process of diffusional release of an initially dispersed
solute from polymeric matrixes into a finite external
volume with or without the boundary-layer effect. The
finite element method, a computer-aided numerical ap-
proach, is employed to solve the differential equations. The
release profiles for matrixes of various shapes (i.e., slab,
sphere, cylinder, and convex tablet) are presented for
different A/Cs ratios and various external volumes ranging
from infinite to a small liquid/matrix volume ratio. The
evolution of solute concentration in these matrixes and the
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effect of boundary-layer resistance are discussed based on
the numerical results.

Theoretical Background
It is assumed that dissolution of a dispersed solute is

rapid compared with the subsequent depletion of the solute
by diffusion. The process of diffusional release of a dis-
persed solute from a matrix can be physically visualized18

as a process of solute extraction, i.e., the solution of the
dispersed solute followed by the diffusion of the dissolved
solute. Initially, the dispersed solute is dissolved and
diffuses out from the surface layer; after a certain time,
the solute concentration in the surface layer is reduced to
the saturated level (Cs), and the extraction of the solute in
the next layer is initiated. Between the just-extracted layer
and the next layer, there exists a sharp concentration
gradient, i.e., the moving boundary of the dispersed solute,
and the concentration difference between the two layers
is A - Cs. The boundary will move inward layer by layer
continuously until all the dispersed solute is dissolved.

Since the process is diffusion-controlled, the governing
equation of the diffusion is held for the whole process no
matter whether the solute is dispersed or dissolved. The
general expression of the governing equation for a problem
of three-dimensional and homogeneous material with
boundary layer resistance in a well-mixed finite external
medium is given as follows,

where 3 is the differential operator, the suffixes 1 and 2
denote the polymeric matrix and the boundary layer, Di
and Ci are the diffusion coefficient (cm2/s) and solute
concentration (g/cm3) in these two domains, respectively.
Definition of these domains and relevant boundaries for
an arbitrary geometry is illustrated in the following
schematic diagram:

The corresponding initial and boundary conditions are

where A is the initial solute loading (g/cm3), K is the

partition coefficient, ê(t) is the moving boundary, Ω1, Ω2,
and Ω3 are the domains of the matrix, boundary layer, and
the finite external medium, respectively. Γ1 and Γ2 denote
the boundaries of Ω1 and Ω2, S2 is the area of the interface
between Ω2 and Ω3. V is the volume of the finite external
medium, and t* is the time for all the dispersed solute to
dissolve. In eqs 4 and 8,

where nx, ny, and nz are the directional cosines of the
outward normal n to the closed boundary Γi.

For a sink condition, the boundary condition described
by eq 8 is replaced by eq 10,

For the matrixes with one-dimensional release such as
a sphere, an infinite slab or an infinitely long cylinder, the
above equations can be simplified to conventional presen-
tations2-4 as illustrated in Figure 1, where ê is the moving
boundary of the dispersed solute, x is the distance, L is
the half thickness of a slab or the radius of a sphere or a
cylinder, ha is the thickness of the boundary layer, C1

x)L is
the concentration in the matrix at x ) L, C2

x)L is the
concentration in the boundary layer at x ) L, C3 is the
concentration in the bulk solution. For a system with no
boundary-layer resistance, C2 ) C3; a system in a sink with
boundary layer, C3 ) 0; and a system in a sink without
boundary layer, C2

x)L ) C2 ) C3 ) 0.
As aforementioned, the whole release process is diffu-

sion-controlled. Therefore, the computational procedures
of the finite element method developed in the previous
work19-22 for dissolved solute are still applicable to the
release of dispersed solute except that eqs 6 and 7 need to
be incorporated into the computation. Mathematically
these equations represent the instantaneous mass balance
at the diffusion moving front. Physically they can be viewed
as that, in order for the diffusion front to move a distance
δx in a time δt per unit area perpendicular to x, an excess
amount of solute, (A - Cs)δx, must be removed by diffusion.
Based on this interpretation, the computational procedures
were correspondingly modified to incorporate eqs 6 and 7.
The whole matrix domain was divided into many thin
layers. The diffusion was initiated from the most outer
layer. The solute concentration in the current thin layer
was examined at very small time intervals using an
iteration checking subroutine. Once the excess amount of

∂Ci

∂t
) 3‚(Di3Ci) i ) 1, 2 (1)

C1 ) A, in Ω1, t ) 0 (2)

C2 ) C3 ) 0, in Ω2 and Ω3, t ) 0 (3)

D1

∂C1

∂n
) D2

∂C2

∂n
, on Γ1, t > 0 (4)

C1 ) KC2, on Γ1, t > 0 (5)

(A - Cs)
dê
dt

) D1|3C1|, on ê(t), 0 < t < t* (6)

C1 ) Cs, on ê(t), 0 < t e t* (7)

V
∂C3

∂t
) D2

∂C2

∂n
S2, on Γ2, t > 0 (8)

Figure 1sSchematic diagram of moving boundary, boundary layer, and
concentration profile for a one-dimensional slab, sphere, and cylinder, where
L denotes either the half-thickness of a slab, or radius of a sphere or a cylinder;
x ) 0 stands for the midplane or the center of the matrixes.

∂C
∂n

) nx
∂C
∂x

+ ny
∂C
∂y

+ nz
∂C
∂z

(9)

C3 ) 0 on Γ2 t g 0 (10)
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solute, (A - Cs)δx, had been depleted, i.e., C1 ) Cs in the
current layer, the solute diffusion in the next thin layer
was allowed. Otherwise the iteration continued until the
saturation level was reached. The amount of solute released
(Mt) at time t was obtained by subtracting the amount of
solute remained in the matrix from the initial amount of
solute. The remaining was calculated by multiplying the
solute concentration in each finite element at time t by the
volume of the element.

Results and Discussion
To verify the computational procedures and results,

release profiles of a dispersed solute from a one-dimen-
sional slab, sphere, and cylinder into a sink were first
calculated and compared with the available analytical
solutions. Release kinetics for three basic geometries and
convex tablet in different external volumes and its depen-
dence on the boundary-layer resistance and initial solute
concentration were then studied.

One-Dimensional Release and Verifications(a)
SlabsFigure 2 depicts the amount of the drug released per
unit surface area of a slab as a function of square root of
time. Evidently, the results of this work agree well with
the analytical solution by Paul and McSpadden3 at earlier
stage, i.e., t e t*. At a later stage, i.e., t > t*, the analytical
solution is no longer applicable, whereas the finite element
solution continuously describes the rest of the release
process. When the A/Cs ratio is large, e.g., A/Cs ) 10 or 5,
the analytical solution may be extended to t > t* with an
acceptable error, as only a small portion of the solute
remains in the matrix. Nevertheless, the error can be
significant when the A/Cs ratio is small. As will be
discussed in section d), there is still about 50% of the solute
unreleased at t* for A/Cs ) 1.2 and 28% for A/Cs ) 2. This
implies that up to 50% of the solute is released by a

different mechanism (i.e., no moving boundary). The re-
lease kinetics of this portion of the solute cannot be
described by the analytical solution. Therefore, the straight
line predicted by the model was linearly extrapolated and
linked with the horizontal line of 100% release.3 The
experimental data showed that the release profile is a
asymptotic curve approaching to the 100% line,3 especially
for small A/Cs ratios. This experimental observation is
predicted by the numerical solutions of this work (Figure
2a).

Figure 3a compares the concentration distribution of a
solute in the matrix for different A/Cs ratios at the same
time (32 min). A good agreement between this work and
the analytical solution3 is evidenced. Apparently, the
smaller the A/Cs ratio, the more advanced the moving
boundary of the dispersed solute, due to smaller excess
amount of solute to be removed by diffusion. Figures 3b
and 3c illustrate the progress of the moving boundary and
concentration distribution at different times for A/Cs ) 10
and 2, respectively. It is noticed that more linear distribu-
tion curves are obtained at A/Cs ) 10 than those at A/Cs )
2, supporting Higuchi’s pseudo steady-state assumption for
A . Cs.1

The amount of solute released into a well-mixed finite
medium with the effective volume ratio, λ ) V/(V1K) ) 5,

Figure 2sCumulative amount of a dispersed solute released per unit surface
area from a slab into a perfect sink (L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s). (a)
A/Cs ) 1.2 and 2; (b) A/Cs ) 5 and 10.

Figure 3sMoving boundary of a solid solute and concentration profile for a
sphere with various A/Cs ratios in a perfect sink (L ) 0.1 cm, D1 ) 1 × 10-6

cm2/s). (a) Time ) 32 min, A/Cs ) 1.2, 2, 5, and 10, (- - - -) Paul and
McSpadeen,3 (s) FEM; (b and c) A/Cs ) 10 and 2, respectively, at various
time intervals.
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10, 20, and ∞, is plotted against Dt/L2 in Figure 4 for (a)
A/Cs ) 2 and (b) A/Cs ) 5, where K ) 1, V and V1 are the
volume of the liquid and the matrix, respectively. The
influence of the effective volume ratio on the release rate
is consistent with previous analytical and experimental
results.19,21 It is shown that the release rate and the final
amount of the solute decrease with the decrease in λ value.
Given a fixed partition coefficient, this observation can be
attributed to quicker concentration build-up and conse-
quently higher diffusional resistance in a smaller volume.
Note that at A/Cs ) 5, the influence of λ becomes more
profound as indicated by larger differences among the
curves in Figure 4b compared to those in Figure 4a. In
addition, more abrupt change in the curves before reaching
the plateau is observed for A/Cs ) 5. This is an indication
of inhibition of release by the saturation of the solute in
the liquid at higher A/Cs ratios. The analysis can also be
carried out in the same way for the effect of K value and
for the solute released into a poorly mixed external finite
volume.20

(b) SpheresFigure 5 shows the amount of the released
solute versus Dt/L2 for a spherical matrix in a perfect sink
by this work compared with the approximate analytical
solutions derived by Lee4 and by Baker and Lonsdale.5 It
is depicted that this work agrees well with Lee’s solution
at A/Cs ) 2 and with Baker and Lonsdale at A/Cs ) 5 and
10. It should be pointed out that the latter, with pseudo
steady-state assumption, is restricted to A/Cs ratio > 3 or
4,16 while the former is suitable for small A/Cs ratios and
t e t*. In contrast, the numerical method presented in this
work, with no restriction, can predict the entire release
process for various A/Cs ratios.

As delineated by Figure 6, the progress of the moving
boundary is much faster in spheres than that in slabs.
Interestingly, due to the spherical geometry, the concentra-
tion profiles are considerably nonlinear compared with that
in the slab even at a high A/Cs ratio. The distribution curve

is gradually changed from convex to concave due to the
relative change rate between the surface area of the
dispersed solute core and the diffusional distance which is
the distance from the moving boundary to the matrix
surface.

The amount of the solute released into a well-mixed
finite volume with the effective volume ratio, λ ) 5, 10,
20, and the sink condition is presented in Figure 7. The
dependence of the release kinetics on the volume ratio and
initial loading is similar to that in planar geometry.

(c) CylindersThe only available analytical solutions for
the cylindrical geometry were developed by Crank23 and
Roseman and Higuchi.2 The former is applicable to A/Cs e
1 and the latter is an approximate solution and only
suitable for A . Cs under the sink condition. No analytical
solution is available for a cylindrical matrix with a small
A/Cs ratio (A > Cs) in either a perfect sink or a finite

Figure 4sInfluence of effective volume ratio on the amount of solute released
from a slab into a well-mixed liquid of finite volume (L ) 0.1 cm, D1 ) 1 ×
10-6 cm2/s, K ) 1). (a) A/Cs ) 2 and (b) A/Cs ) 5. The 100% solute released
is indicated by the plateau of the release curve for λ ) ∞.

Figure 5sFractional release of a dispersed solute from a sphere into a perfect
sink (L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s). Comparison of finite element solution
with semianalytical solution from Lee4 and solution from Baker and Lonsdale
with pseudo steady-state assumption.5

Figure 6sMoving boundary of a solid solute and concentration profile for a
sphere in a perfect sink (L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s). (a) A/Cs ) 10
and (b) A/Cs ) 2.
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volume, and there is little knowledge of the concentration
distribution in the cylinder. Therefore, Crank’s and Rose-
man and Higuchi’s solutions are used here as bounding
cases to verify the finite element results. As shown in
Figure 8, a very convincing agreement has been obtained
between the finite element solutions and the analytical
ones in both lower (A/Cs ) 1) and upper (A/Cs ) 10)
bounding cases. For the A/Cs ratios between these two
extremes, where the analytical solutions are not applicable,
the solutions of this work have filled the gap. It is expected
that the present numerical approach can provide reliable
solutions for a broad range of A/Cs ratios from A/Cs e 1 to
A . Cs.

The progress of the moving front versus time and the
concentration distribution in the cylinder for A/Cs ) 2 and
10 are presented in Figure 9. By comparison of the
concentration profiles of slab, sphere, and cylinder, i.e.,
Figures 3b, 6a, and 9a, some interesting features are

noticed. In the slab, the concentration distribution is near
linear and always convex. The concentration profile be-
comes nonlinear and is gradually changed from convex to
concave with time in the cylinder. The more nonlinear
concentration profile is observed in the sphere with a faster
change from convex to concave than in the cylinder. This
phenomenon can be ascribed to the inherent difference in
the geometry. For diffusional release from matrixes with
a dispersed solute, the concentration distribution depends
on the relative change rate of the surface area of the solid
core and the diffusional distance. The former determines
the supply of the solute for diffusion, and the latter
determines the time for the solute to leave the matrix.
Although surface area and diffusional distance are func-
tions of the moving front in all three geometries, the
dependence of the area on the distance is zero for slab,
linear for cylinder, and quadratic for sphere. In other
words, the relative rate of reduction in the surface area of
the undissolved core is the highest in the sphere and the
lowest in the slab. Consequently, the change from convex
to concave occurs more dramatically in the sphere due to
insufficient solute supply for diffusion.

Figure 10 presents the amount of the drug released into
different external volumes for cylinders with (a) A/Cs ) 2
and (b) A/Cs ) 5. The figures reveal that the influence of
volume ratio on the release kinetics for cylinder is similar
to that for planar and spherical geometries (Figures 4 and
7). These results are particularly useful for prediction of
in vivo release kinetics based on the information of in vitro
release.

(d) Correlation of t* and (Mr/M0)* with A/CssAs afore-
mentioned, the fraction of a solute remaining in the matrix
at t* can be noticeable at small A/Cs. Figure 11 illustrates
the remaining fraction at t*, (Mr/M0)*, as a function of A/Cs
for three geometries, where Mr and M0 denote the remain-
ing and the initial amount of the solute in the matrix,
respectively. (Mr/M0)* drops drastically as A/Cs increases
from 1 to 2 and then decreases gradually till A/Cs ) 5,

Figure 7sInfluence of effective volume ratio on the amount of solute released
from a sphere into a well-mixed liquid of finite volume (L ) 0.1 cm, D1 ) 1
× 10-6 cm2/s, K ) 1). (a) A/Cs ) 2 and (b) A/Cs ) 5. The 100% solute
released is indicated by the plateau of the release curve for λ ) ∞.

Figure 8sFractional release of a dispersed solute from a cylinder into a perfect
sink (L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s, A/Cs ) 1, 2, 5, and 10).

Figure 9sMoving boundary of a solid solute and concentration profile for a
cylinder in a perfect sink (L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s). (a) A/Cs ) 10
and (b) A/Cs ) 2.
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beyond which the reduction in (Mr/M0)* becomes insignifi-
cant. The remaining fraction of the solute is the largest
for the slab and the smallest for the sphere, suggesting that
(Mr/M0)* is a function of diffusion rate. One may infer that
the remainder could increase as the diffusion coefficient,
or the external volume decreases because of the reduced
release rate. (Mr/M0)* can be correlated with A/Cs by

where B and R are constants. The values of B and R for
three basic geometries were obtained from the nonlinear
regression of the data in Figure 11 and are listed in Table
1.

A good linear relationship between the t* and A/Cs is
revealed by Figure 12 for all three geometries. Table 1

summarizes the slope (â) and intercept (γ) of the linear
function (eq 12) together with the correlation coefficients
of the linear regression.

Again, the influence of A/Cs on t* is the greatest for the
slab and the least for the sphere, suggesting that, like (Mr/
M0)*, t* is also dependent on the diffusion rate.

(e) Boundary Layer EffectsIt has been demonstrated
that the stagnant boundary layer is responsible for the
reduced release rate.2,13 It was intended here to develop a
model with consideration of the effect of boundary layer
rather than elaborating its mechanism. From the simula-
tion point of view, the boundary layer acts as a thin layer
coating. Hence, a thin layer element with corresponding
material properties was introduced to the surface of the
matrix of interest. The computed release profile was
compared with the theoretical solution reported by Rose-
man and Higuchi2 for a cylinder in a sink. As depicted in
Figure 13a, the finite element solution matches the ana-
lytical solution well for a solute with diffusion coefficients
in the matrix and in the boundary layer, D1 ) 1 × 10-6

cm2/s, and D2 ) 5 × 10-6 cm2/s, respectively, and the
thickness of the boundary layer, ha ) 0.01 cm. Figure 13b
shows that the release rates of a solute from three basic
geometries (L ) 0.1 cm, A/Cs ) 5) into a finite volume of
liquid (V/V1 ) 10, K ) 2) is reduced in the presence of a
boundary layer of thickness, ha ) 0.01 cm, i.e., ha/L ) 0.1.
This trend agrees with general observations. The degree
of the reduction for the cylinder is slightly greater than
the prediction by Roseman & Higuchi’s model.2 For ex-
ample, at t ) 100 min, the reduction in the fractional
release calculated in this work is ∼4% in the presence of a
boundary layer, whereas it is ∼1% by their model for the
same cylinder in a perfect sink. This is likely a result of
the difference in the volume of surrounding medium, which
is infinite in the analytical solutions and is finite (V/V1 )
10) in the numerical solutions. In a finite volume of liquid,
the drug concentration builds up, contributing to a slower
release rate and a greater boundary-layer effect.

It is interesting to notice a geometry dependence of the
boundary-layer effect. The effect appears the most marked

Figure 10sInfluence of effective volume ratio on the amount of solute released
from a cylinder (L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s, K ) 1). (a) A/Cs ) 2 and
(b) A/Cs ) 5. The 100% solute released is indicated by the plateau of the
release curve for λ ) ∞.

Figure 11sThe fraction of a solute remaining in the matrix at t* for three
geometries in a perfect sink (L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s).

(Mr/M0)* ) B[A/Cs]
-R (11)

Table 1sParameters in Eqs 11 and 12 Evaluated from the Data in
Figures 11 and 12 for Three Basic Geometries in a Perfect Sink

geometry
â

(slope)
γ

(intercept)
r 2

(correlation coefficient) B R

slab 75.57 58.69 0.9986 0.7098 1.086
cylinder 36.76 23.72 0.9949 0.5696 1.348
sphere 25.34 14.60 0.9951 0.4678 1.810

Figure 12sDependence of t* on A/Cs for three geometries in a perfect sink
(L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s).

t* ) â[A/Cs] - γ (12)
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for the slab and the least for the sphere. For example, at t
) 100 min, the reduction in the fractional release in the
presence of a boundary layer is 7.2%, 4.1%, and 1.2% for
the slab, cylinder, and sphere, respectively. This suggests
that the boundary layer effect depends on the relative
release rate in the matrix to that in the boundary layer.
The solute release from the slab is the slowest and thus is
affected most by the boundary layer.

Multidimensional-Release Convex TabletssThe fi-
nite element method presented here can model complex
matrix dosage forms of virtually any shape. However, the
emphasis was placed on matrix tablets here in the hope
that the efforts of this work could facilitate the design of
this popular controlled-release dosage form for oral admin-
istration. For convex tablets with three-dimensional re-
lease, dispersed initial drug loading, and the boundary
layer resistance, no analytical solution has been reported.
This original work provides insight into the release kinetics
in relation to design parameters such as A/Cs ratio and
environmental conditions. The fractional release, Mt/M∞,
of a drug from convex tablets with different A/Cs ratios into
a well-mixed finite volume is depicted in Figure 14, where
M∞ is the amount of drug released at the final stage, V/V1
) 10, K ) 1, and D1 ) 1 × 10-6 cm2/s. Clearly, the time for
the completion of the release increases with increasing A/Cs
ratio, which is consistent with the observation of other
geometries.

Figure 15 shows the moving boundary and concentration
distribution within a tablet with A/Cs ) 2 in a well-mixed
finite volume (V/V1 ) 10, K ) 1, and D1 ) 2 × 10-7 cm2/s).
The concentration profiles are similar to those in the slab.
However, unlike the release into a perfect sink (Figures 3,

6, and 9), the concentration near the surface of the tablet
increases with time, reflecting concentration build-up in
the bulk solution of a limited volume. Such concentration
build-up leads to a smaller driving force for diffusion, i.e.,
the concentration gradient between the matrix and the
medium, and thus lower release rate. This result explains
partly why the in vivo release is slower than the in vitro
one.

Another factor that is often associated with the lower in
vivo release rate is the diffusion boundary layer. The
boundary-layer effect on the fractional release, Mt/M0,
where M0 is the initial amount of the solute, is illustrated
in Figure 16 for a tablet with A/Cs ) 5 in a well-mixed finite
volume (V/V1 ) 10, K ) 2, D1 ) 1 × 10-6 cm2/s, and D2 )
5 × 10-6 cm2/s). As shown by the figure, the release rate

Figure 13s(a) Fractional release of a dispersed solute from a cylinder into
a perfect sink with boundary layer resistance (A/Cs ) 10, L ) 0.1 cm, ha/L
) 0.1, D1 ) 1 × 10-6 cm2/s, D2 ) 5 × 10-6 cm2/s, K ) 2). Comparison of
FE solution with the solution from Roseman and Higuchi with pseudo-steady-
state assumption.2 (b) Effect of boundary layer resistance on the release rate
of a solute from three geometries in a well-stirred liquid of finite volume (λ )
10, A/Cs ) 5, L ) 0.1 cm, D1 ) 1 × 10-6 cm2/s, D2 ) 5 × 10-6 cm2/s, K
) 2).

Figure 14sFractional release of a dispersed drug from a convex tablet with
A/Cs ) 1.2, 2, and 5 into a well-mixed finite volume (λ ) 10, D1 ) 1 × 10-6

cm2/s, K ) 1).

Figure 15sMoving boundary and concentration profile of a dispersed drug
for a convex tablet in a well-stirred liquid of finite volume (λ ) 10, D1 ) 2 ×
10-7 cm2/s, K ) 1).

Figure 16sInfluence of boundary layer resistance on the fractional release
of a dispersed drug from convex tablets into a well-stirred finite volume (A/Cs

) 5, λ ) 10, D1 ) 1 × 10-6 cm2/s, D2 ) 5 × 10-6 cm2/s, K ) 2).
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decreases as the boundary-layer thickness increases. It
should be indicated that the curves in Figure 16 could only
reach ∼83% of the initial loading at a much longer time,
e.g., 25 h, as a result of saturation of the medium.

In reality, polymeric matrix tablets involve not only the
moving boundary of a dispersed drug, but also the moving
boundaries of swelling and erosion. The finite element
model for matrix tablets with swelling and erosion has been
developed by our group for A/Cs e 1.22 Further work on
incorporation of all three moving boundaries into the model
is in progress.

Conclusions
The numerical solutions of differential equations have

been obtained by the finite element method for diffusional
release of a dispersed solute from slab, sphere, cylinder,
and convex tablet into various external volumes. The
kinetics of the entire release process have been presented
for these matrixes with a broad range of A/Cs ratios and
boundary conditions varying from a perfect sink to a finite
volume with boundary-layer resistance. The evolution of
solute concentration profiles in the matrixes has been
revealed. The shape of the concentration profiles depends
on the geometry of the matrixes. The nonlinearity of the
profiles is found to be sphere > cylinder > slab, in the same
order of the release rate. The numerical results for the sink
conditions agree well with the existing analytical solutions.
The existence of boundary-layer resistance reduces the
release rate, and the degree of the reduction increases with
increasing thickness.
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Abstract 0 Although there was a great interest in solid dispersion
systems during the past four decades to increase dissolution rate
and bioavailability of poorly water-soluble drugs, their commercial use
has been very limited, primarily because of manufacturing difficulties
and stability problems. Solid dispersions of drugs were generally
produced by melt or solvent evaporation methods. The materials, which
were usually semisolid and waxy in nature, were hardened by cooling
to very low temperatures. They were then pulverized, sieved, mixed
with relatively large amounts of excipients, and encapsulated into hard
gelatin capsules or compressed into tablets. These operations were
difficult to scale up for the manufacture of dosage forms. The situation
has, however, been changing in recent years because of the availability
of surface-active and self-emulsifying carriers and the development
of technologies to encapsulate solid dispersions directly into hard
gelatin capsules as melts. Solid plugs are formed inside the capsules
when the melts are cooled to room temperature. Because of surface
activity of carriers used, complete dissolution of drug from such solid
dispersions can be obtained without the need for pulverization, sieving,
mixing with excipients, etc. Equipment is available for large-scale
manufacturing of such capsules. Some practical limitations of dosage
form development might be the inadequate solubility of drugs in carriers
and the instability of drugs and carriers at elevated temperatures
necessary to manufacture capsules.

Introduction

The enhancement of oral bioavailability of poorly water-
soluble drugs remains one of the most challenging aspects
of drug development. Although salt formation, solubiliza-
tion, and particle size reduction have commonly been used
to increase dissolution rate and thereby oral absorption and
bioavailability of such drugs,1 there are practical limita-
tions of these techniques. The salt formation is not feasible
for neutral compounds and the synthesis of appropriate salt
forms of drugs that are weakly acidic or weakly basic may
often not be practical. Even when salts can be prepared,
an increased dissolution rate in the gastrointestinal tract
may not be achieved in many cases because of the recon-
version of salts into aggregates of their respective acid or
base forms. The solubilization of drugs in organic solvents
or in aqueous media by the use of surfactants and cosol-
vents leads to liquid formulations that are usually undesir-
able from the viewpoints of patient acceptability and
commercialization. Although particle size reduction is
commonly used to increase dissolution rate, there is a
practical limit to how much size reduction can be achieved
by such commonly used methods as controlled crystalliza-
tion, grinding, etc. The use of very fine powders in a dosage

form may also be problematic because of handling difficul-
ties and poor wettability.

In 1961, Sekiguchi and Obi2 developed a practical
method whereby many of the limitations with the bioavail-
ability enhancement of poorly water-soluble drugs just
mentioned can be overcome. This method, which was later
termed solid dispersion,3 involved the formation of eutectic
mixtures of drugs with water-soluble carriers by the
melting of their physical mixtures. Sekiguchi and Obi2

suggested that the drug was present in a eutectic mixture
in a microcrystalline state. Later, Goldberg et al.4,5 dem-
onstrated that all the drug in a solid dispersion might not
necessarily be present in a microcrystalline state; a certain
fraction of the drug might be molecularly dispersed in the
matrix, thereby forming a solid solution. In either case,
once the solid dispersion was exposed to aqueous media
and the carrier dissolved, the drug was released as very
fine, colloidal particles. Because of greatly enhanced surface
area obtained in this way, the dissolution rate and the
bioavailability of poorly water-soluble drugs were expected
to be high.

The advantage of solid dispersion, compared with con-
ventional capsule and tablet formulations, is shown sche-
matically in Figure 1.6 From conventional capsules and
tablets, the dissolution rate is limited by the size of the
primary particles formed after the disintegration of dosage
forms. In this case, an average particle size of 5 µm is
usually the lower limit, although higher particle sizes are
preferred for ease of handling, formulation, and manufac-
turing. On the other hand, if a solid dispersion or a solid
solution is used, a portion of the drug dissolves immediately
to saturate the gastrointestinal fluid, and the excess drug
precipitates out as fine colloidal particles or oily globules
of submicron size.

Because of such early promises in the bioavailability
enhancement of poorly water-soluble drugs, solid dispersion
has become one of the most active areas of research in the
pharmaceutical field. Numerous papers on various aspects

† Present address: Novartis, 59 Route 10, Building 401, East
Hanover, New Jersey 07936.

Figure 1sA schematic representation of the bioavailability enhancement of
a poorly water-soluble drug by solid dispersion compared with conventional
tablet or capsule.
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of solid dispersion were published since 1961; Chiou and
Riegelman3 and Ford7 reviewed the early research in this
area. Despite an active research interest, the commercial
application of solid dispersion in dosage form design has
been very limited. Only two products, a griseofulvin-in-
poly(ethylene glycol) solid dispersion (Gris-PEG, Novartis)
and a nabilone-in-povidone solid dispersion (Cesamet, Lilly)
were marketed during three decades following the initial
work of Sekiguchi and Obi in 1961. The objectives of the
present article are to critically review some of the limita-
tions of solid dispersion that prevented its wider com-
mercial application and to discuss how the situation is now
changing because of the availability of new types of vehicles
and the development of new manufacturing technologies.

Limitations of Solid Dispersion Systems
Problems limiting the commercial application of solid

dispersion involve (a) its method of preparation, (b) repro-
ducibility of its physicochemical properties, (c) its formula-
tion into dosage forms, (d) the scale up of manufacturing
processes, and (e) the physical and chemical stability of
drug and vehicle. Some of the issues are discussed next.

Method of PreparationsIn their pioneering study,
Sekiguchi and Obi2 prepared solid dispersions of sulfathia-
zole in such carriers as ascorbic acid, acetamide, nicotina-
mide, nicotinic acid, succinimide, and urea by melting
various drug-carrier mixtures. To minimize melting tem-
peratures, eutectic mixtures of the drug with carriers were
used. Yet, in all cases, except acetamide, the melting
temperatures were >110 °C, which could chemically de-
compose drugs and carriers.3 High temperatures (>100 °C)
were also utilized by Goldberg et al. in preparing acetami-
nophen-urea,4 griseofulvin-succinic acid,4 and chloram-
phenicol-urea8 solid dispersions. After melting, the next
difficult step in the preparation of solid dispersions was
the hardening of melts so that they could be pulverized
for subsequent formulation into powder-filled capsules or
compressed tablets. Sekiguchi and Obi2 cooled the sul-
fathiazole-urea melt rapidly in an ice bath with vigorous
stirring until it solidified. Chiou and Riegelman9 facilitated
hardening of the griseofulvin-PEG 6000 solid dispersion
by blowing cold air after spreading it on a stainless steel
plate and then storing the material in a desiccator for
several days. In preparing primidone-citric acid solid
dispersions, Summers and Enever10 spread the melt on
Petri dishes, cooled it by storing the Petri dishes in a
desiccator, and finally placed the desiccator at 60 °C for
several days. Allen et al.11 prepared solid dispersions of
corticosteroids in galactose, dextrose, and sucrose at 169,
185, and 200 °C, respectively, and then placed them on
aluminum boats over dry ice. Timko and Lordi12 also used
blocks of dry ice to cool and solidify phenobarbital-citric
acid mixtures that had previously been melted on a frying
pan at 170 °C. The fusion method of preparing solid
dispersion remained essentially similar over the period of
time. More recently, Lin and Cham13 prepared nifedipine-
PEG 6000 solid dispersions by blending physical mixtures
of the drug and the carrier in a V-shaped blender and then
heating the mixtures on a hot plate at 80-85 °C until they
were completely melted. The melts were rapidly cooled by
immersion in a freezing mixture of ice and sodium chloride,
and the solids were stored for 24 h in a desiccator over silica
gel before pulverization and sieving. Mura et al.14 solidified
naproxen-PEG melts in an ice bath and the solids were
then stored under reduced pressure in a desiccator for 48
h before they were ground into powders with a mortar and
pestle. In another study, Owusu-Ababio et al.15 prepared
a mefenamic acid-PEG solid dispersion by heating the
drug-carrier mixture on a hot plate to a temperature above

the melting point of mefenamic acid (253 °C) and then
cooling the melt to room temperature under a controlled
environment.

Another commonly used method of preparing a solid
dispersion is the dissolution of drug and carrier in a
common organic solvent, followed by the removal of solvent
by evaporation.9,16,17 Because the drug used for solid
dispersion is usually hydrophobic and the carrier is hy-
drophilic, it is often difficult to identify a common solvent
to dissolve both components. Large volumes of solvents as
well as heating may be necessary to enable complete
dissolution of both components. Chiou and Riegelman9 used
500 mL of ethanol to dissolve 0.5 g of griseofulvin and 4.5
g of PEG 6000. Although in most other reported studies
the volumes of solvents necessary to prepare solid disper-
sions were not specified, it is possible that they were
similarly large. To minimize the volume of organic solvent
necessary, Usui et al.18 dissolved a basic drug in a hydro
alcoholic mixture of 1 N HCl and methanol, with drug-to-
cosolvent ratios ranging from 1:48 to 1:20, because as a
protonated species, the drug was more soluble in the acidic
cosolvent system than in methanol alone. Some other
investigators dissolved only the drug in the organic solvent,
and the solutions were then added to the melted carriers.
Vera et al.19 dissolved 1 g of oxodipine per 150 mL of
ethanol before mixing the solution with melted PEG 6000.
In the preparation of piroxicam-PEG 4000 solid dispersion,
Fernandez et al.20 dissolved the drug in chloroform and
then mixed the solution with the melt of PEG 4000 at 70
°C. Many different methods were used for the removal of
organic solvents from solid dispersions. Simonelli et al.16

evaporated ethanolic solvent on a steam bath and the
residual solvent was then removed by applying reduced
pressure. Chiou and Riegelman9 dried an ethanolic solution
of griseofulvin and PEG 6000 in an oil bath at 115 °C until
there was no evolution of ethanol bubbles. The viscous
mass was then allowed to solidify by cooling in a stream of
cold air. Other investigators used such techniques as
vacuum-drying,20,21 spray-drying,22-25 spraying on sugar-
beads using a fluidized bed-coating system,26 lyophiliza-
tion,27 etc., for the removal of organic solvents from solid
dispersions. None of the reports, however, addressed how
much residual solvents were present in solid dispersions
when different solvents, carriers, or drying techniques were
used.

Reproducibility of Physicochemical Propertiess
In their pioneering studies, Sekiguchi and Obi2 observed
that manufacturing conditions might greatly influence the
physicochemical properties of solid dispersions formed.
They cooled drug-carrier melts under vigorous stirring
conditions to obtain fine and uniform drug particles in solid
dispersions. Various investigators observed that heating
rate, maximum temperature used, holding time at a high
temperature, cooling method and rate, method of pulveri-
zation, and particle size may greatly influence the proper-
ties of solid dispersions prepared by the melt method.
McGinity et al.28 prepared solid dispersions of tolbutamide
in urea and PEG 6000 by flash cooling in a bath of dry ice
and acetone or by gradual cooling over a period of several
hours by immersion in an oil bath. The powder X-ray
diffraction patterns of the tolbutamide-urea solid disper-
sion differed markedly depending on the cooling rate. The
slow-cooled solid dispersion of tolbutamide in urea dem-
onstrated a complete lack of crystallinity for both the drug
and urea, whereas the flash-cooled dispersions showed only
the absence of drug crystallinity. In the powder X-ray
diffraction patterns of tolbutamide-PEG 6000 solid disper-
sions, peaks for both tolbutamide and PEG 6000 were
observed; however, their degree of crystallinity in flash-
cooled samples was less than that in the slow-cooled
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samples. In another study, a metastable amorphous form
of nifedipine was formed in its solid dispersions in PEG
4000 and PEG 6000 when the drug-carrier melts were
cooled rapidly, whereas slow cooling of melts or powdering
of solidified mass resulted in the crystallization of drug.29

Ginés et al.30 studied the effect of fusion temperature on
oxazepam-PEG 4000 solid dispersions. Microscopic ex-
amination revealed the presence of crystalline oxazepam
and the spherulitic form of PEG 4000 in solid dispersions
prepared by fusion at 100 °C. In contrast, a fusion tem-
perature of 150 °C produced a solid dispersion with no
crystalline form of the drug and the presence of PEG 4000
in a hedritic form. Complete dissolution of drug in the
carrier at 150 °C in contrast to 100 °C was reported to be
responsible for such a difference in physicochemical prop-
erties of the solid dispersions produced. Dordunoo et al.31

also observed a change of triamterene and temazepam from
crystalline to amorphous form in poly(ethylene glycol) solid
dispersions when the fusion temperature was increased
from 100 to 150 °C. Such changes in physical states of
drugs in solid dispersions result into differences in drug
dissolution rates in aqueous media.30 Drug-to-carrier ratio
and particle size of solid dispersions were also reported to
influence the dissolution rate of drug.32

The properties of solid dispersions prepared by the
solvent method may also vary depending on manufacturing
conditions. The solvent method usually leads to amorphous
forms of drugs. However, some crystallinity of drug may
be observed depending on the drug-to-carrier ratio used.33

Although no detailed studies were reported in the litera-
ture, it is expected that the nature of solvent used, drug-
to-solvent and carrier-to-solvent ratios, drying method, and
drying rate may significantly influence the physicochemical
properties of solid dispersions formed.

Dosage Form DevelopmentsSolid dispersion must be
developed into convenient dosage forms, such as capsules
and tablets, for their clinical use and successful com-
mercialization. As already mentioned, solid dispersions
produced by the melt method are usually hardened at very
low temperatures and then pulverized with mortars and
pestles. Similarly, solid dispersions produced by the solvent
method are also pulverized after solvent removal and
hardening. Some of the challenges in the dosage form
development of such materials are difficulty of pulveriza-
tion and sifting of the dispersions, which are usually soft
and tacky, poor flow and mixing properties of powders thus
prepared, poor compressibility, drug-carrier incompat-
ibility, and poor stability of dosage forms. However, there
are very few reports in the literature addressing these
important issues.7 Even the limited number of reports
describing any dosage form developmental aspects of solid
dispersions only confirm that the task of formulating solid
dispersions into capsules or tablets may be a very complex
and difficult one. In developing a tablet formulation for the
indomethacin-PEG 6000 solid dispersion, Ford and Ru-
binstein34 reported that the solid dispersion was not
amenable to wet granulation because water could disrupt
its physical structure. In addition, the dispersion was soft
and tacky. To overcome these problems, the authors
adopted an in situ dry granulation method where the
excipients (calcium hydrogen phosphate and sodium starch
glycolate) were preheated and rotated in a water-jacketed
blender at 70 °C, and the indomethacin-PEG 6000 mixture
that melted at 100 °C was then added to the moving
powder. After mixing, the granules were passed through a
20-mesh sieve and allowed to harden at 25 °C for 12 h.
Then, the granules were mixed with a relatively high
concentration of magnesium stearate (1%) and compressed
into tablets. To process 100 mg of solid dispersion, 506 mg
of other excipients were used, thus making the final weight

of a 25-mg indomethacin tablet 606 mg. Yet, the tablet did
not disintegrate in water despite the use of a large amount
of excipients. It dissolved slowly by erosion, and the dis-
solution rate decreased on aging of the tablet. In another
study, the same investigators used an essentially similar
in situ dry granulation method for the preparation of tablet
dosage forms for a chlorpropamide-urea solid dispersion,
where the drug, the carrier, and the excipients were mixed
in a rotating flask on a water bath maintained at 100 °C.35

The properties of these formulations also changed with
time, and the authors concluded that aging could “limit
their usefulness as prospective dosage forms”. During the
development of a tablet formulation for a furesemide-poly-
(vinylpyrrolidone) (PVP) solid dispersion, Akbuga et al.36

observed that method of preparation, choice of disintegrant
and particle size of solid dispersions were critical factors
in determining the properties of tablets produced. Despite
the use of relatively large amounts of disintegrants, the
tablets did not disintegrate. Rather, they dissolved by
erosion only, and the erosion rate varied depending on the
disintegrant used. In addition, the dissolution rate of
tablets prepared by double compression (slugging and
recompression of dry granules) was much slower than that
of the tablets prepared by single compression. The dissolu-
tion rate of tablet was also dependent on the particle size
of solid dispersion used; the rate decreased by a factor of 5
when 100-mesh particles were used in place of 80-mesh
particles. Also, the compressibility of solid dispersion
decreased with a decrease in particle size. In another study,
Sjökvist and Nystrom 37 overcame the compression dif-
ficulties due to sticking of griseofulvin-xylitol solid disper-
sions to dies and punches by lubricating die wall and punch
faces with 1% (w/w) magnesium stearate suspension before
the compression of each tablet. The authors observed that
the dissolution rate of tablet was highly sensitive to com-
pression pressure. The sticking of solid dispersion to dies
and punches might become so problematic that Kaur et
al. 38 resorted to placing small pieces of grease-proof paper
between metal surfaces and granules before the compres-
sion of tablets.

The lack of disintegration and the slow dissolution of
tablets prepared from solid dispersions could be related to
the soft and waxy nature of carriers used (e.g., PEG) in
many of the reported studies. Such carriers essentially act
as strong binders within tablets. During compression, the
carriers could plasticize, soften, or melt, filling the pores
within tablets and thus making them nondisintegrating.
It is also possible that the softened and melted carriers coat
the disintegrants and other ingredients used in tablets, and
such a coating, along with the reduction of porosity of
tablets, make the disintegrants ineffective. Use of a very
high ratio of solid dispersion to added excipient might
alleviate the problem. In one study,15 270 mg of microc-
rystalline cellulose (Avicel) was used to formulate 30 mg
of mefenamic acid-PEG solid dispersion into a tablet with
good dissolution. The use of such a high ratio of added
excipient would, however, greatly increase the size of tablet
and might, therefore, be impractical in most formulations.

Scale Up of Manufacturing ProcessessBecause very
few solid dispersion products prepared by melt or solvent
methods have been marketed, there are practically no
reports on the scale up of such products. It is apparent from
the discussion just presented that the scale up of the
methods of preparation of solid dispersions and their
dosage forms could be very challenging. In most of the
studies reported in the literature, solid dispersions by the
melt method were prepared in a small scale by heating
drug-carrier mixtures in beakers, frying pans, etc. that
were placed on hot plates and then cooling the melts in an
ice bath, a dry ice-acetone mixture, etc.2-5,7-14 Because
there could be condensation of moisture over solid disper-
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sions during cooling to low temperatures, strict protection
from moisture was necessary in all cases. The scale up
challenges may be illustrated with the example of the
preparation of a phenytoin-PEG 4000 solid dispersion by
Yakou et al.39 The drug-carrier mixture was heated at 250
°C under constant stirring until a clear homogeneous melt
was obtained, and the melt was air-cooled by spreading
on stainless steel trays. The trays were stored in a
desiccator for 3 days to enhance solidification of the solid
dispersion. The resulting material was then crushed in a
cutter mill, and the powders were sieved to collect a sieve
fraction of 105-177-µm particle size for use in the dosage
form. The scale up of such a method would be difficult and
it might even be impractical in many cases because of
possible degradation of both drug and carrier at high
temperatures used. The scale up might also necessitate a
large capital investment because a chemical plant-like
facility, rather than a common pharmaceutical dosage form
manufacturing plant, would be required to process and
manufacture the products. For scale up of the cooling
process, Lefebvre et al.40 recommended such continuous
operation as cooling on the surfaces of moving belts or
rotating cylinders, and spray congealing. The practical
application of the methods, however, was not demon-
strated. Kennedy and Niebergall41 described a hot-melt
fluid bed method whereby nonpareils could be coated with
PEGs having molecular weights between 1450 and 4600.
A similar method can possibly be used to deposit solid
dispersions on nonpareils and might in the future find
application in the manufacture and scale up of solid
dispersion formulations.

The physicochemical properties and stability of solid
dispersions may also be affected by scale up because
heating and cooling rates of solid dispersions under large-
scale manufacturing conditions may differ greatly from that
in small beakers.28,29 Drug-carrier compatibility at a high
temperature also requires careful consideration. Dubois
and Ford42 reported the chain scission of PEG 600 during
fusion with disulfiram, furosemide, chlorthiazide, and
chlorpropamide.

The scale up of the solvent method of preparing solid
dispersions may also be very challenging. A chemical plant
environment would be necessary to evaporate hundreds
and even thousands of liters of organic solvents necessary
to prepare solid dispersions for kilogram quantities of
drugs.17,20 The cost of recovery of these solvents may be
very high. Removal of residual amounts of potentially toxic
organic solvents such as chloroform and methanol from
large masses of material may be difficult because the solid
dispersions are usually amorphous and may exist in viscous
and waxy forms. Solvates may also be formed with drugs
and carriers. Because most dosage form manufacturing
facilities are not equipped to handle large volumes of
organic solvents, one way to resolve the issue might be the
designation of solid dispersion as an active pharmaceutical
ingredient or bulk drug substance. In that case, the
responsibility of the manufacture of solid dispersion can
be shifted to the chemical plant. It would be necessary to
conduct all developmental activities using the solid disper-
sion, so this approach might not be suitable for situations
where active pharmaceutical ingredients have multiple
uses (e.g., oral and parenteral).

The final step in the manufacturing process, which is
the conversion of solid dispersions into stable and market-
able dosage forms, may be the most difficult one to scale
up, optimize, and validate. Most of the commonly used solid
dispersion vehicles are soft and sticky and, as a result, the
pulverized forms of solid dispersions produced by such
vehicles may not be amenable to processing by high-speed
capsule or tablet filling machines.

StabilitysThe physical instability of solid dispersions
due to crystallization of drugs was the subject of most
published reports in the literature.3,7 In a solid dispersion
prepared by the melt method, a certain fraction of the drug
may remain molecularly dispersed, depending on its solu-
bility in the carrier used, thus forming a solid solution. How
the excess drug exists may greatly depend on the method
of manufacture of the system; it may, as a whole or in part,
form a supersaturated solution, separate out as an amor-
phous phase, or crystallize out. The supersaturated and
amorphous forms may, in turn, crystallize out on aging.
Similarly, certain carriers may also exist in thermody-
namically unstable states in solid dispersions and undergo
changes with time. Chiou43 reported that griseofulvin
precipitated out in an amorphous form in a griseofulvin-
PEG 6000 solid dispersion during the time of its prepara-
tion. The amorphous material crystallized out on aging,
except when the drug concentration in the dispersion was
5% or less. Ford and Rubinstein44 attributed similar
crystallization as the cause for a decrease in dissolution
rate of drug from indomethacin-PEG 6000 solid disper-
sions with time. The decrease in the dissolution rate of
indomethacin was also dependent on drug concentration
in the solid dispersion. The decrease was greater for a
higher drug concentration because a larger fraction of drug
crystallized out. In another study, Suzuki and Sunada45

observed that on exposure of a nifedipine-nicotinamide-
hydroxypropylmethylcellulose (HPMC) solid dispersion to
60% RH at 30 °C or 75% RH at 40 °C for 1 month,
nifedipine converted from the amorphous to the crystalline
state, thus lowering the dissolution rate of nifedipine
drastically. No conversion of nifedipine to the crystalline
state was observed when the solid dispersion was stored
at an elevated temperature in the absence of humidity.
Although the presence of HPMC facilitated the conversion
of nifedipine to an amorphous state during the cooling of
drug-nicotinamide melt to room temperature at the time
of manufacturing, it did not prevent the subsequent
crystallization of drug under humid conditions. Pronounced
decreases in dissolution rates due to drug crystallization
were also reported for tablets prepared from solid disper-
sions.34,35 No such decrease in dissolution rate on aging was
observed by Khalil et al.46 in corticosteroid-PEG solid
dispersions prepared with a drug-to-carrier ratio of 1:99,
possibly because most of the drug was molecularly dis-
persed in the carrier. The corticosteroid, however, exhibited
chemical degradation due to oxidation by the peroxides
present in PEG. The cooling rate of solid dispersions may
also significantly influence their aging behavior. It has been
reported that the crystallinity of drug in solid dispersions
is less influenced by aging when a slow cooling rate is used
because thermodynamically more stable systems are pro-
duced during the time of preparation.47,48

The conversion of drug to crystalline state is also the
primary stability issue with solid dispersions prepared by
the solvent method. PVP, which is commonly used as a
carrier in such solid dispersions, is amorphous and does
not convert to a crystalline state. However, certain other
carriers may convert from their amorphous states to
crystalline states in solid dispersions. Zografi and co-
workers49,50 extensively studied the physicochemical prop-
erties of the amorphous states of drugs and excipients and
observed that the crystallization of amorphous materials
is facilitated by moisture. This effect is why strict protection
from moisture is necessary during the preparation and
storage of most solid dispersions. Doherty and York51

studied the stability of furosemide-PVP solid dispersion
in the temperature range of 6 to 45 °C and 40% RH for up
to 1 year. They did not observe any crystallization of
furosemide and suggested that PVP may indeed act as a
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stabilizer in the solid dispersion by retarding crystallization
of drug at a relatively low humidity. Rapid crystallization
of furosemide in the solid dispersion was, however, evident
when the humidity was raised to 75% RH. Similar obser-
vations were also made by Guillaume et al.52 for an
oxodipine-PVP solid dispersion where no crystallization
of oxodipine was observed in 18 months when samples were
stored under 55% RH at various temperatures, but the
drug crystallized out at 80% RH. The stabilization of drugs
in amorphous forms in solid dispersions is an active area
of research in the pharmaceutical field. For an indometha-
cin-PVP solid dispersion system, Taylor and Zografi53

suggested that hydrogen bonding between the drug and
PVP might offer an explanation for the absence of drug
crystallization. Lu and Zografi54 recently demonstrated that
indomethacin forms a completely miscible amorphous
mixture with citric acid and PVP when the weight fraction
of PVP in the ternary mixture exceeds 0.3 weight fraction.
Thus, both the choice of carrier and the drug-to-carrier ratio
are important considerations in the stabilization of solid
dispersions.

Breakthroughs in Solid Dispersion Technology
Because of the various limitations just mentioned, it is

not surprising that the solid dispersion system, despite its
many potential advantages, has not been widely used in
pharmaceutical dosage forms. Under the present health
care economic climate, the goal of any drug development
program in the pharmaceutical industry is to rapidly
progress a new chemical entity from the discovery stage
to clinical testing to determine whether it is safe and
clinically effective. The limited supply of the bulk drug
substance at the early drug development phase and the
accelerated time line would not allow a formulator to
address most of the challenges (vide supra) of a solid
dispersion formulation. Most importantly, if a compound
proves promising in early clinical testing, the scale up of
complex manufacturing processes for the development of
marketable dosage forms cannot be ensured.

Two recent breakthroughs in the formulation of solid
dispersion systems involve (1) the development of technolo-
gies to fill solid dispersions directly into hard gelatin
capsules and (2) the availability of surface-active and self-
emulsifying carriers. As a result, there is renewed interest
in such systems for use in commercial development of drug
products.6,55

Direct Capsule-FillingsAlthough the filling of semi-
solid materials into hard gelatin capsules as melts, which
solidify at room temperature, was first described by Fran-
cois and Jones in 1978,56 it was not until much later that
the potential application of the technique for solid disper-
sions was fully realized. Chatham57 reported the possibility
of preparing PEG-based solid dispersions by filling drug-
PEG melts in hard gelatin capsules. By using PEG with
molecular weights ranging from 1000 to 8000, Serajuddin
et al.,58 however, demonstrated that a PEG by itself might
not be a suitable carrier for solid dispersion of poorly water-
soluble drugs intended for direct filling into hard gelatin
capsules. They dissolved a poorly water-soluble drug,
REV5901, in molten PEG 1000, PEG 1450, and PEG 8000
and filled the hot solutions into hard gelatin capsules such
that each size 0 capsule contained 100 mg of drug and 550
mg of PEG. At room temperature, solid plugs were formed
inside the capsules, where the drug remained molecularly
dispersed in the carriers. Although a sink condition existed
for the dissolution of 100 mg of the weakly basic REV5901
(pKa ∼ 3.6) in 900 mL of simulated gastric fluid (drug
solubility ) 0.7 mg/mL at 37 °C), the dissolution of drug
from all PEG-based solid dispersions was incomplete.

Because the water-soluble carrier dissolved more rapidly
than the drug, drug-rich layers were formed over the
surfaces of dissolving plugs, which prevented further
dissolution of drug from solid dispersions. The dissolution
was practically zero at pH > 2, where the solubility of drug
was low and a drug layer coated the surface of the solid
plug as soon as the capsule shell disintegrated. Corrigan59

also reported the possibility of such a retardation of drug
dissolution from solid dispersions.

Surface-Active CarrierssThe direct filling of melts
into hard gelatin capsules would not be a viable method
for the preparation of solid dispersions unless the formation
of drug-rich layers on the surfaces of dissolving plugs could
be prevented. Serajuddin et al.58,60 achieved a complete
dissolution of drug from solid dispersions by using surface-
active or self-emulsifying carriers. The vehicles acted as
dispersing or emulsifying agents for the liberated drug,
thus preventing the formation of any water-insoluble
surface layers. Although the liberated drug remained
undissolved in the dissolution medium when its concentra-
tion exceeded its saturation solubility, it was dispersed or
emulsified in a finely divided state because of surface
activity of the dissolved vehicle.58,60 The high surface area
of a drug produced in this way would facilitate its dissolu-
tion in the gastrointestinal fluid, especially in the presence
of bile salts, lecithin, and lipid digestion mixtures.61

The advantage of a surface-active carrier over a nonsur-
face-active one in the dissolution of drug from a capsule
formulation is shown schematically in Figure 2.6 The
physical state of drug in a solid dispersion must, however,
be carefully considered in evaluating the advantage of a
surface-active vehicle. As mentioned earlier, the drug can
be molecularly dispersed in the carrier to form a solid
solution or it can be dispersed as particles. It can also be
both partially dissolved and partially dispersed in the
carrier. The potential for the formation of a continuous
drug-rich surface layer is possibly greater if the drug is
molecularly dispersed, whereas the drug dispersed as
particulates may be more prone to dissociation from the
water-soluble matrix. It is, however, rare that the drug is
dispersed just as particulates and is not at least partially
dissolved in the vehicle. Therefore, a surface-active carrier
may be preferable in almost all cases for the solid disper-
sion of poorly water-soluble drugs.

The interest in surface-active and self-emulsifying car-
riers for solid dispersion of poorly water-soluble drugs
increased greatly in recent years.58,60,62-67 For ease of
manufacturing, the carriers must be amenable to liquid
filling into hard gelatin capsules as melts. The melting
temperatures of carriers should be such that the solutions
do not exceed ∼70 °C, which is the maximum acceptable
temperature for hard gelatin capsule shells.68 Some of the
manufacturing difficulties mentioned earlier may be en-

Figure 2sA schematic representation of the comparative dissolution of a
poorly water-soluble drug from surface-active versus nonsurface-active vehicles.
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countered if solid dispersion products using surface-active
carriers are prepared by methods other than direct filling
into hard gelatin capsules; for examples, the solvent
evaporation method,69 compaction into tablets from gran-
ules,37 etc.

One surface-active carrier that has commonly been used
in solid dispersion for the bioavailability enhancement of
drugs is Gelucire 44/14 (Gattefossé Corp., France).58,62-65,67

It is a mixture of glyceryl and PEG 1500 esters of long-
chain fatty acids and is official in the European Pharma-
copeia as lauryl macrogolglycerides; the suffixes 44 and 14
in its name refer, respectively, to its melting point and
hydrophilic-lipophilic balance (HLB) value. Another surface-
active carrier that generated certain interest in recent
years is Vitamin E TPGS NF (Eastman, Kingsport, TN),70

which is prepared by the esterification of the acid group of
d-R-tocopheryl acid succinate by PEG 1000. The material
has an HLB value of 13 and is miscible with water in all
parts. Its melting point is, however, relatively low (38 °C)
and it may require mixing with other carriers to increase
melting temperatures of formulations.

In search of alternative surface-active carriers, Serajud-
din and co-workers60,71 demonstrated that a commonly used
surfactant, polysorbate 80, could be used in solid disper-
sions by mixing it with solid PEG. Although polysorbate
80 is liquid at room temperature, it forms a solid matrix
when it is mixed with a PEG because it incorporates within
the amorphous regions of PEG solid structure. As high as
50% (w/w) polysorbate 80 could be incorporated in a PEG
with a lowering of <6 °C in its melting point. Even when
75% (w/w) polysorbate 80 was incorporated, PEG remained
semisolid, and the lowering of the melting temperature of
the PEG used was <12 °C.71 The crystalline structure of
solid PEG was minimally affected by polysorbate 80
because the two compounds have low miscibility in each
other. Other investigators also reported enhanced dissolu-
tion72 and bioavailability65 of drugs from PEG-polysorbate
carriers. Law et al.73 reported a >2-fold increase in the
dissolution rate of nifedipine from a PEG-based solid
dispersion after incorporation of 5% (w/w) phosphatidyl-
choline. Increased dissolution rate of drug from solid
dispersions in PEG containing varying amounts of ionic
and nonionic surfactants, including sodium dodecyl sulfate
and polysorbate 80, were also reported by Sjökvist et al.74

The authors, however, pulverized the waxy material in-
stead of filling them into hard gelatin capsules as melts.

Ease of ManufacturingsCadé and Madt75 and Shah
et al.76 reviewed various formulation and processing con-
siderations for liquid-filled hard gelatin capsules. Initial
formulation development studies can be conducted by
filling hot solutions or dispersions into hard gelatin capsule
shells manually by using pipets or by using laboratory scale
semiautomatic equipment.77 Equipment is also available
to scale up the manufacturing process and for large scale
manufacturing.78 As mentioned earlier, the temperature
of solutions during the filling of hard gelatin capsules
should not exceed 70 °C.68 Solutions can also be filled into
soft gelatin capsules for which the solution temperature
should remain <40 °C.79 Several hard gelatin80,81 and soft
gelatin82 capsule products prepared according to these
techniques have been marketed in recent years.

Bioavailability EnhancementsThe reports on the
bioavailability enhancement by solid dispersion in surface-
active carriers are promising. The human bioavailability
of the poorly soluble REV5901 from a solid dispersion in
Gelucire 44/14 under a fasting regimen was much higher
than that of a tablet formulation even though the micron-
ized form of drug and a wetting agent were used in the
tablet.83 The bioavailability of ubidecarenone in dogs from
solid dispersion in Gelucire 44/14 and the Gelucire 44/14-

lecithin mixture were, respectively, two and three times
higher than that of commercially available tablet.63 The
bioavailability of another poorly water-soluble drug,
RP69698, in dogs was 4.5 times higher (27.6% versus 6%)
from its solid dispersion in a PEG 3350-Labrasol-polysor-
bate 80 system than from an aqueous suspension in 0.5%
methylcellulose.65 Aungst et al.67 reported that the bio-
availability of an HIV protease inhibitor, DMP323, in dogs
from a PEG-based formulation decreased from 49.6 to 5.2%
when the dose was increased from 100 to 350 mg. No such
drastic decrease in bioavailability was observed in a
Gelucire 44/14-based formulation of DMP323; the bioavail-
ability values were 68.9 and 49.5% after doses of 85 and
350 mg, respectively. The bioavailability of ritonavir (Nor-
vir, Abbott), another poorly soluble HIV protease inhibitor
(solubility <1 µg/mL at pH >2), was enhanced by formula-
tion as a solid dispersion in a mixture of such surface-active
carriers as Gelucire 50/13, polysorbate 80 and polyoxyl 35
castor oil.84

Special Considerations for Surfactant-Based Solid
DispersionssSolid dispersion in surface-active carriers
may not be the answer to all bioavailability problems with
poorly water-soluble drugs. One of the limitations of
bioavailability enhancement by this method might be the
low solubility of drug in available carriers.64,85 The desired
doses of a drug cannot be solubilized and filled into hard
gelatin capsules if adequate solubility in a carrier cannot
be obtained. Dordunoo et al.64 reported that the particle
size of a drug in a solid dispersion remained unchanged if
it is just mixed with the carrier instead of dissolving in it.
On the other hand, if the drug is dissolved by heating in
excess of its solubility in the carrier under normal storage
condition, it may subsequently crystallize out from the solid
dispersion. Either situation would defeat the purpose of
bioavailability enhancement of poorly water-soluble drugs
by solid dispersion, as described in Figure 1.

The crystallization of ritonavir from the supersaturated
solution in a solid dispersion system was responsible for
the withdrawal of the ritonavir capsule (Norvir, Abbott)
from the market.86 The crystallization of drug adversely
influenced the dissolution of the ritonavir capsule, and the
product was switched to a thermodynamically stable solu-
tion formulation. Aungst et al.67 also stressed the impor-
tance of drug solubility in carriers in the development of
capsule formulations. They prepared high-dose formula-
tions of a water-insoluble HIV protease inhibitor by dis-
solving it in carriers at an elevated temperature only, and
the formulations were used for bioavailability testing in
dogs within 24 h of preparation when no crystallization
occurred. The authors cautioned that precipitation of drug
could occur upon storage at room temperature over a longer
period of time, and that lowering of drug concentration in
the carrier would be necessary to ensure long-term physical
stability of the formulation.

To ensure that a drug would not crystallize out of solid
dispersion at the desired storage temperature, it is impor-
tant to screen the drug solubility in different carriers at
such a temperature. However, no practical method for
determining or estimating drug solubility in a carrier at a
relatively low temperature, where the carrier exists in a
solid state, has been reported in the literature. The relative
solubility of a drug in different carriers may be determined
by equilibrating the drug at an elevated temperature where
all the carriers exist in a liquid state.67 If the solubility of
a drug in a carrier at an elevated temperature is much
higher than the concentration required for solid dispersion,
an accurate estimation of solubility at room temperature
might not be necessary and a reasonable assumption might
be made that the drug would not precipitate out. When a
better estimation of solubility is needed, one practical
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approach is the determination of solubility-temperature
relationship of drug in a chemically related carrier that
exists as liquid at a wider range of temperature. For
example, for the purpose of estimating the solubility of a
drug in a solid PEG at room temperature, the solubility
may be determined at an elevated temperature where the
PEG exists in a liquid state. Then the solubility of drug at
a lower temperature may be estimated from the solubility-
temperature relationship in a related vehicle, PEG 400,
which remains liquid at a wider range of temperature. This
method assumes, however, that similar temperature-
solubility relationships for the drug would exist in both
PEGs and that the relationship would not change when
one of them solidifies. The solubility may also be estimated
by microscopic examination of solid solutions with increas-
ing drug concentration for any possible crystallization of
drug, assuming that the drug does not exist as a separate
amorphous phase and the crystallization occurs in a
relatively short period of time. A similar microscopic
technique was use for determining the solubility of diaz-
epam in liquid crystalline phases of lecithin.87

Another possible limitation of the use of surface-active
carrier reported by Aungst et al.67 is that the bioavailability
of a drug may vary depending on the amount of carrier
administered along with it. This variation is because
different amounts of a surface-active carrier may have
different solubilization or dispersion effects on a drug in
the gastrointestinal fluid. Serajuddin et al.58,60 reported a
method whereby the rate and efficiency of dispersion of
drug in aqueous media from different formulations can be
studied.

In addition to the solubility, careful attention must be
given to the drug-to-carrier ratio in the successful develop-
ment of a formulation. When the solubility of a particular
drug is relatively low, a high drug-to-carrier ratio is
necessary to deliver it in a solubilized state, and, therefore,
the dose has to be low if it is desired that the total dose is
delivered as a single unit. As mentioned earlier, any
attempt to supersaturate the drug in solid dispersion to
reduce drug-to-carrier ratio may lead to stability problems
and, ultimately, to product failure.

Attention should also be given to optimization and
validation of the manufacturing process. It is not only that
the physicochemical properties of the drug is affected by
the cooling rate, the properties of carriers in a solid
dispersion might also be influenced by the solidification
rate of the product.88,89 The implication of this observation
on bioavailability and stability of drug product is not
known.

Future Prospects
Despite many advantages of solid dispersion, issues

related to preparation, reproducibility, formulation, scale
up, and stability limited its use in commercial dosage forms
for poorly water-soluble drugs. Successful development of
solid dispersion systems for preclinical, clinical, and com-
mercial use have been feasible in recent years due to the
availability of surface-active and self-emulsifying carriers
with relatively low melting points. The preparation of
dosage forms involves the dissolving of drugs in melted
carriers and the filling of the hot solutions into hard gelatin
capsules. Because of the simplicity of manufacturing and
scale up processes, the physicochemical properties and, as
a result, the bioavailability of solid dispersions are not
expected to change significantly during the scale up. For
this reason, the popularity of the solid dispersion system
to solve difficult bioavailability issues with respect to poorly
water-soluble drugs will grow rapidly. Because the dosage
form can be developed and prepared using small amounts

of drug substances in early stages of the drug development
process, the system might have an advantage over such
other commonly used bioavailability enhancement tech-
niques as micronization of drugs and soft gelatin encap-
sulation.

One major focus of future research will be the identifica-
tion of new surface-active and self-emulsifying carriers for
solid dispersions. Only a small number of such carriers are
currently available for oral use. Some carriers that are used
for topical application of drug only may be qualified for oral
use by conducting appropriate toxicological testing. One
limitation in the development of solid dispersion systems
may the inadequate drug solubility in carriers, so a wider
choice of carriers will increase the success of dosage form
development. Research should also be directed toward
identification of vehicles or excipients that would retard
or prevent crystallization of drugs from supersaturated
systems. Attention must also be given to any physiological
and pharmacological effects of carriers used. Many of the
surface-active and self-emulsifying carriers are lipidic in
nature, so potential roles of such carriers on drug absorp-
tion, especially on their inhibitory effects on CYP3-based
drug metabolism and p-glycoprotein-mediated drug efflux,
will require careful consideration.90

In addition to bioavailability enhancement, much recent
research on solid dispersion systems was directed toward
the development of extended-release dosage forms. Al-
though a review of literature on this aspect of solid
dispersion is outside the scope of the present article, it may
be pointed out that this area of research has been rein-
vigorated by the availability of surface-active and self-
emulsifying carriers and the development of new capsule-
filling processes. Because the formulation of solid dispersion
for bioavailability enhancement and extended release of
drugs may employ essentially similar processes, except for
the use of slower dissolving carriers for the later use,91 it
is expected that the research in these two areas will
progress simultaneously and be complementary to each
other.

Physical and chemical stability of both the drug and the
carrier in a solid dispersion are major developmental
issues, as exemplified by the recent withdrawal of ritonavir
capsules from the market,86 so future research needs to be
directed to address various stability issues. The semisolid
and waxy nature of solid dispersions poses unique stability
problems that might not be seen in other types of solid
dosage forms. Predictive methods will be necessary for the
investigation of any potential crystallization of drugs and
its impact on dissolution and bioavailability. Possible
drug-carrier interactions must also be investigated.

Although, as mentioned earlier, the direct filling of solid
dispersion into hard gelatin capsules is a relatively simple
process, there are very limited reports on the scale up of
the technology. Further studies on scale up and validation
of the process will be essential. Many problems and
challenges still remain with solid dispersion systems.
Nevertheless, as a result of recent breakthroughs, it will
continue to be one of the exciting frontiers of drug develop-
ment.
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Abstract 0 It has been shown in vivo and in vitro that P-glycoprotein
(P-gp) may be able to influence the permeability of its substrates across
biological membranes. However, the quantitative contribution of the
secretion process mediated by P-gp on the overall permeability of
membranes has not been determined yet. In particular, observations
need to be clarified in which substrates showing high affinity to
P-glycoprotein, e.g., verapamil, apparently do not seem to be greatly
influenced by P-gp in their permeability and consequently also with
respect to their extent of GI-absorption after oral administration,
whereas weaker substrates of P-gp, e.g., talinolol, have clearly shown
P-gp-related absorption phenomena such as nonlinear intestinal
permeability and bioavailability. Experiments with Caco-2 cell mono-
layers and mathematical simulations based on a mechanistic
permeation model should aid in clarifying the underlying mechanism
for these observations and quantifying the influence of passive
membrane permeability and affinity to P-gp to the overall transmem-
brane drug flux. In addition, the concentration range of drug at which
P-glycoprotein-mediated transport across the biological membrane is
relevant should be examined. The permeability of various drugs in
Caco-2 monolayers was determined experimentally and modeled using
a combination of passive absorptive membrane permeability and a
Michaelis−Menten-type transport process in the secretory direction.
The passive permeabilities were experimentally obtained for the apical
and basolateral membrane by efflux experiments using Caco-2
monolayers in the presence of a P-gp inhibitor. The Michaelis−Menten
parameters were determined by a newly developed radioligand-binding
assay for the quantification of drug affinity to P-gp. The model was
able to accurately simulate the permeability of P-glycoprotein
substrates, with differing passive membrane permeabilities and
P-glycoprotein affinities. Using the outlined approach, permeability vs
donor−concentration profiles were calculated, and the relative contribu-
tion of passive and active transport processes to the overall membrane
permeability was evaluated. A model is presented to quantitatively
describe and predict direction-dependent drug fluxes in Caco-2
monolayers by knowing the affinity of a compound to the exsorptive
transporter P-gp and its passive membrane permeability. It was shown
that a combination of high P-gp affinity with good passive membrane
permeability, e.g., in the case of verapamil, will readily compensate
for the P-gp-mediated reduction of intestinal permeability, resulting in
a narrow range in which the permeability depends on the apical drug
concentration. On the other hand, the permeability of compounds with
low passive membrane permeability (e.g., talinolol) might be affected
over a wide concentration range despite low affinity to P-gp.

Introduction
The presence of the exsorptive multidrug transporter

P-glycoprotein (P-gp) in the apical membrane of absorptive

cells throughout the gastrointestinal tract has been identi-
fied as a possible source of low or erratic absorption of drugs
after peroral dosing. Furthermore, the possibility for drug-
drug and drug-food interaction on this level has been
pointed out.1

It is known that P-gp is abundant in several tissues
under physiological conditions, especially in organs and
tissues physiologically involved with excretion or distribu-
tion to specific organs, e.g., the liver, kidneys, and the
blood-brain barrier.2 In human tissues P-gp has been
shown to be mainly expressed in two isotypes, MDR-1 and
MDR-3, with distinct differences in substrate specificity.3
MDR-3 is likely to be involved in the biliary excretion of
phosphatidylcholine,4 whereas the MDR-1 isoform is ex-
pressed in the human gastrointestinal tract and is respon-
sible for interference with the intestinal absorption of a
number of drugs.5

Recently, a model has been introduced to quantitate the
affinity of compounds to human P-gp, based on the radio-
ligand displacement principle.6,7 Several drugs have been
classified by this technique with respect to their affinity
toward this secretory carrier. Nevertheless, until today, the
relevance of the P-gp affinity for the overall transport rate
of a P-gp substrate across a biological membrane remains
unresolved.

For example, some authors have concluded from a small
secretory P-gp-mediated drug efflux, that the respective
compound may be a “noncompetitive” inhibitor or an
“inhibitor but not a substrate” to P-gp, neglecting, however,
the possibility that the P-gp-mediated, saturable secretory
transport could be minimized due to high drug concentra-
tions and/or high passive membrane permeability.8

Based on the information available today on P-gp-
mediated drug secretion, a transport model can be con-
structed, which contains the relevant parameters control-
ling drug flux of P-gp substrates across biological membranes
expressing the glycoprotein. The use of such a model should
enable us to elucidate the quantitative contribution of the
P-gp-mediated secretion to the overall membrane perme-
ability of a P-gp substrate.

A scheme of the transport model is shown in Figure 1.
As parameters, the model contains the affinity of a
compound to P-gp and its passive permeability across the
cell membrane. As a model membrane the human colonic
carcinoma cell line (Caco-2) overexpressing P-glycoprotein
was used. A general outline which describes the experi-
mental approach applied for obtaining data for passive drug
permeability (by efflux experiments for each compound) and
for the affinity to P-gp (by a radioligand-binding assay
(RBA)6,7) is outlined in Figure 2. In a first step, the passive
permeation of the apical and basolateral membranes
comprising the Caco-2 monolayer was determined, and the
permeability was simulated for compounds exhibiting no
affinity to P-gp and for P-gp substrates under permeation
conditions, where the P-gp “pump” was inhibited by vera-
pamil. In a second step, the model was extended to include
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a saturable, carrier-mediated flux from the intracellular
compartment to the apical compartment using affinity data
obtained from RBA and estimates of Vmax obtained from
the carrier density and substrate turnover rates. These
results were then correlated to data from transport experi-
ments in order to investigate the predictive performance
of the model.

Materials and Methods
Cell CulturesDulbecco’s Modified Eagle Medium, fetal calf

serum (FCS), L-glutamine 200 mM, penicillin/streptomycin (10000
U/mL, 10 mg/mL), trypsin/EDTA, MEM nonessential amino acids

(NEAA), Hanks’s Balanced Salt Solution (HBSS), and phosphate-
buffered saline (PBS) were from Life Technologies, Paisley, UK.
Transwell cell culture inserts used for transport experiments (24
mm, 0.4 µm pore size, polycarbonate membrane) and all other cell
culture materials were from Costar, Cambridge, MA. The Caco-2
cells obtained from the American Type Culture Collection (ATCC),
Rockville, MD (starting with passage 74), were grown in the
presence of 10 nM vinblastine sulfate for induction of P-gp
expression. This vinblastine-adapted cell line has been character-
ized previously with respect to the extent and specificity of P-gp
overexpression as well as to growth characteristics of monolayers.6
For conducting the transport experiments, 90-95% confluent
monolayers of vinblastine-induced Caco-2 cells were trypsinized
and seeded into Transwell (24 mm, 0.4 µm pore size, polycarbonate
membrane) (Costar, Cambridge, UK) cell culture inserts (300000
cells/well) and cultured for 14-17 days. Vinblastine-free medium
was provided to the cells 8-16 h before performing binding or
transport studies.

Compoundss[3H]Atenolol, [3H]metoprolol, pafenolol, and me-
toprolol were from Astra Hässle, Mölndal, Sweden. [3H]Verapamil
(25 µCi, 84 Ci/mmol) was purchased from New England Nuclear
(Boston, MA), and [3H]vinblastine (50 µCi, 16 Ci/mmol) and [3H]-
vincristine (50 µCi, 8 Ci/mmol) were from Amersham (Bucking-
hamshire, UK). Talinolol was a kind gift from Arzneimittelwerk
Dresden (Radebeul, Germany). 2-(Morpholino)ethanesulfonic acid
(MES) was from Fluka (Gothenburg, Sweden). All other com-
pounds and reagents used were from Sigma (Malmö, Sweden) or
BDH (Poole, UK).

Radioligand Binding AssaysThe MultiScreen 96-well plate
assay system was from Millipore (Eschborn, Germany), Multi-
Screen 96-well plates with Durapore membrane of 0.22 µm pore
size were provided by Millipore (Malmö, Sweden). Liquid scintil-
lation counting was performed by a WinSpectral 1414 counter from
Wallac (Turku, Finland), using scintillation fluid Optiphase “High-
safe” 3 from Wallac (Loughborough, UK).

Transport and Efflux ExperimentssAn Electrical Voltage-
Ohm-Meter (EVOM) equipped with “chopstick” electrodes (World
Precision Instruments, Sarasota, FL) was used for monitoring
transepithelial resistance of Caco-2 monolayers growing in Tran-
swell inserts.

HPLC AnalysissThe liquid chromatographic system consisted
of a Pharmacia LKB 2150 pump (Uppsala, Sweden), a Perkin-
Elmer ISS-100 autoinjector (Allerød, Denmark), a 206 PHD UV-
absorbance detector from Linear (Reno, NV), or a Shimadzu RF
350 fluorescence monitor (Kyoto, Japan). Solvents used were of
analytical grade and purchased from Skandinaviska Gentech
(Kungsbacka, Sweden).

Determination of Affinity to P-gp by Radioligand-Bind-
ing AssaysThe affinity of the test compounds to P-gp was
investigated using a specific and sensitive radioligand binding
assay described previously.7 The displacement of the radioligand
[3H]verapamil from the P-gp-preparation by increasing concentra-
tions of the nonlabeled compound of interest was determined. In
short, porated cells of the P-gp-overexpressing Caco-2 cell line were
incubated in duplicate with 16 different concentrations of each
competitor at 37 °C in HBSS buffered with 10 mM MES at pH
7.0 for 30 min in the presence of ATP. Furthermore an ATP-
regenerating system consisting of magnesium chloride (10 mM),
creatine phosphate (10 mM), and creatine kinase (100 µg/mL) (19
mM) was present in the incubation mixture. The incubation was
stopped by removing the liquid, and the filter membranes were
washed twice with 100 µL of ice-cold HBSS buffered with 10 mM
MES pH 7.0. The filter membranes were incubated with scintil-
lation fluid for 12-16 h, and total radioactivity was determined
by liquid scintillation counting.

Transport Experiments in Caco-2 Cell Monolayerss
Transport experiments were performed with vinblastine at donor
concentrations of 0.1, 1, 10, and 100 µM, with talinolol at 500 µM,
and with quinidine at 0.25, 2.5, 25, and 250 µM. Furthermore
transport experiments were carried out on atenolol (100 µM),
metoprolol (100 µM), pafenolol (1000 µM), vincristine (0.1 µM),
and verapamil (0.001 µM). Furthermore, for vinblastine (0.1 µM),
vincristine (0.2 µM), talinolol (250 µM), and quinidine (25 µM),
transport experiments in the presence of 0.5 mM verapamil were
conducted for validation of the passive flux model under exclusion
of P-gp-mediated transport. Transepithelial resistance of the
vinblastine-induced Caco-2 monolayers (typically around 2500 Ω‚

Figure 1sOutline of experimental and modeling approach depicting the
compartments as well as passive fluxes and active, P-gp-mediated secretion
between the three compartments.

Figure 2sScheme of experimental approaches used to obtain passive
apparent permeablities of apical and basolateral membranes in Caco-2
monolayers by efflux studies as well as affinity to P-gp by radioligand-binding
assay.
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cm2, for details see ref 6) was monitored prior to and after each
transport experiment for verification of the integrity of the cell
layer.

Transport experiments were conducted in HBSS buffered with
10 mM MES to pH 6.5 at 37 °C in correspondence to the
experimental conditions of the radioligand-binding experiments.
Each compound was added to the apical (A) or basolateral (B)
compartment, and samples were taken from the corresponding
acceptor compartment at predefined times. For vinblastine and
vincristine, samples were taken every 30 min for 2.5 h from the
acceptor compartments, for talinolol, metoprolol, atenolol, and
pafenolol every 15 min for 1 h, and for verapamil and quinidine,
samples were taken every 10 min for 1 h. To quantitate the flux
across the monolayer, [3H]vinblastine, [3H]vincristine, [3H]meto-
prolol, [3H]verapamil, and [3H]atenolol were determined by liquid
scintillation counting, and talinolol, pafenolol, and quinidine were
analyzed using HPLC methods.

Efflux ExperimentssThe apparent permeabilities of the
apical and basolateral membranes of the vinblastine-induced
Caco-2 cells were determined in monolayers grown on Transwell
filters. The monolayers were loaded (30 min, 37 °C) with a solution
of the drug at a concentration of interest in HBSS buffered with
10 mM MES, in the presence of 0.5 mM verapamil, for competitive
inhibition of P-gp. When verapamil was studied, 0.5 mM of
rhodamine 123 (Molecular Probes, Leiden, Netherlands) was used
for competitive inhibition. The monolayers were washed gently
with drug-free, ice-cold buffer of the same composition as used for
loading of the cells. Efflux over the apical and basolateral
membrane was started by placing the drug-loaded monolayer into
a fresh six-well plate containing drug-free, prewarmed (37 °C)
loading buffer (including verapamil or rhodamine 123) and adding
the same buffer to the apical chamber of the Transwell. Samples
were taken from the apical and basolateral compartments at 10,
20, and 30 min except for verapamil where samples were taken
at 5.0, 7.5, 10.0, 12.5, and 15.0 min.

HPLC MethodssValidation and quality assurance was per-
formed according to international recommendations.9

Talinolol and quinidine were determined as described previ-
ously.6 Talinolol was analyzed using a chiral stationary phase
(LiChrospher 100 Chiraspher NT, 250 × 4 mm i.d., Merck,
Darmstadt, Germany) with ethanol:triethylamine (1000:0.5 [v:v])
and UV-absorbance detection at 245 nm after liquid-liquid
extraction into dichlormethane:2-propanol (95:5 [v:v]) and recon-
stitution with methanol (internal standard pindolol). The method
for the quantification of quinidine employed a LiChrospher RP-
18 (Merck, Darmstadt, Germany) HPLC analytical column, 150
× 4.6 mm i.d., using methanol:acetonitrile:sulfuric acid (350:100:
450 [v:v:v]), containing 10 mM octanesulfonic acid as the mobile
phase and fluorescence detection at an excitation wavelength of
350 nm and an emission wavelength of 450 nm.

For the quantification of pafenolol, samples were analyzed by
reversed phase HPLC using a LiChrospher RP-18 (Merck, Darm-
stadt, Germany) stationary phase (150 × 4.6 mm i.d.) and
acetonitrile:0.02 M sodium dihydrogen phosphate pH 4.5:triethy-
lamine (400:2000:1.5) as the mobile phase. UV-absorbance at 227
nm was monitored for detection. Pafenolol was determined with
a precision and accuracy of 4.1 to 13.4% and -8.2 to 5.4% in the
concentration range from 10 to 1000 ng/mL. For details on the
analytical validation, see ref 6.

For talinolol, the precision and accuracy in the concentration
range of 2.5 to 500 ng/mL per enantiomer was 3.5 to 12.7% and
1.2 to 15.4% (n ) 6 for each concentration). The analytical method
for the determination of quinidine exhibited in the concentration
range from 1 to 1000 ng/mL a precision and accuracy of 1.9 to
9.0% and -4.9 to 5.6%.

Data AnalysissA. Radioligand Binding Assay for P-gpsA two-
affinity model was fitted to the data obtained from competition
experiments as described previosly.6 SigmaPlot 2.01 (SPSS Science
Software, Erkrath, Germany) was used for all nonlinear regression
analysis.

B. Transport ExperimentssThe effective permeability (Peff) was
determined from the transport data according to

where dC/dt is the flux across the monolayer, V is the volume of
the acceptor chamber (3.0 mL for experiments in the apical to

basolateral direction and 1.5 mL for experiments in the reverse
direction), A is the apparent surface area of the monolayer used
for the transport experiments (4.71 cm2), and CD represents the
donor concentration of the respective drug. The flux across the
monolayer was calculated as the slope of the amount transported
vs time.

C. Efflux ExperimentssThe relationships between the drug
efflux and time were adequately described by a monoexponential
decay function.10,11 The apparent permeability, Peff, of the cell
membrane was calculated from initial drug flux versus time into
the respective compartment and the concentration used for loading
of the cell monolayer.10,11

Modeling of Transport Experiments Using Efflux Per-
meabilities and Data from Radioligand Binding AssaysA.
Passive Permeability without P-gp ActivitysFor modeling trans-
port experiments of compounds lacking affinity to P-gp (e.g.,
atenolol), and transport with inhibition of P-gp, the passive drug
fluxes for all three compartments depicted in Figure 1 were
calculated according to

where Peff,apical/basolateral was the apparent permeability of the apical
or basolateral membrane, as determined from efflux experiments,
A is the apparent surface area of the monolayer (4.71 cm2), and
Ccompartment is the concentration of the analyte in the respective
compartment, calculated from the amout of drug in the compart-
ment, the compartmental volume (1.5/3.0 cm3 for the apical/
basolateral compartment and 0.0247 cm3 for the intracellular
compartment of a Caco-2 cell monolayer with an area of 4.71 cm2.
The mean cell number of a monolayer amounted to 2.1 × 105 cells
per cm2 and was determined following trypsinization of monolayers
grown in Transwells. The cell volume of 25 pL per Caco-2 cell was
calculated on the geometrical dimensions of an ashlar with a basal
square area of 4.8 × 10-6 cm2 and a height of of 30 µm). The time
interval used for numerical integration was 2-6 s. The concentra-
tion in the acceptor compartment was predicted for the various
sampling times, and the apparent permeability of the substrate
across the Caco-2 monolayer was calculated.

B. Transport Experiments Including Secretion by P-gpsFor the
transport experiments performed in the presence of functional
P-gp, the carrier-mediated secretion of the drug from the cellular
compartment was calculated according to

where the maximum capacity of the P-gp pump, Amax [mol/s], is
calculated from

NP-gp is the number of P-gp molecules per cell, as determined
by RBA-saturation experiments in P-gp-overexpressing Caco-2
cells as 800000 binding sites per cell,6 and A is the average ATP-
turn over per second (25 s-1).12 Fh is the fraction of high-affinity
binding sites for the respective compound, Ki1 and Ki2 are the
respective equilibrium dissociation constants (“affinity constants”)
to P-gp, both determined from competition experiments by radio-
ligand-binding assay, CC is the intracellular concentration of the
drug, and t is the interval of numerical integration (2-6 s). All
simulations were performed using S-PLUS 3.3 (MathSoft, Seattle,
WA).

Results
Permeability across Caco-2 MonolayersA. Passive

Permeation without Involvement of P-gpsIn this first step,
the diffusional transport, i.e., transport for nonsubstrates
of P-gp or for P-gp substrates in the presence of 0.5 mM
verapamil, was determined from the permeability of the
apical and basolateral membranes in efflux experiments.
The fluxes across the membranes were calculated from the
passive permeabilities of the single membranes given in
Table 1.

Peff ) dC/dtV
ACD

(1)

dM
dt

) Peff,apical/basolateralACcompartment (2)

carrier-mediated flux ) Amax((1 - Fh)CC
Ki1

+ CC
+

FhCC
Ki2

+ CC)t

(3)

Amax ) NP-gpA (4)
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The obtained apparent permeability coefficients were
compared with those experimentally determined in trans-
port experiments with Caco-2 monolayers. The results
reveal a good correlation between experimental and pre-
dicted data, as shown in Figure 3. Thus the passive-flux
model was considered an adequate basis for advancing to
the next step, the carrier-mediated secretion.

B. Transport Experiments with Functional P-gp in
Caco-2 MonolayerssSecretory flux mediated by P-gp was
introduced into the permeability model by adding a two-
affinity, Michaelis-Menten-type transport process. The
values of the affinity constants and the relative proportions
of high and low affinity binding sites determined from the
radioligand-binding assay are listed in Table 1. The effect
of the intracellular drug concentration on the flux mediated
by the P-gp pump is shown for verapamil, vinblastine,
quinidine, and talinolol in Figure 8. According to these
results, the “working range” of P-gp, compared to a clas-
sical, single-affinity Michaelis-Menten process is greatly
enhanced by the two-affinity mechanism.

The predictive model turned out to satisfactorily describe
the permeability of the monolayer for a number of different
solutes and permeation conditions, such as various con-
centrations and permeation directions.

Figures 4 and 5 show the correlations between the
observed and predicted results in transport experiments
on vinblastine and quinidine. The experiments were per-

formed at four different concentrations covering a 1000-
fold difference for both, apical to basolateral and the reverse
direction across the P-gp overexpressing Caco-2 monolay-
ers.

Similar results were obtained for various other lipophilic
and hydrophilic compounds including examples with both
high and low affinity to P-gp, Figure 6.

Dependence of Epithelial Permeability on Apical
Drug ConcentrationsThe results of simulations of the
transport in the absorptive direction (A-B) in Caco-2
monolayers for four P-gp substrates with varying passive
permeabilities and affinities to P-gp at different donor
concentrations are given in Figure 7. The dashed line
represents the permeability coefficient determined in the
absence of P-gp-mediated secretion, in accordance with the
fact, that for a diffusive transport process, the permeability
is independent of the concentration of the permeating
species.

Table 1sParameters Used for Predicting the Permeability in Caco-2
Monolayers of the Respective Compound. Passive Permeability (Papical
and Pbasolateral) of the Apical and Basolateral Membrane of Caco-2
Monolayers as Determined by Efflux Experiments with Inhibition of
P-gp, As Well As Affinity Constants (Ki) to P-gp and Fraction of High
Affinity Binding Sites (fH), As Determined by Radioligand Binding
Assay

passive permeability affinity data

compound
Papical ×

106[cm/s]
Pbasolateral ×
106 [cm/s]

Ki1
[µM]

Ki2
[µM] fH

atenolol 0.57 0.69 − − −
talinolol 1.3 3.6 72 1570 0.20
metoprolol 43 45 200 1750 0.46
pafenolol 0.70 1.3 5.5 3200 0.20
quinidine 75 96 2.6 225 0.21
verapamil 519 330 0.30 3.6 0.42
vinblastine 18 33 0.15 107 0.34
vincristine 0.33 0.29 0.50 150 0.20

Figure 3sCorrelation of experimentally obtained and predicted permeabilities
in Caco-2 monolayers for nonsubstrate (atenolol, CD ) 100 µM) and different
P-gp substrates under inhibition of P-gp (vinblastine, CD ) 0.1 µM, vincristine,
CD ) 0.2 µM, talinolol, CD ) 250 µM, quinidine, CD ) 25 µM) to evaluate
the validity of the passive-flux model used. The hatched line represents the
line of identity.

Figure 4sCorrelation of experimentally obtained and predicted permeabilities
in Caco-2 monolayers for vinblastine in A−B (9) and B−A (2) direction.

Figure 5sCorrelation of experimentally obtained and predicted permeabilities
in Caco-2 monolayers for quinidine in A−B (9) and B−A (2) direction.

Figure 6sCorrelation of experimentally obtained and predicted permeabilities
in Caco-2 monolayers for verapamil, vincristine, metoprolol, talinolol, and
pafenolol.
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Depending on the drug’s affinity to P-gp and its passive
membrane permeability, different permeability versus
initial donor concentration profiles can be observed:

VerapamilsThis drug exhibits very high passive perme-
ability of the cell membrane and high affinity to P-gp (Table
1). This results in a pseudolinear concentration-indepen-
dent permeability of the Caco-2 cell monolayer. Only at
very low donor concentrations, the effect of P-gp is visible,
resulting in a systematic trend toward lower permeability
values.

Vinblastine and QuinidinesBoth compounds are char-
acterized by moderate-to-high passive permeability and
moderate-to-high affinity to P-gp, resulting in a strong
influence of P-gp on the permeability in the medium and
low drug concentration range. For vinblastine this resulted
in permeability values comparable to the paracellular flux
of small molecules, e.g., mannitol, in Caco-2 monolayers.

TalinololsThis compound possesses moderate-to-low
passive permeability and moderate-to-low affinity to P-gp.
This results in a clearly visible dependence of Peff on the
apical drug concentration over a wide concentration range.
Accordingly, the permeability approached that of paracel-
lular flux in the lower concentration range.

Discussion

The results presented here were obtained using the same
P-gp-overexpressing cell line for the transport experiments
that has also been used for the binding studies. This cell
line has been demonstrated to selectively overexpress P-gp
and to exhibit expression of other cation transport systems
only to a negligible extent. The permeabilites of various
P-gp substrates determined in this system were accurately
predicted by a model employing the passive drug flux
across the apical and basolateral membranes and the P-gp-
mediated flux. In the case of vinblastine an overestimation
of the influence of P-gp by the model, especially in the low
permeability range was obvious. The reason for this might
be that only a part of the total P-gp identified in the binding
assay is functional, and, e.g., intracellular P-gp may well
contribute to substrate binding but not to its transport.13

Another explanation could be that the model described here
does not include paracellular permeation, which might
become relevant at the very low permeability range.

The apparent permeability vs donor concentration pro-
files presented here allow an assessment of the possible
compromising influence of P-glycoprotein on the membrane
permeability of a drug. The four compounds for which the
transport model was applied, verapamil, quinidine, vin-
blastine, and talinolol, show distinct differences in the
quantitative contribution of P-gp-related secretion to the
overall membrane permeability. For example, it can be
stated that the membrane permeability of verapamil is
hardly affected despite the high affinity of verapamil to
P-gp. On the other hand, talinolol exhibits a strong
influence of P-gp-mediated transport on the permeability
over a wide concentration range, despite the fact that it
has much lower affinity to P-gp than verapamil.

It can be concluded from the present findings that the
passive permeability of a compound in the absence of P-gp-
mediated transport equals the maximum possible perme-
ability. Affinity to P-gp determines the shape and concen-
tration range of the observed negative deviation from this

Figure 7sSimulated (0) and experimentally determined (9) effective permeabilities in Caco-2 monolayers (A−B direction) of verapamil (A), quinidine (B), vinblastine
(C), and talinolol (D) at different donor concentrations, as well as passive permeability in absence of P-gp (----). The line is drawn according to the Michaelis−
Menten equation.

Figure 8sSecretory capacity of P-gp for verapamil (-‚‚-), vinblastine (s),
quinidine (----) and talinolol (-‚-‚). Percentage of maximum secretion rate as
a function of the respective substrate concentration.
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maximum permeability. In addition, this is governed by
the intracellular concentration of the compound, being a
function of its diffusive permeability of the apical and
basolateral membrane.

Assuming 0.25 to 0.5 L of liquid available within the GI
tract for dissolution of a perorally administered drug and
the dose, an estimate of the local concentration range of a
drug in the intestine can be guessed in order to apply the
in vitro data to the in vivo situation. For talinolol, nonlin-
earity in absorption was detected following peroral dosing
of four different doses spread over a 16-fold range (25-
400 mg of the racemate) in humans.14 Due to the absence
of metabolic degradation, this effect was attributed to
saturable intestinal secretion, most probably P-gp. These
observations are well in accordance with the results
presented here, thus demonstrating the in vivo relevance
of this simulation approach. Furthermore, for verapamil,
almost complete absorption has been found following p.o.
administration of different therapeutic doses.15,16 This is
also in accordance with the predictions of the model
presented here. For vinblastine, the bioavailability after
peroral administration is negligible at therapeutic doses
of 3.5 mg/m2 body surface in adults, a fact that can also be
derived from the Peff vs donor concentration plots provided
here.

The findings in this communication can thus be taken
as an extension of the hypothesis by Hunter and Hirst17

with respect to the influence of ATP-dependent efflux on
the permeability of physiological barriers. The new findings
reveal that relevant deviations from the maximum perme-
ability by simple diffusion requires both affinity to P-
glycoprotein as well as appropriate physicochemical prop-
erties of the permeating species to reach intracellular drug
concentrations in the “working range” of the secretory
carrier. Thus the approach chosen here reveals that affinity
to P-gp may not necessarily compromise the absorption of
a compound, even for a high affinity ligand, as, e.g., shown
for verapamil.

In conclusion, high permeability drugs have a much
decreased chance that their intestinal permeability is
limited by P-glycoprotein activity, whereas low perme-
ability drugs, irrespective of their affinity to P-gp, have a
much greater chance of undergoing permability restriction
mediated by P-gp at therapeutically applied peroral doses.
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7. Döppenschmitt, S.; Spahn-Langguth, H.; Regårdh, C. G.;
Langguth, P. Radioligand-Binding Assay Employing P-
Glycoprotein-Overexpressing Cells: Testing Drug Affinities
to the Secretory Intestinal Multidrug Transporter. Pharm.
Res. 1998, 15, 1001-1006.

8. Ayesh S.; Shao, Y.-M.; Stein, W. D. Cooperative, competitive
and noncompetitive interactions between modulators of
P-glycoprotein. Biochim. Biophys. Acta 1996, 1316, 8-18.

9. Shah, V. P.; Midha, K. K.; Dighe, S.; McGilveray, I. J.; Skelly
J. P.; Jacobi, A.; Layloff, T.; Viswanathan, C. T.; Cook C. E.;
McDowall, R. D.; Pittmann, R. A.; Spector, S. Bioanalytical
method validation. J. Pharm. Sci. 1992, 81, 309-314.

10. Jacquez, J. A. Application of Tracers to the Study of
Membrane Transport Processes. In Physiology of membrane
disorders; Andreoli, T. E., Hoffmann J. F., Fanestil, D. D.,
Schultz, S. G., Eds.; Plenum: New York, 1986; pp 133-150.

11. Riggs, D. S. Transfer of Substances between Biological
Compartments. Simple Diffusion. In The Mathematical Ap-
proach to Physiological Problems; MIT Press: Cambridge,
UK, 1963; pp. 169-192.

12. Stein W. D. Kinetics of the multidrug transporter (P-
glycoprotein) and its reversal. Physiol. Rev. 1997, 77, 545-
590.

13. Kim, H.; Barroso, M.; Samanta, R.; Greenberger, L.; Sztul,
E. Experimentally induced changes in the endocytic traffic
of P-glycoprotein alter drug resistance of cancer cells. Am.
J. Physiol. 1997, 63, C687-C702.

14. Wetterich U.; Spahn-Langguth H.; Mutschler E.; Terhaag
B.; Rösch W.; Langguth P. Evidence for Intestinal Secretion
as an Additional Clearance Pathway of Talinolol Enanti-
omers: Concentration- and Dose-dependent Absorption in
Vitro and in Vivo. Pharm. Res. 1996, 13, 514-522.

15. Eichelbaum M.; Echizen H. Clinical Pharmacology of Calcium
Antagonists: A Critical Review. J. Cardiovasc. Pharmacol.
1984, 6 (Suppl 7), S963-S967.

16. Hoffmann D. J.; Seifert T.; Borre A.; Nellans H. N. Method
to estimate the rate and extent of intestinal absorption in
conscious rats using an absorption probe and portal blood
sampling. Pharm. Res. 1995, 12, 889-894.

17. Hunter J.; Hirst, B. H. Intestinal secretion of drugs. The role
of P-glycoprotein and related drug efflux systems in limiting
oral drug absorption. Adv. Drug Deliv. Rev. 1997, 25, 129-
157.

Acknowledgments
Financial support by Dr. Robert Pfleger-Shiftung, Bamberg, and

the Fonds der Chemischen Industrie, Frankfurt (to. H.S.-L. and
P.L.), is gratefully acknowledged.

JS980378J

1072 / Journal of Pharmaceutical Sciences
Vol. 88, No. 10, October 1999



Chemical Stability of Peptides in Polymers. 1. Effect of Water on
Peptide Deamidation in Poly(vinyl alcohol) and Poly(vinyl pyrrolidone)
Matrixes

MEI C. LAI,† MICHAEL J. HAGEMAN,†,‡ RICHARD L. SCHOWEN,† RONALD T. BORCHARDT,† AND
ELIZABETH M. TOPP*,†

Contribution from Department of Pharmaceutical Chemistry, The University of Kansas, Lawrence, Kansas 66047, and
Pharmaceutical Development I, Pharmacia & Upjohn, Inc., Kalamazoo, Michigan 49001.

Received May 27, 1998. Final revised manuscript received July 21, 1999.
Accepted for publication July 21, 1999.

Abstract 0 This paper examines the effect of water content, water
activity, and glass transition temperature (Tg) on the deamidation of
an asparagine-containing hexapeptide (VYPNGA; Asn-hexapeptide)
in lyophilized poly(vinyl alcohol) (PVA) and poly(vinyl pyrrolidone) (PVP)
at 50 °C. The rate of Asn-hexapeptide deamidation increases with
increasing water content or water activity and, hence, decreasing Tg.
The rate of deamidation is more sensitive to changes in these
parameters in PVA than in PVP. Deamidation is clearly evident in the
glassy state in both formulations. In the glassy state, the peptide is
more stable in PVA than in PVP formulations but is less stable in the
rubbery state. No single variable (water content, water activity, or Tg)
could account for the variation in deamidation rates in PVA and PVP
formulations. Deamidation rates were correlated with the degree of
plasticization by water (distance of Tg from the dry intrinsic glass
transition temperature); coincident curves for the two polymers were
obtained with this correlation. Deamidation in PVA and PVP was
closely correlated with the extent of water-induced plasticization
experienced by the formulation relative to its glass transition at 50
°C, suggesting that the physical state of formulations could be used
to predict chemical stability.

Introduction
Many proteins are formulated with polymers to protect

against degradation during storage and/or processing or
to provide a matrix for controlled release. Moisture content,
polymer composition, and temperature can affect the
stability of solid protein formulations by influencing the
rates of chemical degradation reactions, such as asparagine
deamidation.1-4 Hydration of these solid formulations can
easily occur during processing, storage, or after in vivo
implantation. However, although the importance of poly-
mer selection and moisture content is recognized, a com-
plete mechanistic understanding of their effects on the
chemical stability of proteins has not been developed. This
manuscript addresses this mechanistic issue by examining
the deamidation of a model hexapeptide (Val-Tyr-Pro-Asn-
Gly-Ala, Asn-hexapeptide) in lyophilized poly(vinyl alcohol)
(PVA) and poly(vinylpyrrolidone) (PVP) matrixes at various
hydration levels at a constant temperature of 50 °C.

Water can affect the chemical stability of solid protein
formulations in at least three ways: (1) as a solvent, (2)
as a reactant in a reaction such as hydrolysis, and/or (3)

as a plasticizer.1,5 Water as a plasticizer of amorphous
solids induces a physical transition from a brittle, dynami-
cally constrained glassy state to a more mobile, less viscous,
rubbery state at some temperature Tg, the glass transition
temperature.1 Because many reactions require sufficient
mobility of the reactants to proceed, an increase in mobility
with water content could promote chemical reactivity.1,6,7

The decrease in Tg with increasing water content is often
cited as an important factor in protein degradation in
solids.1,2,4,8 The effect of water as a plasticizer may be
qualitatively described by changes in Tg produced by a
given amount of water. The effect of water as a solvent or
reactant should be related to its concentration (water
content) or chemical potential (water activity). We report
here the effects of water on the stability of the Asn-
hexapeptide in solid formulations as a function of water
content, water activity, and Tg.

Deamidation at asparagine residues is one of the most
prevalent chemical instabilities in proteins and peptides.
The Asn-hexapeptide was selected as a model compound
because its deamidation kinetics and mechanisms have
been well characterized in solution.9,10 This degree of
mechanistic understanding makes the Asn-hexapeptide
ideally suited for a study of the effect of water on reaction
kinetics and mechanisms in solid polymer matrixes. PVP
and PVA were selected as model polymers because they
are commonly used pharmaceutical excipients with a
simple chemical structure. Both polymers are linear,
amorphous, polar, and hydrophilic (Scheme 1). Each con-
sists of a vinyl backbone with pendant functional group
(N-pyrrolidone for PVP and hydroxyl for PVA) at a 1,3-
separation.

This paper examines the effect of water on Asn-hexapep-
tide deamidation in PVA and PVP at 50 °C. The relation-
ships between water content, water activity, and Tg in these
two polymer formulations will first be determined to
characterize the effect of water on these polymer matrixes.
Then the relationship between deamidation rates and
residual moisture will be explored by correlating deami-
dation rates with formulation water content, water activity,
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Scheme 1sStructures of poly(vinyl alcohol) (PVA) and poly(vinyl pyrroli-
done) (PVP).
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and Tg. The impact of polymer composition on chemical
stability is addressed by comparing these correlations in
PVA and in PVP.

Experimental Section
MaterialssL-Val-L-Tyr-L-Pro-L-Asn-Gly-L-Ala (Asn-hexapep-

tide) was synthesized by Dr. Madhup Dhaon (Abbott Laboratories,
North Chicago, IL). The buffers and salts used in this study,
together with organic solvents used in the HPLC mobile phase,
were purchased from Mallinckrodt Chemical, Inc. (Paris, Ken-
tucky). The two types of PVA, under the trade names of Airvol
103 and 125 [average MW 20 000 and 125 000], were obtained from
Air Products and Chemicals, Inc. (Lehigh Valley, PA). The two
types of PVP, under the trade names of Kollidon K12 and K17
[MW 4000 and 10 000], were obtained from BASF Corporation
(Parsippany, NJ). Trifluoroacetic acid (TFA) was obtained from
Pierce (Rockford, IL). Deionized and distilled water was used
throughout.

Preparation of PVA and PVP FormulationssPrior to use
in formulations, the polymers were dissolved in water and
dialyzed. Spectra/Pro molecular weight cutoff (MWCO) cellulose
membranes from Spectrum Medical Industries (Houston, TX) were
used to remove low molecular weight impurities. Membranes of
MWCO 1000 and 3500 were used for PVP K12 and PVP K17,
respectively. PVA 103 and PVA 125 were dialyzed using 10 000
and 50 000 MWCO membranes, respectively. After dialysis, the
polymers were lyophilized in a VirTis Unitop 600SL Freeze-Dryer
(Gardner, NY).

The polymers were then mixed with 0.01 M potassium phos-
phate buffer (pH 6.8) to yield 5% w/w polymer solutions. The PVP
dissolved readily in buffer. The PVA mixtures were heated at 120
°C for 25 min to dissolve the polymers and then allowed to cool to
25 °C. The Asn-hexapeptide, first dissolved in a small amount of
buffer, was added to the polymer solutions to produce a peptide
concentration of 1.0-1.5 mg/mL (1.5-2.5 mM), as verified by
HPLC. The pH of the resulting solution was measured with a
Corning pH/ion Analyzer 350 with a Corning Semi-micro Combi-
nation Electrode (Corning, NY) and, if needed, was adjusted to
pH 6.8 with NaOH.

The polymer and peptide solutions were placed into individual
syringes fitted with 21-gauge needles. The solutions were then
dispensed in a dropwise manner into liquid nitrogen to form
individual frozen pellets ∼2 mm in diameter. The frozen pellets
were placed in a FTS Dura-Stop MicroProcessor Freeze-Dryer
(FTS Systems, Inc., Stone Ridge, NY) with the shelves precooled
to -40 °C. The chamber vacuum was set at 150 mTorr. The shelf
temperature was ramped in 10 °C intervals every 3-4 h up to
-5 °C. Afterward, shelf temperature was increased in 10 °C
intervals every 6-8 h. The final drying was conducted at 25 °C
for 17 h. After lyophilization, the resulting white spherical pellets
were transferred into containers in a PlasLabs Dry Box (Lansing,
MI), which was purged with dry nitrogen, and placed in a
desiccator containing CaSO4. The peptide loads for PVP and PVA
were 0.017 ( 0.0006 and 0.024 ( 0.001 g/g solid, respectively,
based on the maximum amount released. To determine peptide
load, both PVA and PVP formulations were immersed in water.
The PVP formulations dissolved completely, whereas the PVA
pellets released >95% of their theoretical load after 4-8 h. The
final composition of the dry formulation (in w/w) was ∼2% peptide,
2% buffer, and 96% polymer, with a residual moisture content of
<1%.

Characterization of Water Sorption BehaviorsSorption
isotherms relating formulation water content to relative humidity
(RH, water activity) at 50 °C were generated using a Controlled
Atmosphere Microbalance (CAM), which monitored the sample
mass at a specified relative humidity. The CAM was built at
Pharmacia & Upjohn, Inc., as previously described.11 The CAM
consisted of a Cahn microbalance within an enclosed glass
chamber, a nitrogen gas saturator assembly, water baths, and
digital interfaces. Data were collected on a 486 PC computer and
stored in a Microsoft Excel spreadsheet. Each CAM run was
conducted on 5-10 mg of sample over a range of 0 to 85% RH at
5% RH step increases. When equilibrium was achieved, the system
would step the chamber humidity to the next level. The criterion
for equilibrium was defined as no more than a 0.5 µg change in
sample mass over a 20-min interval. Water sorption was rapid,

with 95% of the equilibrium mass reached within 20 min. The
CAM took, on average, 2-3 h to achieve equilibrium at 5% RH
intervals. Water desorption of the PVP and PVA formulations
showed little or no hysteresis (data not shown), evidence that
equilibrium water content was reached.

Two points on each isotherm were verified independently by
thermogravimetric analysis (TGA). Samples from each formulation
were stored at two RHs. The water contents were then determined
with a DuPont 2050 TGA with a 2200 Data Analysis System from
TA Instruments (Newcastle, DE). The water content of each
sample was defined as the weight loss during heating from 25 to
120 °C at a heating rate of 10 °C/min.

The water sorption data obtained by the CAM were fitted to
the Guggenheim-Anderson-deBoer (GAB) equation (eq 1), which
describes the sorption of water by heterogeneous sorbents or
solids.1

In eq 1, W is the mass (mg) of water vapor adsorbed per mg of dry
solid at (F/Fo), (F/Fo) is the relative vapor pressure, Wm is generally
regarded as the amount of water vapor necessary to saturate the
heterogeneous active sorption sites, and Cg and KGAB are dimen-
sionless constants that are related to the thermodynamic param-
eters for sorption of strongly and weakly interacting water.12-14

The GAB equation (eq 1) was used because it provides the ability
to relate vapor pressure and water content of the systems under
investigation. Alternatively, material science-based descriptions
for water sorption isotherms of amorphous solids may be more
thermodynamically and physically relevant for these systems.15

However, these alternative models are not necessary to empirically
describe the relationship between vapor pressure and water
content. All curve fitting of data was carried out with SigmaPlot
Version 3.0 (Jandel Corporation, San Rafael, CA).

The relative water vapor pressure (F/Fo) or humidity was taken
to be equal to the activity of water in the systems studied. These
systems were assumed to be in equilibrium because the formula-
tions were stored in a closed system (glass chamber) at constant
temperature (50 °C) and pressure during the study.

Characterization of Formulation Glass Transition Tem-
peraturesA Thermal Analyst Instruments 2920 DSC outfitted
with a TA 2200 Data Analysis System (Newcastle, DE) was used
to determine Tg values. The DSC was calibrated with indium. A
modulated temperature ramping program was used in which the
sample temperature was increased at 2 °C/min with a modulation
of (1 °C/min. The DSC was cooled with a liquid nitrogen cooling
apparatus. After storage at 50 °C under various RHs for 4 days,
∼3-5 mg of each sample was sealed in aluminum DSC pans
obtained from TA Instruments (Newcastle, DE). The Tg was
defined as the midpoint of the glass transition. The Tg measure-
ments for each formulation at each RH were made in triplicate.

The Tg data were fitted to the Gordon-Taylor equation (eq 2)
for two miscible components:

where Tg is the glass transition temperature of the mixture, w1
and w2 are the weight fractions of the individual components, Tg1
and Tg2 are the intrinsic Tgs of each component, and KGT is a
constant that can be considered to be a ratio of the free volumes
of the two components.16,17 The Tg for water was set at the
estimated value of 135 K.17

Stability StudysFor the stability study, the solid formulations
were transferred to 2-mL glass lyophilization vials, with each vial
containing ∼5 mg of pellets. The vials were placed in several closed
controlled RH chambers, which were maintained at various
specified RHs (11-75% RH) using saturated salt solutions.18 The
solid formulations were allowed to equilibrate in chambers at 20
°C for 12 h. Afterward, samples from various RHs chambers were
removed and analyzed for Asn-hexapeptide and its degradation
products. No degradation products were observed after this initial
equilibration period. The samples were then transferred to cham-
bers with similar RHs in a 50 °C room for the stability study.
Saturated solutions of LiCl, MgCl2, Mg(NO3)2, KI, and NaCl were

W )
WmCgKGAB(F/Fo)

[1 - KGAB(F/Fo)][1 - KGAB(F/Fo) + CgKGAB(F/Fo)]
(1)

Tg )
w1Tg1

+ KGTw2Tg2

w1 + KGTw2
(2)
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used to maintain RHs of 11, 30, 45, 64, and 75%, respectively, at
50 °C. CaSO4 was used as the desiccant for the 0% RH condition.
Samples were prepared in triplicate. Peptide composition was
assayed by HPLC after various storage times to determine
degradation kinetics and product distribution. The duration of the
study was 6 months.

Peptide AnalysissAnalyses of Asn-hexapeptide and its deg-
radation products were performed by reversed-phase HPLC ac-
cording to an established method.10 The system consisted of a
Varian VISTA 5500 liquid chromatography system with a Varian
UV200 detector and a Varian Series 600 Data System (Walnut
Creek, CA). Peptide separation was performed with an Alltech
Econosphere C18, 5 µm, 250 × 4.6 mm analytical column (Deer-
field, IL) in conjunction with a Applied Biosystems Brownlee
Spheri-5, C-18, 5 µm, 30 × 4.6 mm guard column (San Jose, CA).
A Perkin-Elmer ISS-100 Autoinjector (Norwalk, CT) was used to
deliver 50-µL sample injections. An isocratic elution method was
used at a flow rate of 0.8 mL/min. The mobile phase consisted of
6% (v/v) acetonitrile and 0.1% (v/v) TFA in 40 mM ammonium
acetate at a pH of 4.4, which was adjusted using 1 N HCl. An
ultraviolet (UV) detection wavelength of 218 nm was used to detect
Asn-hexapeptide and its degradation products, which were identi-
fied via co-injection with known standards.

Kinetic MeasurementssAfter a specified time interval, trip-
licate samples of each formulation at each RH were removed for
peptide analysis. A 0.5-mL aliquot of deionized water was added
to each vial. The PVP formulations dissolved readily in water.
However, PVA was not soluble in water without heating. There-
fore, the PVA pellets were immersed in water at 4 °C for 6 h and
were shaken periodically. Less than 0.5% peptide decomposition
occurred during this extraction (t1/2 ) 1150 h). More than 90% of
the peptide was released in the first 2 h, with >95% released after
6 h. The pH of the resulting solution was ∼6.8. The content of
Asn-hexapeptide in the resultant solution was assayed by the
HPLC method already described.

The observed rate constant (kobs) for the disappearance of Asn-
hexapeptide was determined from the slope of the plot of ln(%
peptide remaining) versus time. This calculation was based on the
pseudo-first-order degradation kinetics previously described for
this peptide in solution10 and solid8 states according to the
following relationship:

where A is the amount of peptide at time t, and Ao is the initial
peptide concentration. Analysis of kinetic data was handled with
Excel Version 5.0 (Microsoft Corporation, Redmond, WA).

Results
Physical Characterization of FormulationssPhysical

AppearancesPVP and PVA formulations stored under
desiccated or dry conditions were white, smooth, spherical
pellets. The texture for the dry PVP formulation (water
content < 0.004 g/g wet solid) was powdery, whereas dry
PVA (water content < 0.003 g/g wet solid) had a fibrous,
Styrofoam-like texture. As the RH increased, both PVP and
PVA pellets decreased in diameter. At lower RHs (11% RH),
this decrease in pellet size was the most noticeable change
in PVP and PVA. At intermediate RHs (30-45% RH), the
PVP pellets were dome shaped and sticky and had a
yellowish, melted appearance, whereas the PVA pellets
took on a wrinkled appearance and were less foamy in
texture. At high RH (65-75% RH), the PVP pellets had
become an opaque, viscous fluid, which coated the bottom
of the vial. The PVA pellets had collapsed into a hard
sphere with a wrinkled surface.

Water Sorption IsothermssResearchers have reported
that residual water in solid formulations can compromise
drug stability.1,19 Therefore, characterizing the hydration
behavior of these polymers is important. The water sorption
isotherms, which relate formulation water content to
relative water vapor pressure or humidity, are shown in

Figure 1 for PVA and PVP at 50 °C. The water content of
both polymers increases with increasing RH. PVP and PVA
formulations have different water sorption behaviors, with
PVP being more hygroscopic than PVA. Thus, water
activity is greater in PVA than in PVP at a given water
content.

The curved lines in Figure 1 represent the nonlinear
least-squares fit of the water sorption data to the GAB
equation (eq 1). The fitted parameter values of the GAB
equation are shown in Table 1. Polymer molecular weight
did not appear to significantly affect water sorption be-
havior for either PVA or PVP at 50 °C. The Wm value for
PVP was ∼3 times greater than for PVA, which is consis-
tent with the greater affinity of PVP for water. The GAB
equation, together with these fitted values, was used to
relate water content and water activity in the analysis of
stability data.

Formulation Tg as a Function of Water ContentsWater
in amorphous polymers can act as a plasticizer, increasing
both the segmental mobility of the polymer chains and the
flexional and translational mobility of incoporated low
molecular weight solutes.20 This increased mobility of the
peptide in water-plasticized PVA and PVP systems may
contribute to reactivity. One way to monitor the plasticizing
effect of water is to measure the Tg. Figure 2 shows the
effect of water content on formulation Tg. As water content
increased, the Tg of PVA and PVP formulations decreased,
indicating that water acts to plasticize both polymers. The
dry PVP Tg was 80° greater than that of PVA (Table 2). At
similar water contents, the PVP Tg was greater than the
PVA Tg. Formulations with Tgs above the experimental
temperature (Texp) 323 K or 50 °C) were considered to be
glassy, whereas those with Tgs of <323 K were assumed
to be in the rubbery state.

The solid (PVA 103) and dashed (PVP K17) curves in
Figure 2 represent the nonlinear least-squares fits of the

ln A
Ao

) -kobst (3)

Figure 1sWater sorption isotherms for PVA and PVP formulations at 50 °C.
The curved lines are nonlinear least-squares fits of the sorption data to the
GAB equation (eq 1).

Table 1sParameter Values and Standard Errors Derived from Fitting
the Water Sorption Data at 50 °C to the GAB Equation (eq 1) for PVA
and PVP Formulations

formulation Wm (g H2O/g dry solid) Cg KGAB

PVA 103 0.0350 ± 0.0010 5.54 ± 0.42 0.861 ± 0.008
PVA 125 0.0378 ± 0.0007 5.00 ± 0.20 0.835 ± 0.006
PVP K12 0.111 ± 0.003 2.61 ± 0.11 0.825 ± 0.007
PVP K17 0.101 ± 0.003 3.13 ± 0.17 0.849 ± 0.009
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data to the Gordon-Taylor equation (eq 2). The observed
depression of Tg by an increase in water content was well
described by the equation, suggesting that the mixing
behavior of water with PVA and PVP was ideal.17 The fitted
KGT values (Table 2), which can be considered to be the
ratio of free volumes of water and polymer, were similar
to the estimated KGT values of 0.29 (PVA) and 0.25 (PVP).
The KGT values were estimated based on Tg and density
values given for water, PVP, and PVA in the cited refer-
ences.17,21

From the Gordon-Taylor equation (eq 2), the amount
of water (Wg) required to induce the glass transition (i.e.,
to bring Tg into equality with Texp) was calculated for PVA
and PVP. The Wg values and the corresponding water
activities at Tg (Ag) are listed in Table 2. Three times more
water was required to induce the glass transition at 50 °C
in PVP than in PVA, in part because of the greater dry Tg
of PVP. Correspondingly, the water activity at the glass
transition (Tg ) Texp) was higher in PVP than PVA.
Initially, the same amount of water had a greater plasticiz-
ing effect on PVP. We will correlate formulation Tg with
deamidation rates to evaluate the potential for a relation-
ship between chemical instability and formulation viscos-
ity.

Polymer molecular weight did not significantly affect the
Tg values for either PVA or PVP. In general, Tg values are
expected to increase with increasing polymer molecular
weight up to a limiting or “persistent” Tg value, although
both decreases in Tg with molecular weight and molecular-
weight-independent Tg values have also been observed.22

The lack of molecular weight dependence observed here
may be due to the narrow range of molecular weights
studied (particularly for PVP), to the removal of low
molecular weight components during extensive dialysis
prior to use, or to unusual intrinsic Tg behavior of the
polymers. For our purposes, this result effectively removes
polymer molecular weight from the list of independent
variables that can be manipulated to control Tg.

Degradation ProductssThe major degradation prod-
ucts of Asn-hexapeptide deamidation were the isoAsp-
hexapeptide (isoAsp), the Asp-hexapeptide (Asp), and the
cyclic imide hexapeptide (Asu). Although isoAsp and Asp
are commonly observed in solution-state deamidation at
neutral pH, the cyclic imide is usually not observed because
it is rapidly hydrolyzed to produce the isoAsp and Asp
hexapeptides.9,10 The dominance of isoAsp and Asu sug-
gests that formation of the cyclic imide is the major route
of Asn-hexapeptide deamidation in these polymer formula-
tions.9,10 Oliyai et al. have noted that Asn-hexapeptide
deamidation in solid sugar formulations also occurs through
a degradation pathway similar to that in solution.8

Deamidation KineticssFigures 3a and 3b show rep-
resentative time-dependent disappearances of Asn-hexapep-
tide in PVA and PVP at different RHs. The disappearance

Figure 2sGlass transition temperature (Tg) as a function of water content.
The curved lines are nonlinear least-squares fits of the sorption data to the
Gordon−Taylor equation (eq 2). The labels “Glassy” and “Rubbery” indicate
the physical state of the polymer matrix at the experimental temperature, Texp

(dashed line). Matrixes with Tg > Texp are glassy at Texp; matrixes with Tg <
Texp are rubbery at Texp. Error bars represent standard deviations (n ) 3).

Table 2sGlass Transition Data for PVA and PVPa

formulation intrinsic Tg (K)b fitted KGT value
Wg

(g H2O/g wet solid)c Ag
d

PVA 103 346.3 ± 3.5 0.276 ± 0.04 0.0383 0.40
PVA 125 347.0 ± 1.1 0.266 ± 0.09 0.0384 0.40
PVP K12 421.1 ± 3.8 0.265 ± 0.08 0.127 0.58
PVP K17 429.4 ± 4.4 0.281 ± 0.09 0.135 0.60

a The KGT values are from data fitted to the Gordon−Taylor equation (eq
2), and the Tg for water was assumed to be 135 K. b Tg value for “dry”
formulations (water content < 0.004 g/g dry solid). c Amount of water required
to reduce Tg to the experimental temperature (323 K). d Water activity
corresponding to the Wg value.

Figure 3sAsn-hexapeptide degradation profiles at various RHs at 50 °C for
(a) PVA (Airvol 103) and (b) PVP (Kollidon K12) formulations (n ) 3). The
insert in Figure 3b shows the disappearance of the Asn-hexapeptide in polymer-
free phosphate buffer, pH 6.8.
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of Asn-hexapeptide was observed to follow pseudo-first-
order kinetics in peptide content at all RHs studied.
Deamidation of this peptide in solution is known to exhibit
pseudo-first-order kinetics.9,10 The reaction order in peptide
content appears to be similar in the solution and in these
solid polymer formulations. As the RH increased, the rate
of peptide degradation also increased. The observed rate
constants (kobs) were obtained from the slopes of the plots
of ln [%Asn-hexapeptide remaining] versus time. Subse-
quent discussion of Asn-hexapeptide deamidation rates will
employ the observed pseudo-first-order degradation rate
constant.

Correlation with Water ContentsThe effect of formula-
tion water content on the deamidation rate of Asn-
hexapeptide is shown in Figure 4. At higher water contents
(= 10% w/w, or 0.10 g H2O/g wet solid), the rate in PVA is
nearly an order of magnitude faster than in PVP. As the
water content decreases from 10% to ∼2% (w/w), the
deamidation rates in the two polymers become nearly
equal. At very low water content (<2% w/w), the rate in
PVA appears to be approximately an order of magnitude
slower than in PVP, but this observation should be
regarded as tentative given the limited data in this region.
Polymer molecular weight had no apparent effect on
peptide reactivity in either polymer. The results are con-
sistent with those of Oliyai et al., who observed an increase
in the rate of cyclic imide formation with increasing
moisture level in lyophilized sugar formulations.8

Peptide reactivity in PVA appeared to be more sensitive
to increases in water content than in PVP at water contents
>5%. An increase in water content of 0.083 g/g wet solid
in the PVA formulation increased the observed deamida-
tion rate constant by almost 3 orders of magnitude [(1.0 (
0.05) × 10-4 to (7.5 ( 0.4) × 10-2 day-1]. In contrast, the
deamidation rate in PVP increased by only 1 order of
magnitude over a wider range of water contents. Figure 5
shows that there is an apparent first-order dependence of
the rate of Asn-hexapeptide deamidation on water content
in PVP (slope ) 1.15 ( 0.10), but an apparent second-order
dependence on water content in PVA (slope ) 2.31 ( 0.12),
according to the following relationship:

where k is a constant and n is the order of the reaction
with respect to water content in mol water/kg wet solid.
The difference in reaction order between PVP (first order)
and PVA (second order) is indicative of differences in
reaction mechanism or environmental response, or both,
in the two media. Further study will be required to
establish the molecular origins of the difference because
changes in water content can cause both mechanistic and
environmental effects. For example, water may serve as a
reactant or catalyst in the conversion of a reactant state
to a transition state (a mechanistic effect) or may act as a
plasticizer in affecting the ease of molecular motion in the
medium (an environmental effect). Even a consideration
of mechanistic effects alone is less straightforward than it
might appear initially. If the reaction in polymeric media
proceeds by the mechanism established in the solution
state (Scheme 2), the initial cyclization step will not involve
water stoichiometrically, whereas the hydrolysis step in
ring opening of the cyclic imide will stoichiometrically
require one molecule of water per molecule of cyclic imide.
This conclusion might suggest that the higher order in
water content observed in PVA is associated with rate-
determining ring opening, whereas the lower order ob-
served in PVP is indicative of rate-determining cyclization.
However, catalytic involvement of unknown numbers of
water molecules in either step of the solid-state reaction
would render such a conclusion incorrect.

Correlation with Water ActivitysThe amount of water
present is not always representative of the amount of water
available for reaction; chemical potential or water activity
may be a better indicator of its possible role as a reactant.
In this study, the formulations were assumed to be in
equilibrium within the closed RH chambers at constant
temperature and pressure. Therefore, it is reasonable to
assume that the relative water vapor pressure in the
chambers is equal to the formulation water activity. Figure
1 shows that PVA and PVP have different water vapor
sorption behavior and thus have different water activities
when water content is similar.

Figure 6 correlates the rate of Asn-hexapeptide deami-
dation in PVA and PVP with water activity or RH. The
rate of Asn-hexapeptide deamidation increases with in-
creases in water activity (Aw). Reactivity may be better
described by water activity (Figure 6) than by water
content (Figure 4) in these systems because the differences
between the PVA and PVP curves are reduced in Figure

Figure 4sEffect of water content on the observed rate constant of Asn-
hexapeptide deamidation (kobs) in PVP and PVA at 50 °C. Error bars represent
standard deviations (n ) 3). The approximate water contents needed to lower
the Tg of the PVA and PVP formulations to the experimental temperature are
noted with arrows labeled “Tg, PVA” and “Tg, PVP”, respectively.

kobs ) k [water content]n (4)

Figure 5sPlot showing the apparent dependence of deamidation rates on
water content. Error bars represent standard deviations (n ) 3).
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6. Although the discrepancy in Asn-hexapeptide reactivity
between PVA and PVP was less when differences in
formulation Aw were taken into account, peptide reactivity
at high (>0.6) or low (<0.1) water activity was still
markedly different in PVA and PVP. Thus, water activity
alone was not adequate to describe peptide reactivity in
these different polymer solids, again implying that ad-
ditional effects of water may be important in these systems.

Correlation with Formulation TgsThe finding that re-
activity was not predicted by water content or activity alone
suggests that the effect of water on Asn-hexapeptide
deamidation in PVA and PVP was not entirely due to its
role as a reactant. Another possible role of water is as a
plasticizer to facilitate polymer chain mobility and decrease
polymer viscosity, along with a decrease in Tg. The Tg was
thus taken as a qualitative measure of matrix mobility. If
deamidation in the solid state is controlled by reactant

mobility, then the degradation rate should be affected by
changes in Tg, assuming some degree of coupling between
reactant and formulation mobility. It should be noted that
because Tg measures a bulk property of the polymer matrix,
it is not possible to distinguish the flexional and transla-
tional mobilities of the incorporated peptide using Tg.

Figure 7 correlates the rate of Asn-hexapeptide deami-
dation to changes in formulation mobility, as expressed by
(Texp - Tg) based on the Vogel-Tamman-Fulcher and
Williams-Landel-Ferry equations.23-25 The Texp param-
eter was chosen as the constant reference temperature with
Tg as a variable. Negative values on the x axis denote
formulations in the glassy state with Tg > Texp, whereas
positive values represent formulations in the rubbery state
with Tg < Texp. As the formulation Tg decreased (i.e., as
Texp - Tg increased), the rates of deamidation increased in
both PVA and PVP. In the glassy state, the rate of Asn-
hexapeptide deamidation was greater in PVP than in PVA.
However, as the formulations became more rubbery, pep-
tide reactivity in the two polymers was reversed; that is,
Asn-hexapeptide deamidation in the rubbery state was
more rapid in PVA than in PVP. In going from a glassy to
a rubbery state, the deamidation rate in PVA increased
by 3 orders of magnitude with a 50 °C decrease in
formulation Tg as compared with only 1 order of magnitude
increase in PVP over the same range. At the glass transi-
tion, the rates of Asn-hexapeptide deamidation were simi-
lar in both polymers. The rate of Asn-hexapeptide deam-
idation seemed to be more sensitive to changes in the Tg
of PVA than in PVP. If Tg alone described reactivity in
these polymers, the curves for PVA and PVP would be
expected to be coincident. That they differ suggests that
formulation Tg alone was not adequate in describing Asn-
hexapeptide reactivity in the two polymers.

Discussion
The rate of Asn-hexapeptide deamidation increased with

increasing water content and water activity and decreasing
formulation Tg in PVA and in PVP. However, degradation
behavior in the two polymers differed so that chemical
reactivity could not be predicted from water content, water
activity, or formulation Tg alone. Thus, no single parameter
seems to dictate the deamidation rate over the range of
water content, water activity, and Tg studied.

Scheme 2sSolution state degradation pathways of Asn-hexapeptide
(adapted from ref 10).

Figure 6sEffect of water activity on the observed rate constant of
Asn-hexapeptide deamidation (kobs) in PVP and PVA at 50 °C. Error bars
represent standard deviations (n ) 3).

Figure 7sEffect of formulation Tg on the rate of Asn-hexapeptide deamidation
in PVA and PVP at 50 °C. Temperatures are in °C. Error bars represent
standard deviations (n ) 3).
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Formulation mobility appears to affect the reactivity of
the Asn-hexapeptide. All glassy formulations were more
stable than rubbery formulations, regardless of water
content. This result suggests that limited peptide mobility
in the dynamically constrained glassy state may contribute
to the greater stability of glassy formulations. This idea is
consistent with the likely mechanism of Asn-hexapeptide
degradation in these formulations. The degradation product
data suggest that the mechanism of deamidation in these
polymer solids is similar to that observed in solution. Thus,
it is likely that deamidation in these systems proceeds via
intramolecular cyclization to form a cyclic imide, a process
that requires sufficient peptide mobility to adopt the
necessary conformation for cyclization. Local segmental
flexibility has been shown to influence the propensity for
spontaneous cyclic imide formation from asparagine resi-
dues in calmodulin.26 Yoshioka et al. observed that the
γ-globulin aggregation rate was faster in lyophilized PVA
than in dextran, although water content was lower in PVA
than in dextran (0.098 versus 0.177 g/g of solid).27 They
attributed this lower stability to the lower critical temper-
ature for mobility of PVA and proposed that the greater
mobility in PVA accounted for the more rapid aggregation.

Although the less mobile glassy formulations were more
stable, chemical reactivity was not negligible in these
systems; as shown in Figure 7, deamidation occurred at a
measurable rate in glassy matrixes of both PVA and PVP.
Hancock et al. have suggested that glassy solids should be
expected to experience significant molecular mobility at
temperatures up to 50 °C below Tg,28 which suggests that
mobility-dependent reactions may still occur. Notably, the
data in Figure 7 demonstrate that the rate of deamidation
in glassy PVP matrixes is rapid enough to preclude
adequate shelf stability. At an experimental temperature
100 °C below the Tg of the “dry” PVP formulation (Texp -
Tg ) -100 °C, with Tg of the dry formulation ) 150 °C),
the Asn-hexapeptide was observed to have a half-life of only
2 years, suggesting that significant reactivity may be
observed at temperatures far below Tg. Although the dry
PVA formulation had a lower Tg (75 °C), the half-life for
deamidation was much longer than that observed for the
dry PVP formulations (20 versus 2 years). This result
suggests that formulation mobility, as measured by Tg, is
in itself insufficient to predict deamidation rates in these
polymer systems.

An examination of Asn-hexapeptide reactivity and vis-
cosity changes around the glass transition further supports
this idea. The transition from a glassy to a rubbery state
usually is characterized by a decrease in viscosity of >5
orders of magnitude.6,24 Around this region (Tg ) Texp), the
rates of deamidation increased by only 3 orders of magni-
tude in PVA and barely 2 orders of magnitude in PVP. The
absence of an increase in rate comparable in magnitude to
the decrease in viscosity at the glass transition may suggest
incomplete coupling of deamidation rate to matrix mobility.

The inability of Tg alone to predict deamidation rates in
PVA and PVP suggests that the level of mobility required
for deamidation may be less than the bulk mobility
represented by Tg. As already noted, the mechanism of
deamidation in these solid polymer systems appears to be
similar to that in solution, proceeding via a cyclic imide
intermediate. Formation of the cyclic imide requires local-
ized conformational flexibility of the peptide chain, allowing
the attack of the backbone NH of the glycine residue on
the side-chain amide function of the asparagine. Because
Tg measures a bulk property of the system, it may not
adequately reflect the localized molecular motions required
for deamidation. Thus, although PVA and PVP formula-
tions may have the same Tg, the degree of localized
molecular mobility may differ. The characteristic length

scale for motions associated with the relaxation of the
glassy modulus can have different temperature [or water]
dependencies and can vary significantly for amorphous
polymers.29 Thus, the discrepancy in deamidation rates in
PVA and PVP may be due to differences in polymer
properties and structural responses to water, leading to
differences in localized molecular mobility changes with
increases in water content.

Although mobility affects deamidation, water may affect
deamidation also as a solvent and proton-transfer agent.
Among the three correlations made between deamidation
rates and formulation parameters, water activity appeared
to correlate best with Asn-hexapeptide instability in PVA
and in PVP. The closer correlation between deamidation
rates and water activity in PVA and PVP formulations
suggests that some factor related to water activity may be
influencing deamidation. In solution, solvent effects have
been shown to affect deamidation due to changes in
dielectric constant (polarity) and peptide pKas. Brennan
and Clarke have shown that deamidation rates decrease
as solvent dielectric constant decreases.30 Although water
contents in these solid systems are low relative to solution,
the “solvent” properties of water may still affect chemical
reactivity, and changes in deamidation rate may be par-
tially due to “polarity” changes upon hydration. The rate
discrepancy in PVA and PVP further suggests that the
“solvent” environment may affect deamidation because the
PVA and PVP matrixes are serving as the main “solvent”
for Asn-hexapeptide.

Water and polymer type both appeared to have an effect
on deamidation, indicating that more than one parameter
should be required to describe chemical reactivity in these
systems. Figure 8 shows the correlation between deami-
dation rate and the degree of plasticization (Tg

o - Tg),
normalized for the extent of plasticization required to
induce the glass transition at 50 °C (Tg

o - Texp). Data for
both polymers are described by a single relationship. The
expression was derived by making the approximation that
the relationship between Tg and water content was linear
over the range used in this study (see Figure 2) such that

where R is a constant and W is the weight fraction of water.
A similar relationship has been proposed for the more
general case of plasticization by any additive.31 Assuming

Figure 8sCorrelation between deamidation rates and water plasticization in
PVA and PVP at 50 °C.

Tg ) Tg
o - RW (5)
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that R is constant for each polymer, eq 5 can be expected
to hold when Tg ) Texp and W ) Wg so that

where Wg is the water content needed to induce the glass
transition at Texp ) 50 °C. Substituting this value for R
(i.e., the slope) into eq 5 yields:

This equation states that the degree of plasticization
needed to induce a glass transition is related to water
content, the experimental temperature, and the dry in-
trinsic Tg

o of the polymer. A convergence of the deamidation
rates in PVA and PVP was also observed when the rate
constant (kobs) was plotted against W/Wg. Although this
parameter [(T - Tg)/(Tg

o - Texp)] may be useful in correlat-
ing reaction rates in other systems, its utility in these
studies (Figure 8) may be due to the near linear relation-
ship between Tg and water content observed for PVA and
PVP under these experimental conditions (Figure 2).

The results of this study suggest that several factors,
including water content and mobility, may affect the
chemical reactivity of Asn-hexapeptide in lyophilized poly-
mer formulations. Isolating a single dominant mechanism
driving deamidation is difficult because water content,
water activity, and Tg are coupled. Future studies will
attempt to vary Tg and water content independently with
the use of a separate plasticizer to deconvolute their effects
on deamidation in the solid state.
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Abstract 0 The mechanistic role of water in the deamidation of a
model asparagine-containing hexapeptide (Val-Tyr-Pro-Asn-Gly-Ala)
in lyophilized formulations containing poly(vinylpyrrolidone) (PVP) and
glycerol was investigated. Glycerol was used as a plasticizer to vary
formulation glass transition temperature (Tg) without significantly
changing water content or activity. Increases in moisture and glycerol
contents increased the rate of peptide deamidation. This increase was
strongly correlated with Tg at constant water content and activity,
suggesting that increased matrix mobility facilitates deamidation. In
rubbery systems (T > Tg), deamidation rates appeared to be
independent of water content and activity in formulations with similar
Tgs. However, in glassy formulations with similar Tgs, deamidation
increased with water content, suggesting a solvent/medium effect of
water on reactivity in this regime. An increase in water content also
affected the degradation product distribution; less of the cyclic imide
intermediate and more of the hydrolytic products, isoAsp- and Asp-
hexapeptides, were observed as water content increased. Thus,
residual water appears to facilitate deamidation in these solid PVP
formulations both by enhancing molecular mobility and by solvent/
medium effects, and also participates as a chemical reactant in the
subsequent breakdown of the cyclic imide.

Introduction
Many protein and peptide drugs are formulated as

lyophilized or freeze-dried products to prolong shelf life.1-3

Although the “dried” product is usually more stable than
the aqueous formulation, chemical degradation reactions
such as deamidation and hydrolysis can still occur.1-3

Residual water in lyophilized protein formulations is
known to promote chemical reactivity, leading to loss of
biological activity and a shortened shelf life.2-6 Although
the destabilizing effect of water on proteins is widely
acknowledged, the exact mechanistic role of water in
facilitating chemical reactivity in the solid state is not well
understood. This study will examine the mechanistic role
of water in the deamidation of the model asparagine-
containing hexapeptide Val-Tyr-Pro-Asn-Gly-Ala (Asn-
hexapeptide) in lyophilized formulations containing poly-
(vinylpyrrolidone) (PVP).

Water may affect the solid-state chemical reactivity of
polymer-incorporated peptides and proteins through three
possible mechanisms: 1) changing the dynamic mobility
of the protein or peptide, 2) direct participation as a
reactant, or 3) indirect participation as a medium/solvent.2,7

The mobility mechanism is based on the premise that if
chemical reactions require sufficient mobility to proceed,
an increase in mobility would result in increased reactivity.
In polymer matrixes, water can increase molecular mobility
by acting as a plasticizer to increase free volume and
decrease viscosity.8,9 Second, water can increase chemical
reactivity directly by acting as a reactant, as in hydroly-
sis.2,7 Water may also affect chemical degradation by acting
as a medium for the mobilization of reactants or by
modifying the reaction environment, as when the effective
solvent dielectric or polarity is altered.2,7

The plasticizing effect of water on molecular mobility of
the matrix may be monitored by measuring the glass
transition temperature (Tg), the temperature at which a
glassy, brittle, dynamically constrained material becomes
rubbery and soft, with increased molecular mobility. Many
studies have correlated decreases in Tg with decreases in
system viscosity and increases in mobility.9,10 The Vogel-
Tamman-Fulcher (VTF) equation and the Williams-
Landel-Ferry (WLF) equation, which is a special case of
the VTF, describe the changes in viscosity in terms of Texp
- Tg or distance from the glass transition, where Texp is
the experimental temperature.9-12 Thus, we can use Tg as
a qualitative measure of the plasticizing effect of water on
formulation mobility. Because the effective concentration
of a reactant may be expressed in terms of its chemical
potential, we can use formulation water activity to measure
the role of water as a reactant. Last, water content can
probably best describe the medium/solvent effect of water.
Thus, we can use water content, water activity, and Tg as
indictors of the various mechanistic roles of water.

A technical problem with using these formulation pa-
rameters is that they are interdependent; changing water
content or water activity will also affect Tg. Unambiguous
mechanistic interpretations of the data are therefore dif-
ficult to achieve.13 In a previous study, we demonstrated a
dependence of deamidation rate on matrix water content
in poly(vinylpyrrolidone) and poly(vinyl alcohol) matrixes,
but were unable to distinguish among the more fundamen-
tal effects of water as a solvent, reactant, or plasticizer
because of this interdependence.14 To overcome this prob-
lem in the present studies, we used glycerol as an ad-
ditional plasticizer to vary formulation Tg without signifi-
cantly affecting water content or water activity. We therefore
could systematically determine the effect of water activity
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and content on deamidation kinetics when Tg is constant,
as well as the effect of Tg on deamidation under constant
water content and activity. Because water content and
activity will not vary significantly between formulations,
the role of water as a medium cannot be separated from
its role as a reactant. In this study, these two roles of water
will be combined under the role of solvent effects. Thus,
using this strategy, we propose to deconvolute the mecha-
nistic role of water as a plasticizer from its role as a solvent
in solid-state deamidation.

Because deamidation is one of the most prevalent
chemical degradations found in proteins and peptides,15,16

we selected the Asn-containing hexapeptide (Val-Tyr-Pro-
Asn-Gly-Ala) (Asn-hexapeptide) as the model compound for
this study. An advantage of using the Asn-hexapeptide is
that its solution-state degradation kinetics and mecha-
nisms are well understood.16-18 This knowledge will provide
a solid mechanistic basis with which we can better inter-
pret the solid-state deamidation kinetic and product dis-
tribution data.

In this manuscript, we present our findings on the effect
of water on Asn-hexapeptide deamidation in lyophilized
PVP formulations. We show that glycerol was successfully
used to modify formulation Tg without a significant effect
on water content or activity. Then, we correlate the rates
of Asn-hexapeptide deamidation with water content/activ-
ity and Tg to elucidate the role of water in solid-state
deamidation. We also examine the Asn-hexapeptide dea-
midation product distribution to provide information re-
garding the mechanism of degradation and the effect of
water on product distribution.

Experimental Section
MaterialssL-Val-L-Tyr-L-Pro-L-Asn-Gly-L-Ala (Asn-hexapep-

tide) was synthesized by Dr. Madhup Dhaon (Abbott Laboratories,
North Chicago, IL). The buffers and salts used in this study were
purchased from Mallinckrodt Chemical, Inc. (Paris, KY). Organic
solvents and trifluoroacetic acid were purchased from Fisher
Scientific (Fair Lawn, NJ). The poly(vinylpyrrolidone), under the
trade name of Kollidon K17 [MW ) 10 000], was purchased from
BASF Corporation (Parsippany, NJ). Glycerol was obtained from
the manufacturing division of Pharmacia & Upjohn, Inc. (Kalama-
zoo, MI). Deionized and distilled water was used throughout.

Preparation of FormulationssFive formulations were pre-
pared: four solid-state PVP formulations with 0, 10, 20, and 30%
glycerol, and a liquid-state formulation in 100% glycerol. The
detailed procedure has been described previously.14 Briefly, the
solid PVP formulations were prepared from solutions containing
peptide, glycerol, and PVP in phosphate buffer (pH 6.8). The
solutions were added in a dropwise manner to liquid nitrogen to
form frozen spherical pellets, which were then lyophilized to
remove residual moisture. The average peptide load, calculated
on the basis of the maximum amount released,14 was 0.017 g/g
dry solid for 100% PVP, 0.022 g/g dry solid for 10% glycerol/PVP,
0.022 g/g dry solid for 20% glycerol/PVP, 0.014 g/g dry solid for
30% glycerol/PVP, and 0.24 g/g glycerol for 100% glycerol, with
errors at 5% (n ) 3-5). The approximate final composition of the
formulations was 2% peptide, 2% buffer, and 96% (w/w) PVP and/
or glycerol, with a residual water content of <0.1% (w/w).

Characterization of Water Sorption BehaviorsSorption
isotherms relating formulation water content to relative humidity
(water activity) at 50 °C were generated using a controlled
atmosphere microbalance (CAM), according to a method reported
previously.14 As in the previous study, the water sorption data
obtained with the CAM were fitted to the Guggenheim-Anderson-
deBoer (GAB) equation which describes the sorption of water by
heterogeneous sorbents or solids:2

where W is the mass (mg) of water vapor adsorbed per mg of dry

solid at (F/Fo), (F/Fo) is the relative vapor pressure, Wm is generally
regarded as the amount of water vapor necessary to saturate the
heterogeneous active sorption sites, and Cg and KGAB are dimen-
sionless constants that are related to the thermodynamic measures
of sorption for strongly and weakly interacting water.2,19,20

Characterization of Formulation Glass Transition Temp-
eraturesGlass transition temperatures (Tg) were measured using
modulated differential scanning calorimetry (DSC) according to
the method described previously.14 As in that study, the Tg data
were fitted to the Gordon-Taylor equation (eq 2), which describes
the Tg of two miscible components:

where Tg is the glass transition temperature of the mixture, w1
and w2 are the weight fractions of the individual components, Tg1
and Tg2 are the intrinsic Tgs of each component, and KGT is a
constant of the system describing the true density of the materials
and changes in the thermal expansivity.21,22 In applying the
Gordon-Taylor equation, we treated the ternary system PVP/
glycerol/water as a binary system, with PVP/glycerol and water
as the two components. This simplification is justified because the
relative proportions of PVP and glycerol remained unchanged as
water content varied in our studies. In fitting the data, we used
the experimentally measured values for Tg, w1 and w2, and set
the Tg1 value for water to the reported value of 135 K, as in the
previous study.14 Values for Tg2 (the glass transition temperature
of “dry” PVP/glycerol systems) and KGT were determined by
regression.

Stability StudysStability studies were conducted on 4 mg of
pellets stored in glass lyophilization vials; details of the method
have been reported previously.14 Before beginning the stability
study, the solid Asn-hexapeptide formulations were allowed to
equilibrate in chambers at 20 °C for 12 h. After this initial
equilibration period, formulations stored at 75% RH were removed
and analyzed for Asn-hexapeptide content and integrity prior to
beginning the stability study. No significant degradation products
were observed. For the stability study, the samples were trans-
ferred to controlled relative humidity chambers in a 50 °C room.
Samples were prepared in triplicate. Peptide composition was
assayed by HPLC after various storage times to determine
degradation kinetics and product distribution. At specified time
intervals, triplicate samples were removed for peptide analysis,
as described previously.14 Observed rate constants (kobs) for the
disappearance of the parent Asn-hexapeptide were determined
from the slopes of plots of ln(% peptide remaining) versus time,
assuming first-order kinetics as previously observed for this
peptide in solution17 and solid6,14 states.

Peptide AnalysissThe analyses of Asn-hexapeptide and its
degradation products were performed by reversed-phase HPLC,
using a modification of a method described previously.14 The HPLC
analytical system consisted of a Shimadzu (Shimadzu Corp.,
California) LC-6A pump, a Shimadzu SPD-6A variable-wavelength
UV detector, a Shimadzu CR601 Chromatopac integrator, and a
Rheodyne 7161 manual injector outfitted with a 50-µL injection
loop. The Asn-hexapeptide and its degradation products were
separated on an Alltech Econosphere C-18 reversed-phase column
(5 µm resin, 4.6 × 250 mm) by an isocratic method with a mobile
phase of 10% (v/v) acetonitrile and 0.1% (v/v) trifluoroacetic acid
(TFA) in 40 mM ammonium acetate at a pH of 4.5 and a flow rate
of 0.8 mL/min. The detection wavelength was 214 nm. The
identification of the degradation products was conducted by co-
injection of standards.

Results
Physical CharacterizationsWater Sorption Isothermss

Water sorption isotherms at 50 °C are shown in Figure 1
for PVP formulations with different glycerol contents, and
also for liquid glycerol. In all cases, the water content of
the formulations increased as relative water vapor pressure
increased. The curved lines in Figure 1 represent the
nonlinear least-squares fits of the water sorption data to
the GAB equation, which adequately described the water

W )
WmCgKGAB(F/Fo)

[1 - KGAB(F/Fo)][1 - KGAB(F/Fo) + CgKGAB(F/Fo)]
(1)

Tg )
w1Tg1 + KGTw2Tg2

w1 + KGTw2
(2)
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sorption behavior for all formulations. The calculated
parameter values (Table 1) in conjunction with the GAB
equation were used to describe formulation water content
at specific relative humidities.

Figure 1 and the fitted GAB parameters (Table 1)
suggest that the water sorption isotherms of the four solid
PVP formulations were similar. At three of the four relative
humidities studied (0, 11, and 75%), the presence of glycerol
did not significantly affect formulation water sorption
behavior, because the formulations (0-30% glycerol) have
similar water contents. At 30% RH, the three PVP formu-
lations with glycerol had similar water contents but
contained 15% less water than the PVP formulation
without glycerol. Thus, the maximum difference in water
content is ∼15%, and will be observed at the intermediate
relative humidity (30% RH) for the PVP formulation
without glycerol. The 100% glycerol, which was included
as a control (freely mobile system), will also exhibit
significantly greater water contents than the other formu-
lations, particularly at 30% RH.

Glass Transition TemperaturesThe addition of plasticiz-
ers can decrease the Tg of amorphous polymers.23 This
plasticizing effect of water is evident in Figure 2. Figure
2a shows a representative DSC thermogram, and Figure
2b shows Tg as a function of water content for the different
formulations studied. The curved lines in Figure 2b are the
nonlinear least-squares fits of the data to the Gordon-
Taylor equation, which appears to adequately describe the
depression of formulation Tg by the absorbed water. The
fitted parameter values are listed in Table 2. The horizontal
dotted line in Figure 2 corresponds to the experimental

temperature (50 °C). During these stability studies, for-
mulations with Tg > 50 °C will be in the glassy state,
whereas those with Tg < 50 °C will be in the rubbery state.
All “dry” PVP-glycerol formulations (water content <0.004
g/g dry solid), except for the one containing 30% glycerol,
were in the glassy state at 50 °C.

Glycerol also acted as a plasticizer to lower the Tg of PVP.
On a weight basis, water was a stronger plasticizer than
glycerol. As shown in Figure 2b, an increase in water
content from 0 to 20% (w/w) corresponded to a 120 K
decrease in Tg, whereas a comparable change in glycerol
content depressed the Tg by only 90 K. As the glycerol
content increased, the amount of water required to decrease
the formulation Tg to the experimental temperature de-
creased. With no glycerol added, 0.14 g water/g dry solid
was needed to lower the PVP formulation Tg to 50 °C. With
the addition of 10% (w/w) glycerol to the PVP formulation,
less water (0.05 g water/g wet solid) was needed to achieve
the same formulation Tg (50 °C).

By using glycerol to vary Tg, we have obtained PVP
formulations with similar Tgs but different water contents.
These formulations will allow us to study the effect of water
content/water activity on deamidation in formulations with
similar Tgs. As shown in Figure 2b, we also have generated
PVP formulations with similar water contents or activities
but significantly different Tgs. These formulations will help
determine the effect of Tg on deamidation at constant water
activity and water content. From these two sets of formula-
tions, the dominant role of water in peptide deamidation
in solid formulations may be inferred.

Physical AppearancesAt 50 °C, the physical appearance
of the “dry” PVP formulations (water content < 0.4% w/w)
changed as the weight percentage of glycerol increased.
Most notable was a decrease in pellet size and a change
from a brittle to a soft, sticky texture. Formulations without
glycerol were white, dry, powdery pellets. PVP pellets with
10% (w/w) glycerol were similar in appearance to the 0%
glycerol formulation, except for a decrease in size. PVP
pellets with 20% glycerol were approximately one-third the
size of the 0% glycerol PVP pellets and had a shiny, opaque
surface and a sticky texture. PVP pellets with 30% glycerol
had melted into a sticky, viscous, opaque liquid with a
yellowish color.

As the relative humidity and water content increased,
the pellet size decreased with a concomitant increase in
stickiness. At high relative humidity, the 20 and 30%
glycerol formulations became viscous liquids. The changes
in the physical appearance of the PVP formulations support
the Tg data, which indicate that the formulations are
undergoing the transition from a glassy state to a rubbery
state with increases in water and glycerol content.

Degradation ProfilessFigures 3a and 3b show the
disappearance of the Asn-hexapeptide over time for rep-
resentative PVP-glycerol formulations at different relative
humidities. Peptide degradation exhibited a pseudo-first-
order dependence on peptide content in all formulations
and at all relative humidities studied. This observation is
consistent with previous reports of Asn-hexapeptide dea-

Figure 1sWater sorption isotherms for PVP formulations of various glycerol
contents at 50 °C. The curved lines represent nonlinear least-squares fits to
the Guggenheim−Anderson−deBoer equation (eq 1) for 0% glycerol−PVP and
20% glycerol−PVP formulations. The 100% glycerol data were taken from
the literature.24

Table 1sCalculated Parameter Values and Standard Errors from
Nonlinear Least Squares Fits of the Water Sorption Data (Figure 1)
for PVP−Glycerol Formulations to the GAB Equation (eq 1) at 50 °C

PVP formulation
% glycerol Wm (g/g dry solid) Cg KGAB

0 0.101 ± 0.003 3.13 ± 0.17 0.849 ± 0.009
10 0.129 ± 0.005 1.75 ± 0.09 0.809 ± 0.009
20 0.121 ± 0.004 1.65 ± 0.08 0.833 ± 0.008
30 0.129 ± 0.004 1.29 ± 0.05 0.838 ± 0.007

Table 2sCalculated Parameter Values and Standard Errors from
Nonlinear Least Squares Fits of the Tg Data (Figure 2) to the
Gordon−Taylor Equation (eq 2)

PVP formulation
% glycerol

intrinsic
Tg

a (K)
fitted KGT

value

0 428.9 ± 2.9 0.281 ± 0.092
10 368.5 ± 1.4 0.224 ± 0.084
20 336.5 ± 2.0 0.164 ± 0.091
30 311.6 ± 1.3 0.153 ± 0.076

a The Tg of the “dry” formulation (water content < 0.004 g/g wet solid).
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midation in lyophilized formulations.6 The reaction order
was not affected by glycerol or water. The apparent first-
order deamidation rates (kobs) were determined from the
slopes of the lines shown in the figure, as described
previously.14

Deamidation KineticssEffect of Water Content and
ActivitysFigure 4 shows the effect of water content on the
decomposition of Asn-hexapeptide in lyophilized PVP with
different glycerol contents. Because the PVP formulations
had similar water sorption behavior (Figure 1), water
activity affected deamidation rates in a manner similar to
that observed for water content (data not shown). An
increase in either water or glycerol content increased the
rate of Asn-hexapeptide deamidation (Figure 4). The data
suggest that at higher water or glycerol content, increasing
the amount of either plasticizer did not affect rate as
significantly as at lower levels. Increasing the weight
fraction of water from 0 to 1 increased the rate of Asn-
hexapeptide deamidation by 3 orders of magnitude in 0%

glycerol formulations, by 2 orders of magnitude in PVP
formulations with 30% glycerol, and by only 1 order of
magnitude in 100% glycerol-0% PVP formulations.

The relatively rapid deamidation in glycerol when little
water is present suggests that deamidation may not require
water to proceed when the solvent environment allows for
sufficient reactant mobility. Deamidation in glycerol was
unaffected by increases in water content from <0.006 to
0.09 g/g wet glycerol. In contrast, much greater increases
in Asn-hexapeptide reactivity were observed in polymer-
containing formulations over the same region.

Effect of Glass Transition TemperaturesWater can act
as a plasticizer to decrease formulation Tg, with a corre-
sponding decrease in viscosity and increase in molecular
mobility.9 This increase in molecular mobility may be the
mechanism by which water promotes deamidation. By
correlating deamidation kinetics to formulation Tg at
constant water content/activity, we can determine the
plasticizing effect of water on deamidation. Figure 5 shows

Figure 2s(a) Representative thermogram for a PVP K17 sample (containing 10% glycerol and stored at 30% RH) obtained with a scan rate of 2 °C/min and
modulated at ± 1 °C/min. The endothermic Tg at 47.4 °C was calculated using the reversible heat flow curve. (b) Formulation glass transition temperature (Tg)
as a function of water content at various glycerol contents (n ) 3). The dotted line shows the experimental temperature used in the stability studies (Texp ) 50
°C, 323 K). The curved lines are the nonlinear least-squares fits to the Gordon-Taylor equation (eqn 2).
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the relationship between deamidation kinetics and Tg at
different relative humidities for Asn-hexapeptide in 0-30%
glycerol-PVP formulations and 100% glycerol.

When water activity was held constant, the rate of
deamidation increased with decreasing Tg. For formula-
tions in the rubbery state (Texp - Tg > 0), the rate of
deamidation appeared to be log linearly related to (Texp -
Tg), with no observed deviations for formulations with
different water activities. This result suggests that the
destabilizing effect of water in these formulations may be
due to its role as a plasticizer. In the glassy state (Texp -
Tg < 0), decreases in Tg at constant water activity again
resulted in increased deamidation rates. However, increas-
ing water activity or content in formulations with similar
Tgs also increased the rate of deamidation, suggesting that
the role of water in the glassy state extends beyond that
of a plasticizer. These results suggest that water may also
facilitate deamidation through its role as a medium or
reactant, especially in glassy PVP formulations.

Degradation Products and Their DistributionsIn
this study, the major degradation products observed for the
deamidation of the Asn-hexapeptide in PVP solid formula-
tions were the cyclic imide-hexapeptide (Asu), the isoAsp-
hexapeptide (isoAsp), and the Asp-hexapeptide (Asp). In
previous studies, these peptides have also been observed

to be the products of Asn-hexapeptide deamidation in
solution16,17 and in the solid state.6 The ratio of isoAsp to
Asp was ∼3, a value similar to that observed in solution
at neutral pH.16,17

Figure 6 shows the effect of water on deamidation
product distribution for the reaction in 100% glycerol. In
this figure, the “% total degradation products” was calcu-
lated on the basis of the total area under the chromato-
graphic peaks for the Asn-hexapeptide and its degradation
products at each time point. Under low moisture conditions,
the dominant degradation product is the cyclic imide-
hexapeptide. As water content increases, the product
distribution shifts toward increased formation of the
isoAsp- and Asp-hexapeptides, with a corresponding de-

Figure 3sDisappearance of the Asn-hexapeptide as a function of time at 50
°C in (a) 10% glycerol−PVP formulation and (b) 100% glycerol at various
relative humidities (n ) 3).

Figure 4sObserved rate constant (kobs) of Asn-hexapeptide degradation at
50 °C as a function of water content in various PVP−glycerol formulations
(n ) 3). Lines have been added to clarify trends and do not represent
regression.

Figure 5sObserved rate constant (kobs) of Asn-hexapeptide degradation as
a function of Tg at Texp ) 50 °C at different relative humidities (n ) 3). Water
content (in g/g wet solid) at 0% RH is <0.004, at 11% RH is 0.02, at 30% RH
is 0.06, and at 75% RH is 0.19. At each relative humidity, formulations with
increasing (Texp − Tg) (i.e., with lower Tg) were generated by adding increasing
amounts of glycerol. The dashed lines denote trends in the data and do not
represent curve fits to any equation.
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crease in the cyclic imide. At higher water contents, isoAsp
and Asp are the major degradation products with Asu
present in minor quantities. These shifts in product
distribution with increasing water content/activity were
observed for all formulations (representative plots shown
in Figures 7a and 7b, with “% total area” determined as in
Figure 6).

When little or no water was present (<0.4% w/w),
increasing glycerol content (and therefore decreasing Tg)
did not noticeably affect product distribution. However,
Figures 6, 7a, and 7b show that formulation mobility may
affect the manner in which product distributions shift
toward higher levels of isoAsp and Asp, with a reduction
in the presence of the cyclic imide as water content
increases. For example, at a water content of 0.03 g/g wet
solid (water activity ) 0.11), the fraction of Asu in the
degradation products was lower in PVP formulations with
higher glycerol contents. A higher water content was
required to obtain the same product distribution in formu-
lations with lower glycerol content and, thus, lower matrix
mobility. Because of similar water activities for formula-
tions of similar water content, water activity affected the
product distribution (data not shown) in a manner similar
to that observed for water content (Figure 6).

Discussion
Residual moisture can decrease the long-term stability

of lyophilized protein formulations by promoting chemical
degradation reactions such as asparagine deamidation.
Numerous mechanistic interpretations for the destabilizing
effect of water have been suggested based on relationships
between chemical reactivity and formulation parameters
such as water content, water activity, and Tg. However,
the unambiguous interpretation of experimental results
often is difficult because these parameters are interdepen-
dent and are affected by temperature.13,14 To avoid this
difficulty, we used glycerol as a plasticizer to change the
Tg of the PVP formulation without significantly affecting
water content or water activity. In this way, the effects of
water content/activity and Tg on the deamidation of the
Asn-hexapeptide can be determined independently in solid
PVP formulations without a change in temperature.

Mechanism of DeamidationsThe major degradation
products of Asn-hexapeptide deamidation in PVP solid
formulations are the cyclic imide hexapeptide (Asu), the
isoAsp-hexapeptide (isoAsp), and the Asp-hexapeptide
(Asp). These degradation products are identical to those
observed for deamidation in solution, suggesting that the
mechanism of deamidation in these polymer solids may be
similar to that observed in solution. In solution at neutral
pH, the deamidation of the Asn-hexapeptide occurs via
intramolecular cyclization, which results from the nucleo-
philic attack of the succeeding peptide nitrogen onto the
side-chain carbonyl of the Asn residue to form the cyclic
imide (Scheme 1).17 The cyclic imide hexapeptide is then
rapidly hydrolyzed to form the isoAsp- and Asp-hexapep-
tides.16,17 The observed ratio of isoAsp to Asp of ∼3 in these
solid formulations is also similar to the ratio observed for
Asn-hexapeptide deamidation in solution and for the
hydrolysis of the cyclic imide.16,17 In solution, isoAsp is
formed only from the hydrolysis of Asu.16 The presence of
this product in these solid formulations suggests its forma-
tion from Asu hydrolysis here as well. Taken together,
these results support the hypothesis that the deamidation
of the Asn-hexapeptide in these PVP-glycerol formulations
proceeds via intramolecular cyclization to form the cyclic
imide intermediate (Scheme 1), a mechanism similar to
that observed in solution.

Other researchers have made similar observations.
Oliyai et al. observed that Asn-hexapeptide degradation
in lyophilized formulations containing either mannitol or

Figure 6sThe Asn-hexapeptide degradation product distribution as a function
of water content in 100% glycerol after 16 days at 50 °C (n ) 3). The “%
total degradation products” was determined on the basis of the total HPLC
peak area at each time point.

Figure 7sThe Asn-hexapeptide degradation product distribution for PVP
formulations with (a) 10% and (b) 30% glycerol contents as a function of
water content (n ) 3). The “% total degradation products” was determined
on the basis of the total HPLC peak area at each time point.
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lactose yielded isoAsp, Asp, and Asu.6 They concluded that
the solid-state deamidation mechanism was similar to that
in the solution state. Strickley and Anderson showed that
the deamidation of insulin in the solid state was similar
to that in the solution state in terms of degradation
products, mechanism, and pH-rate profile.5 The interpre-
tation that the mechanism of Asn-hexapeptide deamidation
in these solid systems is via intramolecular cyclization to
form a five-membered cyclic imide hexapeptide is consistent
with the results of this study and others.

Effect of Water on Deamidation KineticssResidual
water appears to facilitate deamidation in lyophilized PVP
formulations both by enhancing molecular mobility and by
medium effects. Figures 4 and 5 show that increased
mobility (decreasing Tg) and increased solvation (increased
water content/activity) had a destabilizing effect on the
Asn-hexapeptide in PVP. When water activity was held
constant, the rate of deamidation increased with decreasing
Tg, indicating that matrix mobility may be important in
determining deamidation kinetics. Notably, water does not
appear to act as reactant in the initial loss of the Asn-
hexapeptide to form the cyclic imide. The rapid rate of
deamidation in 100% glycerol at 0% RH suggests that
deamidation can occur when very little water is present
(<0.4% w/w). Furthermore, increases in water activity of
up to 0.3 in glycerol did not affect the deamidation rate. If
water was a reactant, deamidation would not be able to
proceed in its absence, and the rate would be expected to
vary with water content/activity. Therefore, it is likely that
water is not directly affecting deamidation as a reactant.
This explanation is also consistent with the deamidation
mechanism determined in solution, in which water does
not participate directly in the formation of the cyclic imide
(Scheme 1).

Many researchers have proposed that increased dynamic
mobility in solids leads to increased chemical reactiv-
ity.1,2,7,8 The data in Figure 5 support this hypothesis. That
the plasticizing role of water facilitates deamidation in
lyophilized PVP formulations by increasing mobility is also
consistent with the apparent mechanism of Asn-hexapep-
tide deamidation. In these polymer formulations, the
deamidation of Asn-hexapeptide appears to proceed via
intramolecular cyclization to form the cyclic imide hexapep-
tide. For cyclization to occur, the asparagine side chain and
the peptide backbone require sufficient flexibility to assume

the correct local conformation. Ota et al. have shown that
decreased segmental flexibility decreases the deamidation
rate in solution.24 Because cyclization requires adequate
segmental flexibility, deamidation would be expected to be
sensitive to changes in formulation molecular mobility.

This explanation is supported by the trends in Figure 5.
We observed a sharp increase in deamidation rate with
decreasing Tg in the region of the glass transition
(Tg ∼ Texp). This increase in deamidation rate appears to
correspond with the sharp decrease in viscosity character-
istic of the glass transition. Viscosity can decrease by as
much as 4 orders of magnitude at the glass transition,
leading to a large increase in matrix mobility.8,10 The
roughly 1 order of magnitude increase in deamidation rate
shown in Figure 5 is significantly less than this potential
viscosity decrease, which may suggest that deamidation
and/or side-chain mobility is not completely coupled to
overall matrix viscosity.

Figure 5 shows that the effect of water as a plasticizer
and/or solvent on deamidation appears to depend on the
physical state of the formulation. In the rubbery state, the
strong correlation between reaction rate and Tg, regardless
of water activity/content, suggests that water affects de-
amidation predominantly through its role as a plasticizer.
In other words, water or its direct effect on deamidation is
not the rate-limiting factor. However, in glassy formula-
tions, water appears to affect deamidation via both mobility
and medium/solvent effects. The mobility mechanism is
supported by the increase in deamidation rates with
decreasing Tg when water activity/content was held con-
stant. In contrast, in formulations with similar Tg, increas-
ing water content/activity increases Asn-hexapeptide re-
activity, suggesting that water may also facilitate deamida-
tion in the glassy state through its role as a solvent. If
matrix mobility was the only factor dictating Asn-hexapep-
tide deamidation, then differences in water activity or
content would not have affected degradation rates at
constant Tg. Alternatively, even in a glassy matrix, the
peptide has some degree of mobility. Peptide mobility thus
may be influenced by increases in water content in a
manner not coupled to matrix mobility.

Interestingly, the relationship between kobs and Tg shown
in Figure 5 is linear in both the rubbery and glassy states,
with a slightly greater slope in the rubbery region. This
relationship is reminiscent of so-called “cooling curves”,
which show the transition from a liquid to a glassy solid
in terms of specific volume (or enthalpy) as a function of
temperature, and display families of near parallel curves
in the glassy state for materials cooled at different rates.25

Although this similarity suggests that deamidation rate
may be related to matrix specific volume in our studies,
this claim must be regarded as speculative on the basis of
the current data.

Because of the low amounts present, water technically
is not a solvent in these solid systems. However, it is not
unreasonable to postulate that water may affect the
reaction environment in a manner that facilitates deami-
dation. The environment to which an asparagine residue
is exposed can greatly affect its stability. Studies of
deamidation in the solution state reveal that the crucial
step for cyclic imide formation is deprotonation of the
attacking peptide bond nitrogen to form a charged activated
complex in the reaction transition state.16-18 Brennan and
Clarke have shown that deamidation at asparagine resi-
dues is markedly reduced in solvents of low dielectric
strength because of decreased stability of the anionic
peptide bond nitrogen.26 Deamidation would be expected
to be favored in polar environments, which can adequately
stabilize the charged transition state during intermolecular
cyclization. Although these findings are for the solution

Scheme 1. sSolution-state mechanism for the deamidation of the Asn-
hexapeptide at neutral pH (Adapted from Patel et al.16).
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state, water may affect deamidation in glassy formulations
by increasing the polarity of the matrix. Water may also
facilitate deamidation by serving as a medium for proton
transfer during the cyclization process.5,16

In addition to having an effect on reactant mobility,
matrix mobility may also affect the ability of a solvent to
adequately solvate and stabilize charged reaction centers.
In the glassy state, the solid polymer solvent may not have
sufficient mobility to rearrange itself to “solvate” the
charged transition state during Asu formation. Although
the polymer may be dynamically constrained, Oksanen and
Zografi have shown that water in solid PVP maintains a
high degree of mobility relative to the polymer.27 The more
mobile water may be able to facilitate deamidation by
“solvating” the charged transition state during Asu forma-
tion. In the rubbery state, PVP is more mobile than in the
glassy state. With greater mobility, PVP may be more able
to solvate and stabilize the development of a charged
transition state during deamidation. Thus, matrix mobility
may have an impact on chemical reactions beyond influ-
encing reactant mobility.

Because water appears to have a solvent effect on
deamidation in these solid systems, glycerol may have had
a solvent effect on the reaction rates in addition to a
plasticizing effect. We cannot rule out the possibility that
the increase in deamidation rates with decreasing Tg
(increasing glycerol content) is in part due to a solvent
effect (Figure 5).

Effect of Water on Deamidation Product Distribu-
tionsThree major degradation products were observed in
this study: the cyclic imide hexapeptide (Asu), the isoAsp-
hexapeptide (isoAsp), and the Asp-hexapeptide (Asp). In
these lyophilized PVP-glycerol systems, the Asn-hexa-
peptide appears to deamidate through intramolecular
cyclization to form Asu, which may degrade to produce
isoAsp and Asp. The deamidation product distribution
would then depend on Asu formation (deamidation of Asn)
and breakdown (hydrolysis to form isoAsp and Asp). In
formulations with minimal moisture content (<0.004 g
water/g wet solid), Asu is the dominant degradation
product with little isoAsp or Asp observed at the sampling
time evaluated. As water content increases, the product
distribution shifts toward less Asu and greater fractions
of isoAsp and Asp. These observations are consistent with
the hydrolytic formation of isoAsp and Asp from Asu, as
observed in solution (Scheme 1). In solution at neutral pH,
Asu undergoes spontaneous hydrolysis to form isoAsp and
Asp, where the attack of water or hydroxide ion on the
cyclic imide is the rate-limiting step.16,17,28

Because the amount of Asu observed depends on the
rates of Asn-hexapeptide deamidation and Asu hydrolysis,
the decrease in the percentage of Asu among the degrada-
tion products with increasing water content suggests that
Asu hydrolysis becomes more rapid than Asu formation
under these conditions. The shift in product distribution
with increasing glycerol content (Figures 6, 7a, and 7b)
suggests that mobility may also affect Asu hydrolysis
through its role as a plasticizer to increase formulation
mobility, although direct evidence for a plasticizing role
in this reaction was not obtained in these experiments.
These differences in product distribution may be due to
differences in the reaction time course. For example,
reactions in formulations with higher glycerol contents
occur at a faster rate. Therefore, these reactions would be
more complete than slower reactions (lower glycerol con-
tent) at the time the reactions were sampled.

Conclusion
The mechanistic role of water in the deamidation of an

Asn-containing model hexapeptide (Val-Tyr-Pro-Asn-Gly-

Ala) in lyophilized formulations containing PVP and glyc-
erol was investigated. Increases in moisture and glycerol
contents increased the rate of peptide deamidation. This
increase was strongly correlated with Tg at constant water
content and activity, suggesting that increased matrix
mobility facilitates deamidation. In rubbery systems (T >
Tg), deamidation rates appeared to be independent of water
content and activity in formulations with similar Tgs.
However, in glassy formulations with similar Tgs, deami-
dation increased with water content, suggesting a solvent/
medium effect of water on reactivity in this regime. An
increase in water content also affected the degradation
product distribution; less of the cyclic imide intermediate
(Asu) and more of the hydrolytic products, isoAsp and Asp,
were observed as water content increased. Under low
moisture conditions, the water-catalyzed hydrolysis of the
cyclic imide intermediate to produce the isoAsp and Asp is
suppressed. Thus, residual water appears to facilitate
deamidation in these solid PVP formulations both by
enhancing molecular mobility and by solvent/medium
effects, and also participates as a chemical reactant in the
subsequent breakdown of the cyclic imide.
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Abstract 0 The mechanism of organic solvent evaporation during
microencapsulation and its role during microsphere hardening has
been investigated. Evaporation and encapsulation studies were carried
out in a jacketed beaker, filled with aqueous hardening solution, which
was maintained at constant temperature and constant stirring rate in
the turbulent regime. Evaporation of dissolved methylene chloride (MC),
ethyl acetate (EA), and acetonitrile (ACN) was examined by the decline
in organic solvent concentration in the hardening bath, which was
monitored by gas chromatography. The evaporation from the bath
followed first-order kinetics under dilute conditions (e.g., MC < 3 mg/
mL), yielding an overall permeability coefficient, P. The value of P
was theoretically related to the Kolmogorov length-scale of turbulence
under conditions that favor liquid-side transport control. According to
theory, factors that favored liquid-phase control (as opposed to gas-
phase control) were those that favored a high Henry’s law constant
[i.e., elevated temperature near the normal boiling point (bp) of the
organic solvent] and properties of the dissolved organic solvent (i.e.,
low normal bp and low aqueous solubility). These theoretical
hypotheses were confirmed by (1) correlating the experimentally
determined P with process variables raised to the appropriate power
according to theory, r2 ) 0.95 (i.e., P∝ rotational speed, ω3/4, impeller
diameter, d 5/4, volume of hardening bath, V-1/4, and the product of
kinematic viscosity and diffusion coefficient, ν-5/12D 2/3), and (2)
illustrating that at constant temperature, the tendency of the evaporation
system to obey liquid-side transport control follows the same order of
increasing Henry’s law constant (i.e., MC > EA > ACN). To establish
the relationship of evaporation with microsphere hardening, the decline
in MC concentration was determined in both the continuous and
dispersed polymer phases during microencapsulation. By applying a
mass balance with respect to MC in the hardening bath, the cumulative
hardening profile of the microspheres was accurately predicted from
the interpolating functions of the kinetics of MC loss from the bath
with and without polymer added. These results have potential use for
microsphere formulation, design of encapsulation apparatus, and scale
up of microsphere production.

Introduction
The solvent evaporation encapsulation method has been

widely used for preparation of microspheres for the con-
trolled release of drugs. During encapsulation, a single oil-
in-water (o/w) emulsion is commonly used for un-ionized
and lipophilic drugs, and a double w/o/w emulsion is often
used for the encapsulation of hydrophilic or ionized com-
pounds, such as proteins and peptides.1 Despite the wide-
spread use of this technique, encapsulation methodologies

are still largely based on trial and error. More quantitative
theory and experiments are required to improve our
understanding of how the encapsulation conditions affect
the final particle characteristics. Such studies also may
help to reduce batch-to-batch variation, organic solvent
residual content, and scale up difficulties.

The physical chemical events that take place between
emulsion formation to eventual microsphere hardening can
be separated into several components; such as diffusion of
the organic solvent from the embryonic particles into the
aqueous hardening bath, evaporation of the solvent, poly-
mer phase separation at the microsphere surface, particle
coalescence, and drug loss into the hardening bath. Among
these coupled events, the rate of solvent evaporation will
directly influence the organic solvent level in the hardening
bath, which in turn will influence the chemical potential
gradient of the same species across the particle hardening
surface, and consequently, the solvent removal rate. It has
been shown that the solvent removal rate can have
significant effect on the microsphere properties.1-5 There-
fore, the evaporation rate kinetics was selected as a logical
place to begin quantitative evaluation of these coupled
physical chemical events during microsphere preparation.

The objectives of this paper were (1) to devise a theory
to relate process conditions to organic solvent evaporation
rate from a stirred aqueous hardening bath, (2) to test such
a theory experimentally by measuring solvent evaporation
kinetics, and (3) to use the theoretical model to predict the
kinetics of microsphere hardening during encapsulation by
simultaneously monitoring the kinetics of organic solvent
levels in the continuous phase of the hardening bath.

Theoretical Section
Definition of Permeability CoefficientssConsider a

system consisting of a stirred jacketed beaker filled with
an aqueous hardening bath maintained at constant tem-
perature, as shown in Figure 1A. An overhead mixer
rotates an impeller of type shown in Figure 1B at constant
rotational speed sufficient to induce turbulent flow [e.g.,
the impeller Reynolds number (Re) >1000 for the system
described in Figure 1].6 Re is defined as

where ω, d, and ν are the rotational speed, impeller
diameter, and fluid kinematic viscosity, respectively.

When a volatile organic solvent is introduced in the
aqueous hardening bath below its aqueous solubility, the
solvent dissolves and begins to evaporate. The solvent
either is added directly or accumulates during hardening
of the polymer microspheres. Let an overall (or total)
permeability coefficient (equivalent to overall mass transfer

* To whom correspondence should be addressed. Telephone: (614)-
688-3797. Fax (614)292-7766. E-mail: schwende@dendrite.pharm-
acy.ohio-state.edu.

Re ≡ ωd2

ν
(1)
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coefficient) at the air/liquid interface, P, be defined in the
usual way from the quotient of mass flux of the evaporating
organic solvent, js, and the difference in bulk concentration
in the bath (continuous phase), C, and some point in space
above the bath where the concentration becomes zero; that
is

The P may be separated into contributions of the liquid
and gas sides according to eq 37

where PL and PG are the liquid-side and gas-side perme-
ability coefficients, respectively, and H is Henry’s law
constant.

Organic Solvent Mass Balance in the Hardening
BathsA mass balance with respect to the organic solvent
in the continuous phase during hardening of the micro-
spheres yields

where V, RH, RE, A, and t are the volume of the fluid,
overall rate of organic solvent removal from microspheres
(or hardening rate), rate of solvent evaporation, air/water
surface area, and time, respectively.

To determine P, let RH ) 0 by addition of organic solvent
directly (i.e., no microspheres) and the concentration in the
solvent bath is monitored. P has been reported to be
independent of C,4,7,8 which results in first-order evapora-

tion kinetics. In this case, integration of eq 4 gives

where C0 is the initial organic solvent concentration in the
bath. During encapsulation, RH > 0 and integration gives
an expression for cumulative mass removed from micro-
spheres, MH, as follows:

Hence, the cumulative solvent removed may be related to
the permeability coefficient and the concentration-time
profile in the continuous phase during encapsulation.

Calculation of the Kolmogorov Length-ScalesThe
size of the characteristic eddy, or Kolmogorov length, δK,
induced by turbulence originating from the energy input
from the impeller, is9

where ε is the energy dissipation rate per unit mass of fluid.
The Kolmogorov length can be described as the length scale
of the smallest eddy at which inertial forces equal viscous
forces. In turbulent fluids, large eddies become unstable
and cascade into smaller eddies without energy loss until
δK is reached. At δK eddies disappear losing their kinetic
energy to thermal energy.

To calculate δK, ε must be determined. For isotropic
turbulence, ε is equivalent to the rate of energy loss from
the impeller to the fluid, Q̇, divided by the mass of fluid
(FV). Q̇ is given as10

where F is the density and Np is the dimensionless power
number, which is dependent on the impeller type and
thickness, as well as the presence or absence of baffles in
the tank.

Thus, in a hardening tank containing a fluid volume, V,
by combining eqs 7 and 8, δK becomes

Estimating the Liquid-Side Boundary Layer Thick-
ness, δDsThe movement of the fluid near an air/liquid
interface is somewhat more controversial than near a solid/
liquid interface. Near a solid/liquid interface, the turbu-
lence is damped within a viscous sublayer, δV, over which
the bulk mean velocity is dissipated with the square of
position toward the interface.8 At the interface, the fluid
velocity becomes zero in all directions. Near an air/liquid
interface, only the velocity component normal to the surface
is zero. At a ‘clean’ interface (i.e., a surface free of
contaminants), the vertical mean velocity is dissipated
linearly with position toward the interface, and the bound-
ary layer thickness, δD ()D/PL), is given as8

where Re* is the local Reynolds number, ue‚δe/ν, of
approaching eddies (ue and δe are velocity and length scale
of the eddy, respectively) to the interface, and Sc is the

Figure 1sStirring apparatus used to assess evaporation from the hardening
bath. (A) A jacketed beaker was maintained under constant rotational speed
and temperature. In some cases, a light flow of N2 gas was delivered across
the air/water interface to disrupt the gas-phase boundary layer. (B) Side and
top views of the turbine impeller used to mix the bath.
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Schmidt no. (ν/D), where D is the diffusion coefficient of
the volatile species evaporating at the air/liquid interface.

Most surfaces, however, contain contaminants, especially
in small-scale laboratory and industrial flows.8 In this so-
called ‘dirty’ interface category, surface-active substances
(e.g., organic solvent molecules and surfactant molecules
in the case of encapsulation by solvent evaporation) are
present in excess at the surface. The mean vertical velocity
component is then dissipated with the square of position
(like the solid/gas interface case) and

If the characteristic length, δe, is assumed to be propor-
tional to the Kolmogorov length-scale, δK, then

Finally, by assuming a constant impeller type and thick-
ness, and turbulent flow conditions, Np becomes nearly
constant10 and δD may be related to system variables as
follows:

This result also may be given in nondimensional form.
The Sherwood number, Sh, is equivalent to Pd/D. Under
liquid-side transport control according to the film theory,7
P ) PL ) D/δD and

Ko is introduced as the corrected Kolmogorov number as
follows:

which is defined as the ratio of the impeller diameter to
the Kolmogorov length corrected for Np

1/4; that is, Ko ≡
d/(Np

1/4δK).
The relationship in eq 14 can also be written in a manner

to test the dependence on individual variables; that is

or

Finally, it is useful to note that the same relationship may
be obtained from

which has been reported for mass transport at the interface
of bubbles or small drops dispersed in a liquid.7

Materials and Methods
ChemicalssMethylene chloride (MC) was purchased from

Fischer Scientific with gas chromatography (GC) purity of 99.9%.
High-performance liquid chromatography (HPLC) grade acetoni-
trile (ACN), ethyl acetate (EA), and 2-propanol were also obtained
from Fisher Scientific. PRA grade chloroform (suitable for pesticide
residual analysis) was purchased from Sigma-Aldrich with GC

purity of 99.9%. Poly(DL-lactide-co-glycolide) (PLGA; 50:50; intrin-
sic viscosity, 0.65 dL/g in hexafluoro-2-propanol (HFIP) at 30 °C;
lot no. 410-27-1A) was obtained from Birmingham Polymers, Inc.,
and 80% hydrolyzed poly(vinyl alcohol) (PVA; average MW 9000-
10 000) was purchased from Aldrich Chemical Company. Triam-
cinolone acetonide was obtained from Sigma Chemical Company
with 99% purity. All chemicals were used as received.

Evaporation of Organic Solvents from Aqueous Solutions
Evaporation of organic solvents from aqueous solution was carried
out in a jacketed beaker (unbaffled), which was connected with a
TYP FS2N water bath (HAAKE Instruments Inc., Saddle Brook,
NJ) to maintain constant temperature. Dimensions of the jacketed
beaker were 59 mm i.d., 90 mm o.d., and 122 mm height. An
overhead stir-tester (G. K. Heller HST 20 series) was purchased
from Glas-Col (Terre Haute, IN) and used to maintain a stable
rotational speed (100-900 rpm) of an axially mounted turbine
impeller (see Figure 1A). Turbine stirrers (45° pitch-blade and
ringed, Figure 1B) all had the same thickness (1.2 cm) and were
purchased from IKA-WORKS, Inc. (Wilmington, NC; catalog nos.
R1311, R1312, and R1313 for stirrers with o.d.’s of 3, 5, and 7 cm,
respectively). During the study, a known amount of organic solvent
was dissolved in various volumes (150-1000 mL) of double
distilled water or 0.3% PVA aqueous solution at a preset temper-
ature and constant rotational speed. Samples were taken at
scheduled time intervals and assayed by GC. When examining the
large stirrer diameter or large bath volume, a glass cylindrical
tank (top open, 166.5 mm i.d., 87.5 mm height) placed directly
into the constant temperature bath was used. The constant
temperature was confirmed by reading a thermometer inserted
directly in the tank.

The volume replacement after each sampling was not carried
out for the organic solvent evaporation studies at low tempera-
tures. Control experiments demonstrated that the volume loss due
to sampling had little influence on the determination of perme-
ability coefficient (data not shown). However, at relatively high
temperatures (T > 40 °C), the volume loss due to evaporation of
water became noticeable. Under such conditions, manual water
replacement was completed at 10-min intervals at a rate roughly
equal to the evaporation rate so that total volume of the bath was
kept nearly constant.

Organic Solvent Analysis by Gas Chromatographys
Sample analysis was performed on a Varian series 3700 GC with
a 5% Carbowax 20M 80/120 Carbopack B-AW analytical column
(Supelco). The GC conditions for determination of MC, EA, and
ACN in aqueous samples were as follows: N2 and H2 carrier gas
flow rate, 30 mL/min; air flow rate, 300 mL/min; column oven
temperature, 100 °C; and injector and flame ionization detector
temperatures, 200 °C. For organic samples where MC was
extracted by chloroform, a programmed column temperature
gradient with the following settings was used: initial temperature
of 100 °C for 2 min, followed by a temperature gradient of 80 °C/
min, then a final temperature of 200 °C for 4 min.

Disruption of Gas-Phase Boundary Layer by Blowing N2
(g) over the Gas/Liquid InterfacesThe evaporation experi-
ments with nitrogen flow were carried out under identical condi-
tions as the typical evaporation experiments, except that com-
pressed nitrogen gas at room temperature was blown over the
liquid/gas interface from a metal ferrule at a fixed gauge pressure
(∼28 psig; Figure 1A). The distal part of the metal ferrule was
deformed to blow directly toward the center of the stirrer shaft to
avoid violent disturbance to the surface of the evaporating solution.
In this configuration, the gas was presumably forced from the
bottom of the vortex outward along the surface of the liquid.

Encapsulation of Triamcinolone Acetonide by the Sol-
vent Evaporation MethodsThe solvent evaporation encapsula-
tion process was carried out by dissolving 2 × 800 mg of PLGA
50/50 and 2 × 40 mg of triamcinolone acetonide in 2 × 4 mL of
MC in two 18 × 150-mm Pyrex glass tubes. A 1% (w/w) PVA
aqueous solution (4 mL) was added to each tube, and the system
was mixed for 20 s at the highest speed setting on a Vortex Genie
2 (Scientific Industries Inc., Bohemia, NY). The emulsion produced
in both tubes was poured into a jacketed beaker (Figure 1A) that
contained 142 mL of 0.3% PVA solution (30 °C), and the resulting
mixture was stirred at 600 rpm. Samples drawn at specified times
were assayed for organic solvent content. After 4 h of agitation,
microspheres were collected, centrifuged, washed with double
distilled water three times, freeze-dried for 2 days, and stored
desiccated in microcentrifuge tubes at 4 °C.

δD ∝ δe‚Sc-1/3 (11)

δD ∝ δK‚Sc-1/3 (12)

δD ∝ (Vd
Re3)1/4

Sc-1/3 (13)

Sh ) d
δD

∝ Ko‚Sc1/3 (14)

Ko ) (Re d
x3V)3/4

(15)

P ∝ d5/4V-1/4ω3/4ν-5/12D2/3 (16)

δD ) D/P ∝ d-5/4V1/4ω-3/4ν5/12D1/3 (17)

Sh ∝ [d4(Q̇/V)

Fν3 ]1/4

‚Sc1/3 (18)
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Determination of MC Levels in Dispersed and Continu-
ous Phases during EncapsulationsFor MC evaporation with-
out encapsulation, 1-mL aliquots were drawn from the hardening
bath at each time point and stored at 4 °C in 1.9-mL Fisherbrand
glass vials with a plastic screw cap fitted with a Teflon insert until
GC analysis. A 50 µL aliquot of internal standard solution was
added to each sample and mixed by vortex.

For determination of MC levels during encapsulation, samples
were taken at each scheduled time point, which lasted <1 min/
sample. A 0.3% PVA aqueous solution (2 mL) was replenished after
each sampling procedure. For determining the MC content of the
aqueous continuous phase, 1.4 mL of aqueous dispersion was
withdrawn with a 5-mL polypropylene syringe and filtered through
a 0.22-µm hydrophilic poly(tetrafluoroethylene) (PTFE) Millex
filter unit (SE2M035J5, Millipore Corp.). Triplicate 200-µL aliquots
from the filtered solution were mixed with 800 µL of pure water
and 50 µL of internal standard and were subjected to GC analysis.
Solvent concentrations were calculated by using a standard curve
constructed with a filtered 0.3% PVA solution that contained
known solvent concentrations processed by the same procedure.

For determination of MC in microspheres, the amount of MC
in the dispersion was subtracted from the MC in the continuous
phase. To accomplish this, triplicate 0.2-mL aliquots were taken
directly from the stirred aqueous dispersion and placed in glass
vials containing 0.5 mL of chloroform to prevent fast evaporation
of MC. The glass vials were capped immediately. Samples were
later mixed by vortex for 5 s and stored overnight at 4 °C to extract
MC into chloroform before the GC analysis. The calculation of
concentration of MC in the sample was based on the standard
curve constructed by equilibrating a series of known amounts of
MC in 0.5 mL of chloroform with 0.2 mL of 0.3% PVA aqueous
solution, as in the sample preparation case. An impurity in the
purchased PRA grade chloroform was used as the internal
standard after appropriate validation to correct for variability in
injection volume. This compound was stable in chloroform and its
polarity was similar to that of MC.

The MC content in the hardening polymer phase (w/w MC/
PLGA ratio) during the hardening period was calculated with eq
27, which is described in the Data Analysis section. The MC loss
during pouring was determined gravimetrically after pouring the
emulsion into a tared capped bottle.

Determination of MC Solubility in 0.3% PVA Aqueous
SolutionsA 5-mL aliquot of MC was added to 10 mL of 0.3% PVA
(aq) in 20-mL scintillation vials and mixed. Samples were put on
a type 50800 Thermolyne shaker (Bamstead/Thermolyne Corp.,
Dubugue, IA) under mild agitation in a Precision Economic
Incubator (Precision Scientific, Chicago, IL) set at 30 ( 0.5 °C.
Samples were taken out every 8 h and vigorously agitated. After
2 days, 200-µL aliquots were removed from the aqueous layer and
mixed with 800 µL of pure water and 50 µL of internal standard,
and then assayed by GC. Solubility of MC at 30 °C was determined
to be 22.6 ( 0.7 mg/mL (mean ( SD, n ) 6).

Data AnalysissCalculation of the Surface AreasSurface area,
A, used to determine P was estimated manually for each stirring
condition. First, a line was drawn around the outer wall of the
stirred beaker, which traced the contour of the air/water surface
during the evaporation experiments. After the experiment, a piece
of paper was inserted vertically into the beaker and a second line
was obtained by projecting the first contour line on the paper. The
surface area was calculated by integrating the strips, which were
generated by rotating the projected line (which had been segmen-
tally divided) about its center axis.11

Determination of Permeability Coefficient PsBelow ∼3 mg/mL
(for MC), the slope of ln C versus t line was constant, and eq 5 is
thus satisfied. The value of P was determined from P ) k′V/A,
where k′ is the least squares slope of ln C versus t data. The r2

was invariably >0.99.
Estimation of Diffusion Coefficient and Kinematic Viscosity in

the Hardening BathsThe diffusion coefficients for various organic
solvents in the aqueous hardening bath under different temper-
atures were estimated by the Wilke-Chang equation:12

where D is the mutual diffusion coefficient of organic solvent at

very low concentrations in the aqueous solvent (cm2/s), MB is the
molecular weight of water, T is the temperature (K), ηB is the
viscosity of water (cp), VA is the molar volume of organic solvent
at its normal boiling temperature (cm3/mol), and Φ is the associa-
tion factor (2.6 for water). Values of VA for EA and ACN were taken
from literature,12 whereas the VA for MC was calculated from the
average of estimation methods by Schroeder and Le Bas.12

where k1 ) -0.02471, k2 ) 4209, k3 ) 0.04527, and k4 )
-0.00003376.

The kinematic viscosity was determined from the ratio of ηB
with eq 20 and F, which was obtained from literature.10

Prediction of Hardening Profile from Microspheres During
EncapsulationsAccording to eq 6, the cumulative organic solvent
removed from microspheres, MH, can be expressed as a function
of V, A, C, P, and t. Because V, A, and C can be determined directly
during the encapsulation experiment and P can be obtained from
pure evaporation experiments carried out under the same condi-
tions as during encapsulation, the hardening profile [i.e., MH(t)
versus t] can be predicted without direct measurement.13

However, most encapsulation protocols result in values of C in
the range where P is dependent on C. The origin of this dependence
is largely determined by the contribution of the derivative of ln-
(activity coefficient) with respect to ln C.7 The value of P(C) was
determined from a series of pure evaporation experiments (C0 =
CS) under the encapsulation conditions of interest (i.e., V ) 150
mL, d ) 3 cm, T ) 30 °C, and ω ) 600 rpm). According to eq 4,
when RH ) 0,

which may also be written as

An nth-order polynomial interpolating function, pn(ln C), was fit
to the t versus ln C data obtained during evaporation. The P(C)
was then determined from the derivative of the pn(ln C) with
respect to ln C. The interpolating function is

The derivative, dln C/dt, may be determined from eq 23 by using
the chain rule

From eqs 22 and 24, P(C) becomes

Over the entire concentration range where encapsulation occurs,
eq 6 may be rewritten as follows, accounting for concentration-
dependent P(C):

where C0 ) 0, and qm(t) is an mth order polynomial interpolating
function for C versus t during encapsulation. From eq 26, the
hardening profile MH was determined numerically by the Runge-
Kutta method14 on a spread sheet (time step size ) 0.1 min).

Calculation of Cumulative Amount of MC Removed, MH, during
EncapsulationsThe MC content in the dispersed polymer phase
was calculated on the basis of the difference of MC in the total
aqueous dispersion and in the continuous phase, as follows:

D )
7.4 × 10-8(ΦMB)1/2T

ηBVA
0.6

(19)

ln ηB ) k1 + k2/T + k3T + k4T
2 (20)

V dC
dt

) -P(C)‚AC (21)

P(C) ) -V
A

d ln C
dt

(22)

t ) an(ln C)n + ... + a1(ln C)1 + a0 ) pn(ln C) (23)

d(ln C)
dt

) 1
nan(ln C)n - 1 + ... + a1

) 1
d[pn(ln C)]

d(ln C)

) 1
pn′(ln C)

(24)

P(C) ) -V
A

1
pn′(ln C)

(25)

MH(t) ) ∫0

t
RHdt ) V[C(t) - C0] - V∫0

t 1
pn′(ln C)

Cdt )

V[qn(t) - ∫0

t qm(t)

pn′[ln qm(t)]
dt] (26)
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where CT, MP, and Ψ, are the measured MC content in the aqueous
dispersion, the overall mass of PLGA in the dispersed system, and
the ratio of the volume of the continuous phase to the volume of
the entire aqueous dispersion, respectively. The value of Ψ ranged
from 0.95 to 1.0 in the experiment and was approximated by

where CT(0) is the initial MC content in the aqueous dispersion.
The cumulative amount of MC removed during hardening (or

the cumulative hardening profile), MH, was then calculated
according to the following equation:

where CDP
0 was estimated by the starting weight ratio of the MC

to the polymer just before the emulsion was formed and then
corrected by the loss of MC into the air during pouring. This loss
was determined to be 4.0 ( 0.6% (mean ( SD, n ) 5).

Results
Organic Solvent Evaporation KineticssThe kinetics

of evaporation in the hardening bath was observed to be
first-order under dilute conditions (C < 3 mg/mL), as shown
for MC evaporation in Figure 2. Also shown in the figure
is that increasing either rotational speed or temperature
resulted in a faster loss of solvent from the bath (i.e., an
increased evaporation rate). The slope of the first-order
plots of the type in Figure 2 and the determined air/water
surface area (see Experimental Section) allowed the cal-
culation of the P.

Correlation of P with Process VariablessTo test the
correlation in eq 16, four variables were varied indepen-
dently during the evaporation of MC: temperature (T),
liquid volume (V), rotational speed (ω), and diameter of the
overhead stirrer (d). Among these variables, V, ω, and d
directly appear in the theoretical relationship for P in eq
16. The T influences both kinematic viscosity of water (ν)
and the diffusion coefficient of organic solvent in the water
(D). The results are shown in Figure 3.

Good linearity between P and process variables, which
were raised to their appropriate power according to eq 16,
was observed for ω, V, and d under tested conditions. The
value of ω was varied from 100 to 900 rpm, that of V from
150 to 1000 mL, and that of d from 3 to 7 cm. The
correlation between P and ν-5/12D2/3 [i.e., f(T)], however, was
not as successful at first glance. A significant deviation
from linearity was observed at 5 °C.

Because Pexp became nonlinear with respect to the
product, ν-5/12D2/3 at the low T, a partial gas-phase control
was postulated. According to this postulate, the plotted
data from Figure 3 obtained at T g 25 °C were combined
to form a master curve, yielding a proportionality constant
a, according to eq 16. Excellent agreement was observed
(r2 ) 0.95), as shown in Figure 4. This high correlation
strongly validates eq 16 for the prediction of P for MC at
T g 25 °C.

Contribution of the Gas-Phase Unstirred Layer to
the Overall Mass Transport ResistancesTo under-
stand the deviation from eq 16 by the MC data at low T in
Figure 3 and to understand the rate-limiting step for mass
transport during organic solvent evaporation, the evapora-
tion of two additional solvents, EA and ACN, were studied.
In addition, a light flow of nitrogen gas across the air/water
interface was included in the experimental procedure to

disturb any unstirred layer in the gas phase. It was
assumed that by blowing the N2 (g) over the surface of the
liquid, the unstirred layer in the gas phase would be mixed,
shifting the rate-determination step (transport control step)
to the liquid side. It was also assumed that the light flow
of gas would have little effect on the boundary layer in the
liquid phase because the N2 gas flow did not have a direct
impact on the gas/liquid interface; that is, the liquid surface
contour was not significantly distorted.

Because T appeared to play a role in the transport
control of MC in Figure 3, the temperature was varied with
and without N2 flow during the evaporation of the three
solvents. As shown in Figure 5, the flow of N2 gas increased
the P in all cases. However, in the two experiments

CDP(t)(w/w) )
[CT(t)/Ψ(t) - C(t)]V

MP
(27)

Ψ(t) = 1 -
CT(t) - C(t)

CT(0)
(28)

MH ) V[CDP
0 - CDP(t)] (29)

Figure 2sLoss of MC in the hardening bath follows first-order kinetics under
dilute condtions. (A) Temperature was varied from 5 ([), to 25 (2), to 30
(1), to 35 (9) and to 40 (b) °C while maintaining ω, V, and d at 600 rpm,
150 mL, and 3 cm, respectively. (B) Rotational speed was varied from 100
(]), to 300 (3), to 450 (4), 600 (0), and 900 (O) rpm, while maintaining T,
V, and d at 30 °C, 150 mL, and 3 cm, respectively.

Figure 3sCorrelation of process variables with permeability coefficient P.
The measured P was correlated with (A) ω3/4 at constant T, V, and d; (B)
V-1/4 at constant ω, T, and d; (C) d5/4 at constant ω, T, and V; and (D) ν-5/12

D2/3 (variation of T) at constant ω, ν, and d. The theoretical lines were produced
from the master curve in Figure 4. Constant conditions were T ) 30 °C (303
K), ω ) 600 rpm, V ) 150 mL, and d ) 3 cm. * The evaporation mechanism
at the lowest temperature (T ) 278 K) was governed by both the gas and
liquid phases (see Figure 5).
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included in the master curve (Figure 4; i.e., MC at 25 and
35 °C), the increase was not substantial (<15%). This result
indicated that the gas phase had negligible resistance to
the transport of MC under these conditions, which is
consistent with the assumptions used to arrive at eq 16.
In contrast, as T was decreased to 5 °C, the presence of N2
(g) raised the value of Pexp near the value expected by
liquid-side control as determined with eq 16. This large
difference in Pexp induced by N2 flow justifies the exclusion
of the 5 °C data in Figure 4.

EA and ACN were selected for evaluation because their
Henry’s law constants, H, favor gas-phase control relative

to MC. Because PL or PG should not strongly depend on
the type of solvent, H was used as an indicator of the gas
to obey liquid-side transport control at a given temperature
according to eq 3. In Table 1, the relative trend of the
values of H for various solvents at constant T is given.
Because MC has a low bp (and a high saturated vapor
pressure, pv) and a low solubility in water (Cs), H (∼ pv/
Cs) must be a relatively high value. Because EA has a
higher bp (therefore a lower pv) and a higher Cs than MC,
it must have a lower H (i.e., H ) medium). Finally, because
ACN has an equivalent bp to EA but is completely miscible
with water, the H for ACN must be even lower (i.e., H )
low). Therefore, it is expected that the trend favoring liquid-
side transport control is MC > EA > ACN.

As shown in Figures 5B and 5C, as T was increased,
Pexp, w/o N2(g) for EA and ACN approached both the Pexp, w/N2 (g)

and the Ptheo, as was the trend for MC just described. Also
as expected, the resistance in the gas phase was steadily
more difficult to overcome as H was decreased (following
the trend MC < EA < ACN), indicating the gas-phase
resistance increases as H decreases. At 25 °C the transport
control was in the liquid phase for MC, in both liquid/gas
phases for EA, and in the gas phase for ACN (Table 1).
These data are consistent with (1) the validity of the
correlation in eq 16 to predict P under liquid-side transport
control conditions, and (2) the presence of significant gas-
phase resistance when H becomes too low.

Independence of δD on TsThe theoretical boundary
layer thickness in the liquid phase varied from ∼30 to 170
µm, as shown in Table 2 (which also summarizes the
evaporation data). The range of δD values determined from
theory are consistent with typical values quoted from the
literature.7 A particularly notable trend was the indepen-
dence of δD on T. In Table 2, for protocol #1-5, δD ∼ 45 µm
for a temperature range of 5-40 °C. This theoretical result
was also confirmed experimentally as indicated by the
equivalence of Pexp,w/N2 gas and Ptheo for this data set.25

Determination of Concentration-Dependent Per-
meability CoefficientsTo make practical use of the
evaporation treatment described here, the evaporation was
related to the formulation of the microspheres; that is,
microsphere hardening kinetics. To illustrate this relation-
ship, the permeability coefficient in the concentration-
dependent regime was acquired under the same conditions
used during the encapsulation (vide infra). To obtain a
reliable permeability coefficient P(C) for the calculation,
multiple pure evaporation experiments were performed
(three of them from pure water and one of them from 0.3%
PVA aqueous solution17). After fitting each group of data
with a 4th-order polynomial (see eq 11), the data were
normalized by plotting ln C versus (t - a0), as shown in
Figure 6A. This normalization was necessary because MC
is so volatile that it is very difficult to start at an exact

Figure 4sGeneration of master curve for evaporation under turbulent flow
conditions and liquid-side transport control. The P was correlated with the
product (ω3/4d5/4V-1/4ν-5/12D2/3), r2 ) 0.95. The data were obtained from
evaporation of MC at T g 25 °C (liquid-side transport control, see Figure 5).
The proportionality constant, a, was 0.18. Insert: The master curve in
dimensionless form: Sh is correlated with Ko‚Sc1/3 (r2 ) 0.97) for the same
data set.

Figure 5sThe influence of the gas-phase resistance to solvent evaporation.
The gas-phase boundary layer was either unaltered (closed symbols) or
disrupted by light N2(g) flow over the air−water surface (open symbols). The
ratio of experimental permeability to that calculated from the master curve
obtained in Figure 4 (i.e., Pexp/Ptheo) was determined for (A) methylene chloride,
(B) ethyl acetate, and (C) acetonitrile.

Table 1sProperties of Organic Solvents Examined for Evaporationa

organic
solvent bp (°C)b pv Cs (w/w) H (∼pv/Cs)

observed transport
control at 25 °Cf

MC 40 high 2.0%c high liquid
EA 77 med 6.92%d med mixed (gas/liq)
ACN 82 med miscibled lowe gas

a Abbreviations: bp normal boiling point; pv, saturated vapor pressure; Cs,
aqueous solubility; H, Henry’s law constant. b Values were taken from ref 15.
c Values at 25 °C were taken from ref 16. d Values at 25 °C were taken from
ref 15. e H ∼ pv/Cs only applicable to EA and MC. ACN is completely miscible
with H2O resulting in a very low H. f See Table 2.
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concentration at a precise designated time. Also shown in
the figure, the second-, third-, fourth-, and sixth-order
polynomial fit (according to eq 23) for the same group of
data all interpolated the data extremely well. To select the
optional pn(ln C), the slope of each polynomial was com-
pared with the slope of the data as C approaches Cs, as
shown in Figure 6B. Among n ) 2, 3, 4, and 6, the optional
fit according to this criterion was between n ) 3 an 4, so
p3(ln C) was selected for future use.

Predicting Microsphere Hardening KineticssTo
test the ability to predict the hardening profile, a drug
soluble in MC, triamcinolone acetonide, was encapsulated
in PLGA microspheres under standard conditions of en-
capsulation. These data are shown in Figure 7. The
normalized MC concentration in the continuous phase (i.e.,
C/Cs) became essentially saturated (C*∼1) for the first 40
min, and then declined sharply until negligible solvent
remained by 200 min. The normalized MC concentration
in the dispersed phase (i.e., CDP/CDP

0) declined exponen-
tially over this time interval until the particles were dry.

Also shown in Figure 7 is the 6th-order interpolating
function of C(t), q6(t). From q6(t) and p3′(ln q6(t)), the
hardening profile MH(t) was predicted and displayed in
Figure 8. The theoretical MH matched very closely with the
experimental value determined from the CDP versus t data
shown in Figure 7. Thus, both the concentration-dependent
P(C) determined without encapsulation and the experi-
mental procedure to detect C and CDP have been validated.

Distribution of Organic Solvent during Encapsula-
tionsThe distribution of MC during encapsulation of
triamcinolone acetonide is depicted in Figure 9. Note again,
over the first 40 min, the concentration of MC in the
continuous phase was nearly saturated. It is important to
note that hardening still occurred over this time interval,
despite this elevated bath concentration, at a rate very
similar to the evaporation rate.18 Thus, the hardening rate
during this interval was limited by evaporation. After this
period, the hardening rate declined and the MC amount
in the continuous phase began to fall below saturation. The

Table 2sSummary of Evaporation of Organic Solvents from the Aqueous Hardening Bath

protocol # solvent T (K)
ν × 10-3

(cm2/s)
D × 10-5

(cm2/s) V (cm3) d (cm) ω (rpm) Aexp (cm2)
Pexp × 10-3

(cm/s)
Ptheo × 10-3

(cm/s)a δD ()D/Ptheo) (µm)
transport
controlb

1 MC 313 6.75 1.84 150 3 600 35.5 4.32 4.15 44.3 liq
2c MC 308 7.42 1.65 150 3 600 35.5 3.63 (4.04) 3.71 44.5 liq
3 MC 303 8.21 1.47 150 3 600 35.5 2.96 3.29 44.6 liq
4c MC 298 9.14 1.29 150 3 600 35.5 2.80 (3.29) 2.90 44.7 liq
5c MC 278 15.0 0.73 150 3 600 35.5 1.08 (1.86) 1.60 45.7 gas/liq
6 MC 303 8.21 1.47 150 3 900 44.5 4.75 4.46 32.9 liq
3 MC 303 8.21 1.47 150 3 600 35.5 2.96 3.29 44.6 liq
7 MC 303 8.21 1.47 150 3 450 33.7 2.43 2.65 55.3 liq
8 MC 303 8.21 1.47 150 3 300 29.9 2.09 1.96 75.0 liq
9 MC 303 8.21 1.47 150 3 100 27.4 1.15 0.86 170.8 liq
3 MC 303 8.21 1.47 150 3 600 35.5 2.96 3.29 44.6 liq

10 MC 303 8.21 1.47 200 3 600 35.5 2.90 3.06 47.9 liq
11 MC 303 8.21 1.47 250 3 600 35.5 2.78 2.90 50.6 liq
12 MC 303 8.21 1.47 300 3 600 35.5 2.67 2.77 53.0 liq
13 MC 303 8.21 1.47 450 3 600 35.5 2.52 2.66 55.1 liq
14d MC 303 8.21 1.47 1000 3 600 224.7 2.04 2.05 71.6 liq
15d MC 303 8.21 1.47 1000 3 300 217.7 1.22 1.22 120.4 liq
16d MC 303 8.21 1.47 1000 5 300 224.2 2.52 2.31 63.6 liq
17d MC 303 8.21 1.47 1000 7 300 246.4 3.69 3.51 41.8 liq
18c EA 338 4.52 2.35 150 3 600 35.5 4.81 (5.99) 5.78 40.7 gas/liq
19c EA 298 9.14 1.01 150 3 600 35.5 1.29 (2.57) 2.45 41.1 gas/liq
20c EA 278 15.0 0.57 150 3 600 35.5 0.25 (0.78) 1.36 41.9 gas
21c ACN 352 3.80 4.23 150 3 600 35.5 3.33 (8.42) 9.19 46.1 gas/liq
22c ACN 338 4.52 3.40 150 3 600 35.5 2.28 (5.84) 7.38 46.0 gas/liq
23c ACN 298 9.14 1.46 150 3 600 35.5 0.35 (0.84) 3.14 46.5 gas

a Ptheo ≡ a ω3/4d5/4V-1/4ν-5/12D2/3 (where a is the regression constant), according to linear regression of master curve in Figure 4. b Transport governed by
liquid-side (liq), gas-side (gas), or a combination (gas/liq). c Blowing of N2(g) over the air/liquid surface was also performed for this protocol; value of Pexp for
blowing experiment is given in parentheses. d The large glass vessel instead of the jacketed beaker was used to perform the evaporation study.

Figure 6s(A) Determination of the interpolating nth order polynomial function
to describe the permeability coefficient. The 2nd (−‚‚‚−), 3rd (− −), 4th (‚‚‚‚),
and 6th (s)-order polynomial functions, pn(ln C), were fitted according to eq
21 for the normalized evaporation data (n ) 4). (B) The dependence of P on
C (log-scale), as determined from the derivative of the nth order polynomial
interpolating functions with respect to ln C according to eq 25.
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sum of MC mass from experimentally determined C, CDP,
and the theoretical loss of MC to surroundings (∫REdt)
accounted for 104-110% of the mass during the entire
encapsulation experiment.

For completeness, microspheres thus formed were ob-

served to be spherical under the microscope and had a size
distribution of 44 ( 18 (mean ( SD, n ) 100) by light
microscopic size determination. The triamcinolone ac-
etonide loading was 3.9 ( 0.2% (mean ( SD, n ) 6) as
determined by HPLC after dissolution of the polymer in
acetonitrile.19 Control studies also revealed that the con-
trolled-release function of these microspheres was intact;
that is, release was slow and continuous for >30 days.

Discussion
Identification of Process Variables that Control

Solvent EvaporationsThe most efficient method to
change the evaporation rate was to adjust ω, d, or T. The
effect of V was very weak (-1/4 power dependence). As
indicated by the similarity of Pexp and Ptheo in Table 2
(usually <15% error when under liquid phase transport
control), the relationship in eq 16 is well validated. This
result suggests the potential to accurately affect the
hardening rate of microspheres by manipulating the con-
tinuous phase concentration, C, during encapsulation.
Specific applications of eq 16 will be pursued in a future
paper.

Rate-Limiting Step for Mass Transport during
EvaporationsAs shown in the Theoretical Section, the
resistance to mass transport in an evaporation system
originates from two major sources: the diffusion layers in
the liquid and gas phases. Because these two resistance
are in series, if one resistance is much greater than the
second, the greater of the two will largely determine the
overall resistance. If the unstirred layer is relatively thin
in the gas phase (or resistance is very small) compared with
the liquid phase, the overall mass transport barrier will
reside in the liquid phase. Under these conditions, the P
of the evaporation system can be predicted by eq 16 with
reasonable accuracy (Table 2). If the resistance in the gas
phase is not too large to be reduced effectively by N2 gas
flow, the P may still be predicted by eq 16 with acceptable
accuracy, as evidenced by the data for MC at 5 °C and for
EA at 25 °C (Figure 5).

The analysis in Figure 5 confirms the hypothesis that
the Henry’s law constant and temperature are the pre-
dominant indicators of whether a specific organic solvent
evaporates according to gas- or liquid-side transport con-
trol. Dissolved gases, such as O2, with extremely high
values of H will always be liquid-side transport limited,20

and solvents such as ACN that are highly soluble in water
with lower vapor pressure (i.e., low H) will be expected to
be gas-side transport limited. A particularly notable result
was that MC at room temperature is liquid-side transport
limited, whereas EA, a frequently used alternative in
encapsulation, has a significant resistance in the gas phase
at this temperature. This result suggests that blowing N2
(g), as performed here and elsewhere,21 may be appropriate
for the use of EA at room temperature.

Physical Description of Solvent Evaporation from
the Hardening BathsIt was demonstrated that under
the most common encapsulation conditions (i.e., MC evapo-
ration at room temperature in turbulent flow), the evapo-
ration largely falls under liquid-phase transport control.
Two important concepts underlie the mass transport in the
liquid-phase boundary layer. The first concept is turbu-
lence. The nature of the turbulence induced by the impeller
controls the size and speed of the smallest eddies that
approach the evaporating surface. The eddy of size ∼δK is
formed by an energy cascade, which begins with large
eddies that are unstable and break up into steadily smaller
liquid “packages” of chaotic movement. At the scale where
local Re ∼ 1, the fluid elements lose their kinetic energy
to thermal energy. Because δK is only dependent on the

Figure 7sThe concentration decline of MC during microencapsulation of
triamcinolone acetonide by the solvent evaporation method. The concentration
in dispersed (2) and continuous phases (b) were normalized by the initial
MC concentration in the polymer CDP

0 (i.e., C* ) CDP/CDP
0) and by the solubility

of MC in 0.3% PVA aqueous solution (i.e., C* ) C/Cs), respectively. The
plotted data are mean ± SD (n ) 2). (s) is a sixth-order polynomial fit, q6(t),
and (‚‚‚‚‚‚‚‚‚) connects data points.

Figure 8sPredicting the hardening profile during microencapsulation of
triamcinolone acetonide from q6(t) and p3′(ln q6(t)). The microsphere hardening
profile was measured (b) and predicted (− − −). The plotted data are mean
± SD (n ) 2).

Figure 9sThe distribution of MC during microencapsulation of triamcinolone
acetonide. The mass of MC was determined in the dispersed phase (b), the
continuous phase (9), and the surroundings (evaporated) (2) during the
hardening of the microspheres. The overall mass recovered from the calculation
(‚‚‚‚‚‚‚‚‚) showed good agreement with the initial MC in the hardening bath
(s).
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kinematic viscosity and the total energy per unit mass (or
volume) of fluid according to the assumption of isotropic
turbulence, the evaporation rate is somewhat independent
of bath geometry after correction for the surface area at
the air/water interface. There is, however, a small depen-
dence of P on bath volume because more fluid means more
fluid mass available to dissipate the turbulent energy. This
dependence as well as the dependence of P on d 5/4, have
obvious scaling implications.

The second concept is the velocity distribution in the
viscous sublayer and how it is affected by the approaching
eddy to the free air/water surface. The velocity distribution
affects the relationship between the diffusion layer thick-
ness and viscous sublayer thickness (by either Sc-1/2 or
Sc-1/3). Because organic solvents are surface active,22 we
must have the equivalent of the ‘dirty’ surface case, which
is similar hydrodynamically to the liquid/solid interface.
This hypothesis was confirmed by the validity of eq 16,
which would not have been so if a “clean” surface was
assumed. The parabolic velocity distribution in the sublayer
leads to the well-known variation of δD with Sc-1/3.23

The Role of Solvent Evaporation on Microsphere
Hardening during MicroencapsulationsBecause the
microsphere hardening profile was successfully predicted
with P(C) and C without directly measuring CDP, it is
theoretically possible in the future to continuously monitor
the microsphere hardening kinetics by simply measuring
C during encapsulation provided that the P(C) is known.
It is also reasonable to envision on-line systems to monitor
the continuous-phase organic solvent concentration during
encapsulation. Because the microsphere hardening kinetics
may directly affect the final microsphere quality, the
monitored results could potentially be used as quality
control criteria for microsphere production.

It is important to note, however, that it is expected that
the evaporation will only play a dominant role in the
microsphere hardening kinetics if two conditions are satis-
fied: (1) the extraction capacity of the continuous phase
has been saturated; and (2) the diffusion rate of organic
solvents from the dispersed phase (DP) to the continuous
phase (CP) is fast compared with the solvent evaporation
kinetics. The first condition is determined by the organic
solvent solubility in continuous aqueous phase and the
initial DP/CP volume ratio. The second prerequisite, how-
ever, will be much more complicated and influenced by
several factors, including the initial organic solvent extrac-
tion rate, polymer MW and concentration, and temperature
of encapsulation.24 All these factors are directly related to
the microsphere hardening conditions and remain to be
investigated in the future.

In closing, the mechanism of evaporation during solvent
evaporation encapsulation processes has been elucidated,
confirmed experimentally, and used to predict microsphere
hardening kinetics. These results have potential use for
formulation, design of encapsulation apparatus, and scal-
ing-up of microsphere production.

Nomenclature
A ) surface area of air-water interface, cm2

C ) organic solvent concentration in the continuous phase
of the bath, mg/mL

C0 ) initial organic solvent concentration in the continuous
phase of the bath, mg/mL

CDP ) MC content in the dispersed polymer phase, mg/mg
PLGA

CDP
0 ) initial MC content in the dispersed polymer phase,

mg/mg PLGA
CS ) solubility of organic solvent in the continuous phase

of the bath, mg/mL

CT ) MC content in the entire aqueous dispersion, mg/mL
C* ) normalized MC content in continuous phase (C* )

C/Cs) or in dispersed phase (DP; C* ) CDP/CDP
0), unitless

D ) diffusion coefficient of the organic solvent in the
continuous phase of the bath, cm2/s

d ) impeller diameter, cm
H ) Henry’s law constant, atm‚mL/mg
js ) organic solvent flux at the air/liquid interface, mg/

(cm2‚s)
Ko ) corrected Kolmogorov number, d/(δK‚Np

1/4), unitless
MB ) molecular weight of aqueous solvent in the bath,

g/mol
MH ) cumulative mass removed from microspheres, mg
MP ) mass of PLGA in the dispersed aqueous system, mg
NP ) power number, unitless
P ) overall permeability coefficient, cm/s
PG ) permeability coefficient in the gas phase, mg/(atm‚

cm2‚s)
PL ) permeability coefficient in the liquid phase, cm/s
pn ) nth-order polynomial interpolating function for t versus

ln C during evaporation, min
Q̇ ) rate of energy loss from the impeller to the fluid, g‚

cm2/s3

qm ) mth-order polynomial interpolating function for C vs
t during encapsulation, mg/mL

RE ) organic solvent evaporation rate, mg/min
RH ) overall rate of organic solvent removal from micro-

spheres (i.e., hardening rate), mg/min
Re ) impeller Reynolds number, ω d2/ν, unitless
Re* ) local Reynolds number, ueδe/ν, unitless
Sc ) Schmidt number, ν/D, unitless
Sh ) Sherwood number, Pd/D, unitless
T ) temperature, K
t ) time, min or s
ue ) velocity of the eddies approaching air-water interface,

µm/s
V ) volume of fluid in the hardening tank, mL
VA ) molar volume of organic solvent at its boiling

temperature, cm3/mol
δe ) length scale of the eddies approaching air-water

interface, µm
δD ) diffusion sublayer thickness, µm
δK ) Kolmogorov length scale, µm
δV ) viscous sublayer thickness, µm
ε ) energy dissipation rate per unit mass fluid, cm2/s3

ν ) kinematic viscosity, cm2/s
ηB ) viscosity of aqueous solution in hardening bath, cp
ω ) rotational speed of overhead stirrer, rev/s or rpm
Φ ) association factor (for prediction of D), unitless
Ψ ) ratio of the volume of the continuous phase to the

volume of the entire aqueous dispersion, unitless
F ) density of aqueous solution in hardening bath, mg/mL

References and Notes
1. Thies, C. Formation of Degradable Drug-Loaded Micropar-

ticles by In-Liquid Drying Processes. In Microcapsules and
Nanoparticles in Medicine and Pharmacy; Donbrow, M., Ed.;
CRC: Ann Arbor, MI, 1991; pp 47-71.

2. Arshady, R. Preparation of Biodegradable Microspheres and
Microcapsules: 2. Polyactides and Related Polyesters. J.
Controlled Release 1991, 17, 1-22.

3. Crotts, G.; Park, T. G. Preparation of Porous and Nonporous
Biodegradable Polymeric Hollow Microspheres. J. Controlled
Release 1995, 35, 91-105.

4. Li, W. I.; Anderson, K. M.; Mehta, R. C.; Deluca, P. P.
Prediction of Solvent Removal Profile and Effect on Proper-
ties for Peptide-Loaded PLGA Microspheres Prepared by
Solvent Extraction/Evaporation Method. J. Controlled Re-
lease 1995, 37, 199-214.

5. Jeyanthi, R., Thanoo, B. C.; Metha, R. C.; Deluca, P. P. Effect
of Solvent Removal Technique on the Matrix Characteristics

1098 / Journal of Pharmaceutical Sciences
Vol. 88, No. 10, October 1999



of Polylactide/Glycolide Microspheres for Peptide Delivery.
J. Controlled Release 1996, 38, 235-244.

6. Oldshire, J. Y. Fluid Mixing Technology; Chemical Engineer-
ing: New York, 1983; pp 43-71.

7. Cussler, E. L. Diffusion-Mass Transfer in Fluid Systems;
Cambridge University: New York, 1984; pp 215-248, 172-
193.

8. Hunt, J. C. R. Turbulence Structure and Turbulent Diffusion
Near Gas-Liquid Interfaces. In Gas Transfer at Water
Surfaces; Brutsaert, W.; Jirka, G. H., Eds.; D. Reidel
Publishing: Dordrecht, Holland, 1984; pp 67-82.

9. Blevins, R. D. Dimensional Analysis. In Applied Fluid
Dynamics Handbook; Blevins, R. D., Ed.; Van Nostrand
Reinhod: New York, 1984; pp 8-18.

10. Perry, R. H.; Green, D. W.; Maloney J. O. Perry’s Chemical
Engineers' Handbook, 6th ed.; McGraw-Hill: New York, 1984;
pp 19-(5-14), 3-(75-77).

11. Gillett, P. Calculus and Analytic Geometry; D. C. Heath and
Company: Lexington, MA, 1981; pp 290-294.

12. Reid, R. C.; Prausnitz, J. M.; Poling B. E. The Properties of
Gases and Liquids, 4th ed.; Sun, B., Fleck, G. H., Eds.;
Mcgraw-Hill: New York, 1987; pp 52-54, 388-485, 577-
626.

13. To perform the prediction of MH with reasonable accuracy,
the hardening rate must be of a similar magnitude or greater
than the evaporation rate. If RH , RE, then the common
problem of taking the difference of two very close large
experimental values is encountered.

14. Boyce, W. E.; Diprima, R. C. Elementary Differential Equa-
tions, 3rd ed.; John Wiley & Sons: New York, 1977; pp 358-
361.

15. Smallwood, I. M. Handbook of Organic Solvent Properties;
John Wiley & Sons: New York, 1996; pp 37, 227, 289.

16. Horvath, A. L. Halogenated Hydrocarbons Solubility-Misci-
bility with Water; Marcel Dekker: New York, 1982; pp 658-
660.

17. The presence of PVA had no influence on the experiment
described in Figure 6A so the data with and without PVA
were combined for the determination of the interpolating
function, pn(t).

18. It was unexpected to observe such a high hardening rate as
C f Cs because the chemical potential of MC in the DP
cannot be greater than the chemical potential in the CP at
C ) Cs. Therefore, the hardening must proceed with a very
small chemical driving force (i.e., difference between the
chemical potential in the DP and the chemical potential in
the continuous phase).

19. Zhou, T. H.; Lewis, H.; Foster, R. E.; Schwendeman, S. P.
Development of a Multiple-Drug Delivery Implant for In-
traocular Management of Proliferative Vitreoretinopathy. J.
Controlled Release 1998, 55, 281-295.

20. Sherwood, T. K.; Pigford R. L.; Wilke C. R. Mass Transfer;
Clark, B. J.; Maisel, J. W., Eds.; McGraw-Hill Book Com-
pany: New York, 1975; pp 101-196.

21. Cleland, J. L.; Jones, A. J. S. Stable Formulations of
Recombinant Human Growth Hormone and Interferon-γ for
Microencapsulation in Biodegradable Microspheres. Pharm.
Res. 1996, 13(10), 1464-1475.

22. Sluzky, V. Insulin Stability and Aggregation in Agitated
Aqueous Solutions. Ph.D. Thesis, Massachusetts Institute of
Technology, Cambridge, MA, 1992.

23. Levich, V. G. Physicochemical Hydrodynamics; Amundson,
N. R., Ed.; Prentice-Hall: Englewood Cliffs, NJ, 1962; pp
139-183.

24. Li, Wen-I. Mechanism and mathematical modeling of micro-
sphere formation. Ph.D. Thesis, University of Kentucky,
Lexington, KY, 1994.

25. The fascinating independence of δD on T stems from the
negligible temperature dependence of the product, ν5/12D1/3,
in eq 17.

Acknowledgments
This work was supported in part by NIH DE 12183 and an OSU

Comprehensive Cancer Center support grant (NIH P30 CA 16058).
Support to Juan Wang was also provided by an OSU multiple year
university fellowship.

JS980169Z

Journal of Pharmaceutical Sciences / 1099
Vol. 88, No. 10, October 1999



MINIREVIEW

Allometric Issues in Drug Development†

IFTEKHAR MAHMOOD

Contribution from Office of Clinical Pharmacology and Biopharmaceutics, Division of Pharmaceutical Evaluation I (HFD-860),
Food & Drug Administration, Woodmont Office Center II, Room 4079, 1451 Rockville Pike, Rockville, Maryland 20852.

Received June 28, 1999. Final revised manuscript received August 5, 1999.
Accepted for publication August 17, 1999.

Abstract 0 The concept of correlating pharmacokinetic parameters
with body weight from different animal species has become a useful
tool in drug development. The allometric approach is based on the
power function, where the body weight of the species is plotted against
the pharmacokinetic parameter(s) of interest. Clearance, volume of
distribution, and elimination half-life are the three most frequently
extrapolated pharmacokinetic parameters. Over the years, many
approaches have been suggested to improve the prediction of these
pharmacokinetic parameters in humans from animal data. A literature
review indicates that there are different degrees of success with
different methods for different drugs. Overall, though interspecies
scaling requires refinement and better understanding, the approach
has lot of potential during the drug development process.

Introduction
To develop a new therapeutic compound, relevant phar-

macological and toxicological studies are initially conducted
in small laboratory animals such as mice, rats, rabbits,
dogs, or monkeys. These initial studies are helpful in
screening the potential therapeutic compounds in the
process of drug development. This extrapolation, termed
as interspecies scaling, may be helpful in the selection of
a suitable dose for first-time administration to humans.

Interspecies scaling is based on the assumption that
there are anatomical, physiological, and biochemical simi-

larities between animals.1,2 Two approaches are generally
used for interspecies pharmacokinetic scaling: (i) physi-
ological-based models, and the (ii) allometric method.
Though physiological models provide a mechanistic-based
evaluation of drug disposition, these models are complex.
Many investigators3-6 have used physiological-based mod-
els to predict pharmacokinetic parameters of drugs. Since
physiological models are costly, mathematically complex,
and time-consuming for their use in drug discovery, and
development remains limited.

The anatomical, physiological, and biochemical similari-
ties between animal species can be generalized and ex-
pressed mathematically by the allometric equations and
have been discussed in detail by Boxenbaum.7,8 Though the
allometric approach is empirical, it is less complicated and
easy to use than the physiologically based models. There-
fore, this review will only focus on the basic principles,
application, and issues of the allometric scaling in phar-
macokinetics.

The allometric approach is based on the power function,
as the body weight from several species is plotted against
the pharmacokinetic parameter of interest. The power
function is written as follows:

where Y is the parameter of interest, W is the body weight,
and a and b are the coefficient and exponent of the
allometric equation, respectively. The log transformation
of eq 1 is represented as follows:

where log a is the y-intercept, and b is the slope.

* Telephone: (301) 594-5575. Fax: (301) 480-3212. e-mail:
Mahmoodi@CDER.FDA.GOV.

† The views expressed in this article are those of the author and do
not reflect the official policy of the FDA. No official support or
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Y ) aWb (1)

log Y ) log a + b log W (2)
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Clearance (CL), volume of distribution (V), and elimina-
tion half-life (t1/2) are the three most important pharma-
cokinetic parameters. In the forthcoming sections different
allometric approaches to predict these pharmacokinetic
parameters from animals to man will be discussed.

Clearance
Both in drug discovery and drug development, clearance

is the focus of attention. During drug discovery or the
screening process, clearance is important since drugs which
are eliminated quickly may have a low bioavailability and
may not be suitable for further investigation. Clearance
can also play an important role for the selection of the first-
time dosing in humans (as inverse of clearance indicates
the total exposure (AUC) of a drug). Therefore, over the
years, a lot of attention has been focused in order to
improve the performance of allometry to predict clearance.

A glance on the literature indicates that clearance cannot
be predicted only using the simple allometry (body weight
vs clearance).9,10 Over the years, many different approaches
have been suggested to address this issue. Some of the
approaches are (i) to predict clearance on the basis of
species weight and maximum life-span potential (MLP),7
(ii) the use of a two-term power equation11 based on brain
weight and body weight to predict intrinsic clearance of
drugs, (iii) use of the product of CL × brain weight,9,10 and
(iv) the normalization of in vivo clearance by in vitro
clearance versus body weight.12-14 Unfortunately, these
approaches are used indiscriminately without identifying
the suitability of a given approach.

In a study, Mahmood and Balian9 showed that CL ×
MLP or CL × brain weight estimates the clearance of some
antiepileptic drugs more accurately than the simple allo-
metric approach (CL vs body weight). But it is also
important to know under what circumstances the simple
allometric equation, CL × MLP or CL × brain weight is
most suitable. Mahmood and Balian10 proposed the selec-
tion of one of the methods based on the exponents of the
simple allometry. The authors demonstrated that there are
specific conditions under which only one of the three
methods can be used for reasonably accurate prediction (a
maximum of 30% error) of clearance: (i) if the exponent of
the simple allometry lies between 0.55 and 0.70, simple
allometry will predict clearance more accurately than CL
× MLP or CL × brain weight; (ii) if the exponent of the
simple allometry lies between 0.71 and 1.0, the CL × MLP
approach will predict clearance better compared to simple
allometry or CL × brain weight; and (iii) if the exponent
of the simple allometry is g1.0, the product of CL × brain
weight is a suitable approach to predict clearance in
humans compared to the other two methods. If the expo-
nent of the simple allometry is greater than 1.3, it is
possible that the prediction of clearance from animals to
man may not be accurate even using the approach of CL
× brain weight, and if the exponent of simple allometry is
below 0.55, the predicted clearance may be substantially
lower than the observed clearance. However, this “rule of
exponents” is not rigid, and caution should be applied when
the exponents are on the borderline (i.e., 0.69 vs 0.71).

The exponents of allometry have no physiological mean-
ing. As the exponents of the simple allometry get larger,
the predicted clearance will be comparatively higher than
the observed clearance. Furthermore, the normalization of
clearance by MLP or brain weight is a mathematical
manipulation which may not be associated with any
physiological relevance. The predicted clearance values will
be in order of simple allometry > MLP × CL > brain weight
× CL. The exponents of a given drug are not universal and
will depend on the species used in the allometric scaling.

This has been shown for theophylline and antipyrine
following iv administration,10 though this will be true for
any given drug.

The concept of using a fixed exponent of 0.75 for the
prediction of clearance does not seem to be appropriate.
From the data published by Mahmood and Balian,10 it can
be seen that the exponents of allometry range from 0.35
to 1.39. The mean of the exponents is 0.78, which is close
to 0.75, but given the wide range of exponents it is obvious
that using a fixed exponent of 0.75 will produce serious
errors in the prediction of clearance. However, it should
be noted that the use of a fixed exponent may be helpful
when pharmacokinetic data from only one species are
available. This approach may provide a rough estimate of
clearance.

Incorporation of in Vitro Data in in Vivo Clear-
ancesOver the years, a lot of interest in using in vitro
data in allometric scaling has been developed, and a
comprehensive review article has been published by
Houston12 on this topic. Recently, Lave et al.13 attempted
to predict hepatic clearance of 10 extensively metabolized
drugs in man by incorporating in vitro data into allometric
scaling. The authors concluded that integrating the in vitro
data with the allometric approach improved the prediction
of clearance in humans as compared to the approach of the
simple allometry or the product of clearance and brain
weight. In their comparison between simple allometry or
the product of clearance and brain weight with the in vitro
approach, Lave et al. assumed that clearance of all drugs
can be either predicted by simple allometry or by the
product of clearance and brain weight. Since this assump-
tion is incorrect, Lave’s data13 were reanalyzed by Mah-
mood15 and the results indicated that the normalization of
clearance by MLP (as required based on the exponents)
could have produced the same results as observed by the
in vitro approach. Furthermore, based on the exponents
of the simple allometry, it was found that the product of
clearance and brain weight was not a suitable approach
for the prediction of clearance for these drugs.

In a separate study, Obach et al.14 used different
methods for the prediction of clearance and concluded that
the in vitro approach was the best method for the prediction
of clearance. In their comparison, the authors also assumed
that clearance for all drugs can be predicted by only one
method. A comparison between the in vitro approach and
the allometry using the “rule of exponents” as suggested
by Mahmood and Balian would have provided information
whether the in vitro approach is really better than the
empirical allometric approach.

There are obvious limitations of the in vitro approach.
A definitive disadvantage of the in vitro approach is that
one requires to measure the in vitro clearance in at least
three species which may be time-consuming. This approach
is inappropriate for drugs which are excreted renally as
well as for those drugs which are partly metabolized and
partly excreted renally.

Extensive work will be needed in this direction before
one can clearly establish the advantage and accuracy of
the in vitro approach in predicting clearance of drugs over
other existing methods. However, it should be kept in mind
that the in vitro approach in allometric scaling is one of
the many suggested approaches which are attempts to
improve the prediction of clearance and should be used as
deemed necessary.

Role of Protein Binding in the Prediction of
ClearancesConsiderable variability in plasma protein
binding of drugs have been observed among animal species,
resulting in variable distribution and elimination of drugs
in different species. The unbound intrinsic clearance of
antipyrine,11 phenytoin,8 clonazepam,8 caffeine,16 and cy-
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closporine17 has been reported in the literature. It is also
widely believed that unbound clearance can be predicted
with more accuracy than total clearance.14 However, a
systematic study, which compares whether unbound clear-
ance can be predicted better than total clearance, is lacking.
Mahmood18 compared the total and unbound clearance of
a wide variety of drugs to determine whether unbound
clearance of a drug can be predicted more accurately than
total clearance, and if there is any real advantage of
predicting unbound clearance. The results of the study
indicated that unbound clearance cannot be predicted any
better than total clearance. There are drugs whose un-
bound clearance can be predicted better than total clear-
ance or vice versa. For example, using simple allometry,
predicted total clearance of diazepam,19 tamsulosin,20 GV
150526,21 cyclosporin,17 and quinidine38-40 was 861, 814,
320, 716, and 1452 mL/min, respectively (Table 1). When
the predicted unbound clearance in humans was multiplied
by the respective free fraction of drug in human plasma,
the predicted total clearances for tamsulosin and GV
150526 were vastly improved, whereas no improvement
was observed for diazepam, cyclosporin, and quinidine
(Table 1). It is clear from this analysis that protein binding
may or may not be helpful for the improved prediction of
clearance. At this time it is not possible to determine a
priori for which drug unbound or total clearance can be
predicted better.

In a separate study, Obach et al.14 predicted clearance
with or without taking protein binding into account. Based
on average-fold error (1.91 without protein binding and
1.79 with protein binding), a slightly improved prediction
of unbound clearance was noted, though for all practical
purposes this difference may not be of any significance.

Prediction of Clearance for Renally Secreted
DrugssAllometry is not always successful in predicting
pharmacokinetic parameters. A recent example is the
failure of the allometric approach for the prediction of total
clearance of renally secreted drugs.22 Interspecies scaling
of drugs for the prediction of clearance may be complicated
due to the differences in the mechanism of excretion of
drugs in different species. Using 10 renally secreted drugs,
it was shown by Mahmood22 that it is likely that the
predicted total and renal clearances for renally secreted
drugs may be lower in humans than the observed clear-
ances. The prediction of renal clearance was improved by
normalizing the renal clearance by a “correction factor” for
animals who exhibited renal secretion. The “correction
factor” was obtained by the following equation:

Though the proposed approach for the prediction of renal
clearance for renally secreted drugs worked fairly well on
the tested drugs, more work will be needed to validate the

approach. Furthermore, a method which can improve the
prediction of total clearance for renally secreted drugs
requires investigation.

Volume of DistributionsLike clearance, volume of
distribution is also an important pharmacokinetic param-
eter. Volume of distribution of the central compartment (Vc)
can play an important role in establishing the safety or
toxicity for first-time dosing in humans. Since an admin-
istered dose is always known, the predicted Vc can be used
to calculate plasma concentration of a drug at time zero
(C0) following intravenous administration. This initial
plasma concentration may be an index of safety or toxicity.
Furthermore, Vc can also be used to predict half-life, if
clearance is known (t1/2 ) 0.693Vc/CL).

There is a good correlation between body weight and Vc
among species. Generally the exponents of volume pivots
around 1.0, which indicates that body weight and volume
are directly proportional. However, in practice this may not
be the case for all drugs; for example, exponents of 0.81,
0.86, 0.58, and 0.76 were observed for topiramate,9 diaz-
epam,9 diazepoxide,23 and ciprofloxacin,24 respectively.
Overall, volume of distribution can be predicted in humans
from animals with reasonable accuracy.

Obach et al.14 used four different methods to predict
volume of distribution at steady state (Vss), and on the basis
of their geometric mean prediction accuracy they concluded
that Vss can be predicted better when protein binding is
taken into account.

In the literature one can find that Vss and Vâ or Varea
are also predicted. It has been shown by Mahmood24 that
Vc can be predicted with more accuracy than Vss and Vâ.
In fact Vss and Vâ are of no real significance for the first
time dosing in humans and can be estimated from human
data.

The concept of a fixed exponent for volume may be
acceptable, as in the majority of cases the exponents of
volume revolve around 1. Therefore, the use of a fixed
exponent of 1 may not produce as much error in predicted
volume as clearance and half-life.

Elimination Half-LifesElimination half-life is difficult
to predict across species. Conceptually, it is difficult to
establish a relationship between body weight and half-life.
In practice, indeed a poor correlation between t1/2 and body
weight across the species has been found. This poor
correlation may be due to the fact that t1/2 is not directly
related to the physiological function of the body, rather it
is a hybrid parameter. Therefore, this poor correlation
results in a poor prediction of half-life. To improve the
prediction of half-life, some indirect approaches have been
suggested by different investigators.

Bachmann,25 Mahmood and Balian,9 and Obach et al.14

used the equation (t1/2 ) 0.693Vc/CL) to predict the half-
lives of many drugs. Though this approach predicted the
half-life with reasonable accuracy, to obtain a reasonable
prediction of half-life both CL and Vc must be predicted
with reasonable accuracy. Another indirect approach was
suggested by Mahmood.24 In this approach, mean residence
time (MRT) was predicted, and then predicted MRT was
used to predict half-life in humans using the equation (t1/2
) MRT/1.44). The results of his study indicated that MRT
can be predicted in humans with a fair degree of accuracy
from animal data. The predicted half-life from MRT was
also reasonably accurate.

Like clearance, the concept of fixed exponent may not
be applicable for half-life. From the published work of
Mahmood,24 it can be seen that the exponenmts of half-
life varies from -0.066 to 0.547, but the average is 0.19.
Therefore, a fixed exponent of 0.25 for the prediction of half-
life may also produce serious errors in the prediction of
half-life.

Table 1sObserved and Total Predicted Clearance (mL/min) of Several
Drugs with or without Considering Protein Binding

drug observed total CL predicted total CL predicted total CL

diazepam 26 861 817
tamsulosin 48 814 102
GV150526 5−7 320 5
cyclosporin 273 716 611
quinidine 330 1452 2423

a Obtained by multiplying the predicted unbound clearance in humans by
free fraction of drug in human plasma. For example, the predicted unbound
clearance of tamsulosin in humans was 10218 mL/min and fu was 0.01.
Therefore, the predicted total clearance in humans was 10218*0.01 ) 102
mL/min.

(glomerular filtration rate × kidney blood flow)
(body weight × kidney weight)

(3)

Journal of Pharmaceutical Sciences / 1103
Vol. 88, No. 11, November 1999



Physiological Time or Pharmacokinetic Time
ScalesBesides predicting pharmacokinetic parameters,
attempts were also made by several investigators to predict
plasma concentrations in humans from animal data. The
initiative in this direction was taken by Dedrick et al.,2 and
Boxenbaum7,8 further refined the concept of Dedrick’s
approach.

In chronological time, heart beat and respiratory rates
decrease as the size of the animals increases. On the other
hand, on a physiological time scale, all mammals have the
same number of heart beats and breaths in their lifetime.
The physiological time can be defined as the time required
to complete a species independent physiological event.
Thus, smaller animals have faster physiological processes
and shorter life span. The concept of pharmacokinetic time
scale originates from the concept of physiological time
which was first described by Brody.26

Dedrick et al.27 were the first to use the concept of
physiological time to describe methotrexate disposition in
five mammalian species following intravenous administra-
tion. They transformed the chronological time to physi-
ological time using the following equation:

where W is the body weight.
By transforming the chronological time to physiological

time, the plasma concentrations of methotrexate were
superimposable in all species. The authors termed this
transformation as “equivalent time”. Later, Boxenbaum7,8

introduced two new units of pharmacokinetic time,
kallynochrons and apolysichrons. Kallynochrons and
apolysichrons are transformed time units termed as el-
ementry Dedrick plot and complex Dedrick plot, respec-
tively. Boxenbaum also incorporated the concept of MLP
in physiological time and termed this new time unit as
“dienetichrons”.

Though many investigators28-30 have used the concept
of physiological time in their allometric analysis, a direct
comparison of allometric approaches with physiological
time has not been systematically evaluated. Recently
Mahmood and Yuan31 compared the predicted values of
clearance, volume of distribution, and elimination half-life
of ethosuximide, cyclosporine, and ciprofloxacine by allom-
etry with physiological time using equivalent time,
kallynochron, apolysichron, and dienetichrons. The results
of this study indicated that there is no specific advantage
of using physiological time over the allometric approach.
Almost similar predictions in pharmacokinetic parameters
were obtained from both methods. The equivalent time
approach based on the assumption that the exponent of
half-life is 0.25 was not found to be suitable for the
prediction of plasma concentrations or pharmacokinetic
parameters. This may be due to the fact that the exponent
of elimination half-life of drugs is not always 0.25. Due to
the small sample size used in this study, it is difficult to
conclude whether the physiological time approach in
predicting pharmacokinetic parameters is as good/better
as allometric approaches. One advantage of pharmaco-
kinetic time scale approach is that it provides some
information about the plasma concentrations of a given
drug, though it is not known to what extent the predicted
concentrations are reliable?

Prediction of Pharmacokinetic Parameters Using
Pharmacokinetic ConstantssSwabb and Bonner32 and
Mordenti33 predicted the plasma concentrations of aztre-

onam and ceftizoxime, respectively, using an allometric
relationship on pharmacokinetic constants (A, B, a, and
â). Though the authors successfully used this approach for
the prediction of CL, Vc, and t1/2, a systematic study of
suitability of this approach for prediction of pharmaco-
kinetic parameters was lacking. Mahmood34 compared the
pharmacokinetic parameters of six drugs predicted by
pharmacokinetic constants and by the conventional allo-
metric approach.

The following equation representing a two-compartment
model following intravenous administration was used to
generate plasma concentrations in man from the pharma-
cokinetic constants predicted from animals.

where A and B are the intercepts on Y-axis of plasma
concentration versus time plot. a and â are the rate
constants for the distribution and elimination phase,
respectively.

Pharmacokinetic constants (A, B, a, and b) were plotted
as a function of body weight as described in eq 1. The
allometric equation thus generated was used to predict
pharmacokinetic constants in man. For the prediction of
plasma concentrations in man, the predicted pharmaco-
kinetic constants were used.

The results of the study indicated an inconsistent cor-
relation between body weight and A, B, or a. For some
drugs, a good correlation was obtained, whereas a poor
correlation was noted for other drugs. Though the predic-
tion of A and B was occasionally reasonable, the predicted
a values were manyfold higher or lower than the observed
values. Overall it was found that the use of pharmaco-
kinetic constants to predict pharmacokinetic parameters
does not necessarily provide an improvement over the
conventional allometric approach. Like the pharmaco-
kinetic time scale approach, the pharmacokinetic constant
method may provide some information about plasma
concentrations of a drug, but the accuracy of the method
for the prediction of plasma concentrations in man may
not be reliable.

Conclusion
The most important objective of allometric scaling is to

select a safe and tolerable dose for the first time admin-
istration to humans. Therefore, in recent years, interspecies
scaling of pharmacokinetic parameters has drawn enor-
mous attention. Interspecies scaling is not without short-
comings and failures, and over the years, many approaches
have been suggested to improve the predictive performance
of allometric scaling. These approaches are not perfect, but
they may be of considerable importance to understand and
refine the concept of allometric scaling. There is no right
or wrong approach in interspecies scaling.

There may be anatomical similarities among species, but
there are external factors which will affect the allometric
scaling. Experimental design, species, analytical errors,
and physicochemical properties of drugs such as renal
secretion or biliary excretion may have impact on allometric
extrapolation. There are drugs such as diazepam,19 war-
farin,25 valproic acid,35 tamsulosin,20 and GV15052621

whose predicted clearance are manyfold higher than the
observed clearance and may be considered as drugs which
exhibit vertical allometry. The role and importance of
vertical allometry in allometric scaling is unclear. It is also
difficult to identify a priori when a drug will exhibit vertical
allometry. Extensive work will be needed to classify drugs
as vertical allometry and to find a solution to improve the
prediction of clearance for such drugs.

Y-axis ) concentration
(dose/W)

(4)

X-axis ) time
W0.25

(5)

C ) Ae-Rt + Be-ât (6)
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There were also attempts to identify the suitability of a
particular species for the prediction of clearance in humans.
Campbell36 concluded that the prediction of clearance in
humans was best predicted when data from rhesus or
cynomolgus monkey were used with the incorporation of
MLP. The rat was the next best species for the prediction
of human clearance whereas dog appeared to be a poor
predictor of clearance in humans. The number of species
can also affect the predictive performance of allometry.
Mahmood and Balian37 have shown that three or more
species are needed for a reliable prediction of clearance in
humans. They also showed that volume of distribution of
a compound is predicted equally well using data from two
species or more. Therefore, all these methods should be
used with caution and proper understanding of allometric
scaling.

Besides success, there are numerous failures in inter-
species scaling. Such failed studies should also be published
so that further investigation can be conducted to find the
underlying reasons for failure. Such investigations will be
helpful to improve the predictive performance of allometric
scaling.
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Abstract 0 Solubility enhancement has broad implications in
parenteral formulation design. A simple mathematical model has been
developed to describe the combined effect of cosolvency and
complexation on nonpolar drug solubilization. The total drug solubility
is determined by the summation of three drug species present in the
solution: free drug [D], drug−ligand binary complex [DL], and drug−
ligand−cosolvent ternary complex [DLC]. The proposed model
established the dependencies of these three species upon the intrinsic
drug solubility, [Du], the cosolvent solubilizing power, σ, the binary
and ternary intrinsic complexation constants, Kb

int and Kt
int, and the

cosolvent destabilizing powers for the binary and the ternary
complexes, Fb and Ft. A nonpolar solute, Fluasterone, is used to
evaluate the newly generated equation. The model explains the decline
in drug solubility produced by low cosolvent concentrations as well
as the increase in the solubility produced by high cosolvent
concentrations that are observed at all cyclodextrin concentrations.

Introduction
Solubilityenhancementhasbroadimplicationsinparenter-

al formulation design. This is especially true for poorly
water-soluble drugs, as it is often necessary to deliver the
desired dose in a specified volume of aqueous liquid. Over
the years a variety of solubilization techniques have been
studied and widely used including pH adjustment, cosol-
vent addition, surfactant addition, and cyclodextrin addi-
tion.1-5

Among these techniques, cosolvent and cyclodextrin
addition are highly effective for nonpolar solutes. As a
water-miscible or partially miscible organic solvent, the
cosolvent reduces strong water-water interactions and
thereby reduces the ability of water to squeeze out nonpolar
solute.2 Cosolvency is often considered at early stages due
to its huge solubilization potential. Because of their safety,
cosolvents are employed in approximately 10% of FDA
approved parenteral products.3 Cyclodextrins are cyclic
oligomers of dextrose or its derivatives joined by R-1,4-
linkages. They increase drug solubility by forming an
inclusion complex with the nonpolar region of the drug
molecule (guest) being inserted into the cavity of the
cyclodextrin molecule (host).3-6 Such a drug-ligand com-
plex has a rigid structure and a definite stoichiometry,
usually one-to-one at low ligand concentrations.4-6 It is of
note, however, that there exist clinical limitations to these

aforementioned methods.2,3 For example, high concentra-
tions of cosolvent have high viscosity and high tonicity, and
phlebitis can result from precipitation of the solubilized
drug upon iv injection.7,8 In fact, ethanol in concentrations
greater than 10% may well produce significant pain.7,8

Some cyclodextrins have been reported to have significant
renal toxicity.3,8,9

Recently, the combined use of cosolvency and complex-
ation has drawn particular interest.10-14 Zung et al.
observed synergistic effects of cosolvency and complexation
in solubilizing pyrene by using a series of alcohols.14 The
complexation constants of both pyrene/â-cyclodextrin and
pyrene/γ-cyclodextrin were found to be much greater in the
presence of an alcohol than in pure water. It was suggested
that the cosolvent act as a space-regulating molecule so
that the drug molecule can better fit into the cyclodextrin
cavity. In other studies, it was found that the presence of
cosolvents decreases the formation of drug-ligand complex.
Pitha et al. reported that the complexation constant of
testosterone with hydroxy propyl-â-cyclodextrin (HPâCD)
is 10 000-fold lower in 80% ethanol than in water.11 They
reasoned that the cosolvent may act by competing with the
drug for entry into the cyclodextrin cavity or by reducing
the solvent polarity. A similar antagonistic cosolvent effect
was observed for ibuprofen in a HPâCD-propylene glycol-
water system.10

Given the fact that both cosolvency and complexation
have been well studied and understood, it is of interest to
explore the mechanisms of the combined effect of the two
techniques on nonpolar drug solubilization and to explore
the dynamics among the solute, cosolvent, and the cyclo-
dextrin. The knowledge gained in this study may shed light
for possible synergistic effect out of this combined technique
and be useful in future parenteral formulation design.

This paper aims at constructing a simple mathematical
model to explain the combined effect of cosolvency and
complexation on nonpolar drug solubilization. The model
will be evaluated by using Fluasterone as nonpolar solute,
ethanol (EtOH) as cosolvent, and hydroxy propyl-â-cyclo-
dextrin (HPâCD) as complexing ligand. Fluasterone (16R-
fluoro-5-androsten-17-one) is a structural analogue of
dehydroepiandosterone that is being developed for cancer
chemoprevention.12

Theoretical Background

AssumptionssThe proposed model is based upon the
following assumption: the complex formed is either a
drug-ligand (cyclodextrin) binary complex or a drug-* To whom correspondence should be addressed.
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ligand-cosolvent ternary complex with the stoichiometries
assumed as 1:1 and 1:1:1, respectively.

BasicssFor a given complexant solution there is an
equilibrium between the free drug and the drug-ligand
binary complex. When a cosolvent is introduced into the
solution, it not only changes the concentration of the free
drug [D] and the binary complex [DL], but it also may be
involved in the formation of a drug-bearing ternary species,
DLC.14-16 In the presence of a binary 1:1 complex and a
ternary 1:1:1 complex, the total solubility of the drug [Dtot]
is:

Free DrugsThe concentration of free (i.e., uncomplexed)
drug [D] is related to intrinsic drug solubility [Du] and
cosolvent concentration [C] by:2,8,17

where σ is the cosolvent solubilizing power. The value of σ
depends on the polarity of both the solute and the solvent.2,8

Here it is assumed that complexation ligand has a negli-
gible effect on the solubilizing power. Similar assumptions
have been made in some other studies.2,8 Equation 2
indicates that the logarithm of solubility in a mixed solvent
increases linearly with cosolvent composition, i.e., an
increase in [C] will produce an exponential increase in [D].
It has been validated on hundreds of nonpolar solutes in
ethanol, propylene glycol, and other cosolvents.2,8,17

Binary ComplexsThe concentration of drug-ligand
binary complex [DL] is related to the concentration of free
drug [D], the total concentration of ligand [L], and the
apparent binary complexation constant, Kb

app, by:18

in which Kb
app is a function of cosolvent concentration.11,18,20

The apparent complexation constant, Kb
app, in a cosolvent-

water solution is empirically related to the cosolvent
concentration and the intrinsic complexation constant Kb

int,
i.e., the complexation constant in water, by:

where Fb is the destabilizing power of the cosolvent for the
binary complex. The value of Fb depends on the polarity
deference between the solute and the cosolvent, the steric
factors between the solute and the complexing ligand. By
incorporating eqs 2 and 4 into eq 3, the binary complex
can be expressed as:

which shows that [DL] is linearly dependent upon the
ligand concentration and exponentially dependent upon the
cosolvent concentration. If σ > Fb, an increase in [C] will
give rise to an exponential increase in [DL]. If σ < Fb, an
increase in [C] will give rise to an exponential decrease in
[DL]. If σ ) Fb, [C] will have no effect upon [DL].

Ternary ComplexsThe concentration of the 1:1:1
ternary complex [DLC] is related to the free drug concen-
tration [D], the ligand concentration [L], the cosolvent
concentration [C], and apparent ternary complexation
constant, Kt

app, by:

By analogy to eq 4, Kt
app is related to the cosolvent

concentration and the intrinsic ternary complexation con-
stant, Kt

int, by:

where Ft is the cosolvent destabilizing power for the ternary
complex. The value of Ft depends on the polarity deference
between the solute and the cosolvent, the steric factors
between the solute and the complexing ligand. Note that
Kt

app approaches Kt
int as the cosolvent concentration ap-

proaches zero. The concentration of the ternary complex
can be expressed by inserting eqs 2 and 7 into eq 6. This
gives:

which indicates that [DLC] has a linear dependency upon
the ligand concentration and a complex dependency upon
the cosolvent concentration. If σ > Ft, an increase in [C]
will produce an increase in [DLC]. If σ < Ft, an increase in
[C] will increase [DLC] only when [C] > 10(σ - Ft)[C]; when
[C] < 10(σ-Ft)[C], an increase in [C] will decrease [DLC]. If R
) Ft, an increase in [C] will increase [DLC] linearly.

Total SolubilitysIn the presence of both cosolvent and
complexant the drug’s total solubility is determined by the
summation of three solution components: free drug [D],
drug-ligand binary complex [DL], and drug-ligand-
cosolvent ternary complex [DLC]. Inserting eqs 2, 5, and 8
into eq 1 gives:

where the total solubility is related to the parameters: [Du],
Kb

int, Kt
int, σ, Fb, and Ft, which have been described in the

preceding sections. In the following sections, the combined
effect of cosolvent and complexation on drug solubilization
described by eq 9 is confirmed by solubilization of a very
nonpolar compound, Fluasterone, in a water-EtOH-
HPâCD system.

Methods
Solubility DeterminationsFluasterone was added to vials

containing certain percentages of both hydroxy propyl-â-cyclodex-
trin (HPâCD) and ethanol (EtOH). HPâCD concentration ranges
from 0 to 20% and ethanol concentration ranges from 0 to 75%
were investigated. The sample vials were rotated using an end-
over-end mechanical rotator at 20 rpm (Glas-Col Laboratory
Rotator, Terre Haute, IN) at 25 °C for 6 days (preliminary data
indicate that Fluasterone is stable for 50 days under these
conditions). Samples with drug crystals present were considered
to have reached their equilibrium solubility and were removed
from the rotator, passed through a 0.45-µm filter, and analyzed
by HPLC. All samples were prepared in duplicate.

HPLC Analysis of FluasteronesA Pinnacle octylamine
column (150 cm × 4.6 mm, Restek, Bellefonte, PA) was used with
a mobile phase composed of 75% acetonitrile in water. The flow
rate was controlled at 1.1 mL/min (125 Solvent Module, Beckman,

[Dtot] ) [D] + [DL] + [DLC] (1)

[D] ) [Du] × 10σ[C] (2)

[DL] ) Kb
app[D][L] (3)

Kb
app ) Kb

int × 10-Fb[C] (4)

[DL] ) Kb
int × 10-Fb[C][Du] × 10σ[C][L] )

[Du][L]Kb
int × 10(σ - Fb)[C] (5)

[DLC] ) Kt
app[D][L][C] (6)

Kt
app ) Kt

int × 10-Ft[C] (7)

[DLC] ) Kt
int × 10-Ft[C][Du] × 10σ[C][L][C] )

[Du][L][C]Kt
int × 10(σ - Ft)[C] (8)

[Dtot] ) [Du] × 10σ[C] + [Du]Kb
int × 10(σ - Fb)[C][L] +

[Du]Kt
int × 10(σ - Ft)[C][L][C] (9)
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Fullerton, CA). The column effluent was monitored at a wave-
length of 220 nm (168 detector, Beckman, Fullerton, CA). The
retention time of a 100 µL sample was 6.3 min. The evaluation of
the assay was made by using Fluasterone standard solutions at
concentrations ranging from 0.001 to 0.1 mg/mL, intraday and
interday, coupled with different solubilizing agents. The relative
standard deviation was 1.05%. None of the solubilizing agents
interfere with the assay.

Results and Discussion
Solubilization by Ethanol AlonesThe intrinsic solu-

bility [Du] of Fluasterone was determined to be 0.045 µg/
mL (0.000155 mM). Figure 1 shows the dependency of the
drug’s total solubility [Dtot] upon ethanol concentration [C].
The exponential solubility increase is described by eq 2,
with a cosolvent solubilizing power (σ) of 0.3401.

Solubilization by HPâCD AlonesThe aqueous solu-
bility of Fluasterone increases linearly with HPâCD con-
centration [L] up to 20% as shown by the open circles in
Figure 2. Incorporating the slope into eq 3 indicates the
formation of a 1:1 reversible drug-ligand complex with an
intrinsic complexation constant (Kb

int) of 1.80 × 105 M-1.
Solubilization by Combined Use of Ethanol and

HPâCDsFigure 2 shows that at every HPâCD concentra-
tion investigated the Fluasterone solubility is slightly
higher in the presence of 0.2% ethanol (open squares in
Figure 2) than in pure water. An ethanol concentration of
0.2% is not enough to function as a cosolvent to affect drug
complexation.14-16,21 Nevertheless, it produces a consistent
increase in drug solubility. This suggests that ethanol must
increase Fluasterone solubility by some other mechanism,

such as the formation of a complex that contains drug,
ligand, and cosolvent. Equation 9 shows that the formation
of a ternary complex would be responsible for the increased
Fluasterone solubility in the HPâCD solutions containing
0.2% EtOH. Here, as in other studies,15,16 it is assumed
that the ternary species responsible for the increased drug
solubility is a 1:1:1 complex. Extrapolation of Kt

app () Kt
int

× 10-Ft[C]) to zero cosolvent concentration by eq 9 gives a
Kt

int of 1.42 × 104 M-1.
The solubility of Fluasterone increases linearly with

HPâCD concentration at all ethanol concentrations. It is
interesting to note that the slope of the solubilization curve
varies with ethanol concentrations [C]. The slope decreases
when [C] increases from 0.2% to 25.06% as shown in Figure
2, but increases when [C] increases from 25.06% to 75.19%
as shown in Figure 3. This can be seen more clearly from
cross sections of the data of Figures 2 and 3 at equal
HPâCD concentrations that are shown in Figure 4. The
figure also indicates a minimum total drug concentration
at about 25% ethanol. Nearly 60 total solubility [Dtot] data
points from Figure 4 and known values of [Du], σ, Kb, Kt,
[L], and [C] were used to calculate Fb and Ft by means of
nonlinear regression analysis. Their values were found to
be 0.515 and 0.340, respectively. As the cosolvent concen-
tration increases, the magnitude of Fb[C] and Ft[C] in-
creases, resulting in a greater destabilizing power for both
the binary and ternary complexes. This is because the
increased cosolvent concentration reduces solvent polarity
so that nonpolar molecules are more likely to stay out of
the cyclodextrin cavity.

The concentration of binary drug-ligand complex [DL]
is proportional to the product of the apparent complexation

Figure 1sFluasterone solubility as a function of EtOH concentrations.

Figure 2sSolubility of Fluasterone as a function of HPâCD and EtOH
concentrations.

Figure 3sSolubility of Fluasterone as a function of HPâCD and EtOH
concentrations.

Figure 4sSolubility of Fluasterone as a function of EtOH concentration in
different HPâCD concentrations.
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constant and the concentration of the free drug, i.e., Kb
app-

[D], which equals [Du]Kb
int × 10(σ - Fb)[C]. An increase in the

cosolvent concentration simultaneously produces an expo-
nential increase in [D] () [Du] × 10σ[C]) and an exponential
decrease in Kb

app (dKb
int × 10-Fb[C]). As a result, [DL] is

dependent upon the difference between the solubilizing
power (σ) and the destabilizing power (Fb) of the cosolvent
for [DL]. Since σ ) 0.340 and Fb ) 0.515, this difference is
negative. An increase in [C] leads to an exponential
decrease in [DL], and the concentration of the binary
complex becomes negligible when [C] reaches 50%.

The concentration of the ternary complex depends on the
cosolvent concentration [C] and the difference between the
cosolvent solubilizing power (σ) and the cosolvent desta-
bilizing power (Ft) for the ternary complex. Nonlinear
regression analysis of the solubility data indicates that the
difference between σ and Ft for Fluasterone is negligible
(see Table 1). Consequently, the exponential term in eq 8
is constant and an increase in ethanol concentration
produces a linear increase in the ternary complex concen-
tration [DLC].

With the values of [Du], Kb
int, Kt

int, Fb, and Ft given in
the table, we can calculate [D], [DL], [DLC], and [Dtot] at
any given combination of EtOH and HPâCD concentration
by using eqs 2, 5, 8, and 9, respectively. Figure 5a shows
the calculated values of [D], [DL], [DLC], and [Dtot] at 20%
HPâCD under different EtOH concentrations. Both the
exponential increase and the exponential decrease can be
seen more directly as straight lines on the semilogarithmic
scale of Figure 5b. The figure also shows that the calculated
[Dtot] decreases initially and approaches a minimum where
[C] is approximately at 25%. Such a decrease is due to the
fact that the decrease in [DL] outweighs the increase in
[D] and [DLC] resulting from the addition of ethanol. After
25%, [Dtot] starts to increase due to the increase in both
[D] and [DLC]. Note that [DLC] is greater than [DL] even
though Kb

int is approximately 10-fold greater than Kt
int.

This finding is consistent with testosterone studies11 in
which [DL] was diminished in a solution containing HPâCD
and 60% ethanol. However, the solid produced by evaporat-
ing the aqueous solvent contained a small amount of
ethanol. Since a 1:1:1 testosterone-HPâCD-ethanol com-
plex would contain only 2.7% ethanol, this observation
might be explained by the existence of the ternary complex
[DLC], such as described above.

Validation of the Proposed ModelsCalculated total
drug solubilities (solid lines) using eq 9 are compared in
Figure 6 with the experimental solubility data (symbols)
at different concentrations of HPâCD. The strong agree-
ment between the predicted and the observed solubility
data supports the validity of the proposed model. Note that
as the cyclodextrin concentration approaches zero, the total
solubility approaches the log-linear relationship commonly
observed in a simple cosolvent-water system.

Conclusion
An equation is developed to describe the combined effect

of ethanol and HPâCD upon Fluasterone solubility. The
equation is validated with respect to the intrinsic drug

solubility, [Du], the cosolvent solubilizing power, σ, the
binary and ternary intrinsic complexation constants, Kb

int

and Kt
int, and the cosolvent destabilizing powers for the

binary and the ternary complexes, Fb and Ft. This equation
can be used to explain the linear dependence of nonpolar
solute solubility upon cyclodextrin concentration that is
observed at all ethanol concentrations. It also can be used
to describe the decline in the solubility produced by low
cosolvent concentrations as well as the increase in the
solubility produced by high cosolvent concentrations that
are observed at all cyclodextrin concentrations. Thus it
provides a theoretical background for understanding the
dynamics of the combined cosolvent-complexant technique
in the solubilization of nonpolar drugs.

Table 1sEstimation of Solubilization Parameters

parameter symbol value

intrinsic binary complexation constant Kb
int (M-1) 1.80 × 105

intrinsic ternary complexation constant Kt
int (M-1) 1.42 × 104

cosolvent solubilizing power σ 3.40 × 10-1

cosolvent destabilizing power on binary complex Fb 5.15 × 10-1

cosolvent destabilizing power on ternary complex Ft 3.40 × 10-1

Figure 5sCalculated solubility in 20% HPâCD.

Figure 6sCalculated total drug solubilities (solid lines) versus the experimental
solubility data (symbols) at different HPâCD concentrations.
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Abstract 0 A folate-targeted transfection complex that is internalized
by certain cancer cells and displays several properties reminiscent of
enveloped viruses has been developed. These liposomal vectors are
comprised of a polycation-condensed DNA plasmid associated with
a mixture of neutral and anionic lipids supplemented with folate−poly-
(ethylene glycol)−dioleylphosphatidylethanolamine for tumor cell-
specific targeting. N-Citraconyl-dioleylphosphatidylethanolamine is also
included for pH-dependent release of endosome-entrapped DNA into
the cytoplasm, and a novel plasmid containing a 366-bp segment
from SV40 DNA has been employed to facilitate transport of the
plasmid into the nucleus. Because formation of the DNA core is an
important step in the assembly of liposomal vectors, considerable effort
was devoted to comparing the transfection efficiencies of various DNA
condensing agents. It was found that complexation of plasmid DNA
with high molecular weight polymers such as acylated-polylysine and
cationic dendrimers leads to higher folate-mediated transfection
efficiency than DNA complexed with unmodified polylysine. In contrast,
compaction of plasmid DNA with small cationic molecules such as
spermine, spermidine, or gramicidin S yields only weakly active folate-
targeted liposomal vectors. Compared to analogous liposomal vector
preparations lacking an optimally compacted DNA core, a cell-specific
targeting ligand, a caged fusogenic lipid, and a nucleotide sequence
that facilitates nuclear uptake, these modified liposomal vectors display
greatly improved transfection efficiencies and target cell specificity.

Introduction
Gene therapy constitutes an attractive strategy for the

treatment of a variety of human genetic disorders.1-5

Although viral gene therapy can report the greatest suc-
cesses in animal and human trials to date,6-10 liposomal
vectors have stimulated increased attention due to their
low immunogenicity, lack of potential infectivity, and ease
of assembly from chemically defined components.11 Unfor-
tunately, liposomal vectors also suffer from their own set
of disadvantages, including generally low efficiencies of
transfection and elevated toxicities toward normal cells.9,12

Work on liposomal vectors has consequently focused on
developing formulations that improve transfection ef-
ficiency without compromising host cell viability.13,14

One reasonable approach for addressing the deficiencies
of liposomal vectors has been to identify the features of
viral vectors that render them efficient vehicles for gene
transfer and then mimic these features in synthetic lipo-
somal constructs. Based on information available to date,
the desirable characteristics of the more promising viral

vectors would seem to include (i) their ability to efficiently
compact and package the genetic material, (ii) their expres-
sion of a surface-exposed ligand for stable attachment and
endocytosis/delivery of the condensed DNA into the target
cell, (iii) their means of releasing their nucleic acid from
the endosome into the target cell’s cytoplasm, and (iv) their
mechanisms for enhancing transport of their genome into
the host cell’s nucleus. It can be speculated that future
liposomal gene therapy vectors will incorporate components
that mimic many of these desirable viral functions. Indeed,
some progress has already been made toward achievement
of these objectives.2,14-20

Probably the greatest advance in optimizing liposomal
vectors has stemmed from development of cationic lipo-
somes that not only promote DNA compaction and avid cell
association, but also enhance delivery of the genetic cargo
into the cell’s cytoplasm.21-24 Associated with these desir-
able features, however, is a significant loss of cell-specific
targetability, since strongly cationic complexes indiscrimi-
nately bind most cell surfaces and thereby render any
ligand-specific interactions largely meaningless. While such
generic cell surface affinity can be prevented by eliminating
excess cationic charge, the resulting neutral DNA-lipid
particles are generally poorly fusogenic, even when deliv-
ered into target cells by receptor-mediated endocytosis.
Clearly, modification of cationic liposomes for cell specific
targeting involves more than simple attachment of a high
affinity ligand to the liposome surface.

Our laboratory has been interested in the use of folic acid
as a targeting ligand to deliver attached therapeutic and
imaging agents to cancer cells that overexpress the receptor
for folic acid.25-31 Because folate-linked cargo’s of diameters
<150 nm are efficiently bound and internalized by folate
receptor (FR)-expressing cells, it seemed reasonable to
explore the possibility of using folic acid to facilitate
liposomal vector delivery to FR-enriched cells. In this paper
we describe our efforts at integrating several desirable
features of viral vectors into folate-targeted liposomal
vectors. While several excellent publications describing the
use of folic acid to deliver genes into cancer cells have
already appeared,29,32-34 a more comprehensive attempt to
optimize components that might mimic desirable viral
characteristics has not been reported.

Materials and Methods
MaterialssAll commercially available lipids were purchased

from Avanti Polar lipids (Alabaster, AL). Citraconic anhydride,
2,6-lutidine, folic acid, poly-L-lysine hydrobromide (MW ∼ 25.6
kDa), myristoyl chloride, palmitic acid N-hydroxysuccinimidyl
ester (NHS), oleic acid-NHS, and gramicidin S were purchased
from Sigma Chemical Co. (St. Louis, MO). Spermine, spermidine,
and chitosan (medium MW, 200-800 cps) were from Aldrich
(Milwaukee, WI). Cationic dendrimers were obtained from Den-
dritech Inc. (Midland, MI) and Aldrich (St. Louis, MO). [3H]-
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Cholesteryl hexadecyl ester and Na125I were purchased from
DuPont. Folate deficient modified Eagle’s medium (FDMEM) and
other additives were purchased from Life Technologies, Inc. and
fetal calf serum was from HyClone Labs (Logan, UT). â-galactosi-
dase assay kits were purchased from Promega (Madison, WI). BCA
protein assay reagents were from Pierce (Rockford, IL).

Plasmid PreparationsA 366 bp HindIII-KpnI fragment of
SV40 DNA containing the origin and promoter region (SV40 nts
5171 to 294) was amplified by polymerase chain reaction and
cloned into the TA cloning vector (Invitrogen, San Diego CA) to
create plasmid pTA-DTS. Subsequently, a 384 bp HindIII-SalI
fragment was isolated from pTA-DTS and inserted into the
corresponding sites of pCMVâgal (Clontech, Palo Alto, CA),
downstream of the lacZ gene. Protein-free preparations of plasmids
pCMVlacZ and pDTSlacZ were purified following alkaline lysis
using Qiagen megaprep columns.

Synthesis of Fatty Acylated PolylysinesAcylated polylysine
was synthesized by reaction of polylysine (Mr ∼25 700) with
activated fatty acids at a fatty acid/lysine ratio of 1:5. Myristoyl
chloride, palmitic acid-NHS, or oleic acid-NHS (0.077 mmol) in 1
mL of dry DMF was added to 15 mg of polylysine in 500 µL of dry
DMSO, and the mixture was allowed to react for 24 h at room
temperature. The solution was then added to a large excess of
diethyl ether to precipitate the derivatized polylysine,35 and the
polymer was purified by dialysis against deionized water. The
resulting polymer was quantified by trypan blue assay36 using
unmodified polylysine as the standard.

Preparation of Liposome FormulationssN-Citraconyl-di-
oleylphosphatidylethanolamine (C-DOPE) is a caged form of di-
oleylphosphatidylethanolamine (DOPE) that resists hexagonal
phase formation and consequent liposome fusion until the citra-
conyl moiety is released by acidification at pHs < 6.37,38 Assuming
such low pHs are only experienced following endocytosis by target
cells, incorporation of C-DOPE into liposomal vectors should allow
acquisition of fusogenic properties only following uptake by
transfected cells.

C-DOPE was synthesized by reacting DOPE with citraconic
anhydride, and the resulting caged fusogenic lipid was purified
as described earlier.37,38 Liposomes were prepared by mixing
chloroform solutions of DOPE, cholesterol, C-DOPE, and folate-
poly(ethylene glycol)-dioleylphosphatidylethanolamine (FA-PEG-
DOPE, a derivative of dioleylphosphatidylethanolamine linked
covalently to folic acid via a poly(ethylene glycol) spacer28) or poly-
(ethylene glycol)-dioleylphosphatidylethanolamine (PEG-DOPE,
the nontargeted control for FA-PEG-DOPE) followed by removal
of the chloroform under vacuum to produce a dry lipid film.
Hydration of the lipid was then achieved by addition of 1.0 mL of
sterile 20 mM HEPES buffer, pH 8.0, followed by vortexing for 1
min and bath sonication to obtain a clear emulsion. The total lipid
content in these liposome formulations was ∼5 mg/mL.

Preparation of Transfection Competent ComplexessPoly-
lysine, acylated-polylysine, dendrimers, gramicidin S (stock solu-
tions of 10 mg/mL in dimethyl sulfoxide), spermine, spermidine,
and chitosan (stock solutions of 10 mg/mL in aqueous 1% acetic
acid solution) were diluted to 1 mg/mL in sterile deionized water
and stored at 4 °C until use. Polycation-DNA complexes were then
generated by vortexing equal volumes (100 µL) of the appropriate
polycation solution with 40 µg/mL pCMVlacZ plasmid DNA in
serum free medium for 1 min, followed by incubation at room
temperature for at least 15 min. Ratios of nucleic acid to polycation
charge were estimated from the electrostatic charge present on
each component.32,39-43 The resulting polycation-DNA complexes
(200 µL) were then combined with 200 µL of 0.24 mg/mL liposomes
suspended in serum free medium by gentle vortexing. The
hydrodynamic diameter of the complex was determined by dy-
namic light scattering (Coulter N4plus Submicron Particle Sizer,
Miami, FL).

Cell Culture and Transfection of Cells with Liposomal
VectorssKB cells, a human nasopharyngeal cancer cell that
expresses elevated levels of folate receptor were cultured in folate
deficient Dulbecco’s modified Eagles medium (FDMEM) containing
10% heat-inactivated fetal calf serum (FCS), penicillin (50 units/
ml), streptomycin (50 µg/mL), 2 mM L-glutamine, and nonessential
amino acids at 37 °C in a 5% CO2 humidified atmosphere. In a
typical experiment, cells were seeded 48 h before transfection in
24-well plates at 15% to 20% confluence. Immediately prior to
transfection, the cells were washed with 0.5 mL of serum free
FDMEM and then incubated for 4h at 37 °C with DNA/liposome

complexes in 400 µL of serum free FDMEM. After incubation, the
medium containing any free DNA/liposome complexes was re-
placed with vector-free medium (FDMEM) containing 10% fetal
calf serum. Thirty-six hours after transfection, cells were analyzed
for â-galactosidase expression, as described by others.44

Evaluation of Liposome Complexation with Condensed
DNAsPlasmid DNA was labeled with 125I using the published
method of Prensky.45 Labeled DNA was then separated from free
iodine by gel filtration chromatography on a Sephadex G-25
column in 50 mM HEPES (pH 8.0) buffer. A discontinuous sucrose
gradient containing layers of 3 mL, 5 mL, and 5 mL of 0%, 20%,
and 40% sucrose dissolved in deionized water, respectively, was
then constructed. Samples comprised of 125I-labeled DNA/polyca-
tion complexes and/or 3H-labeled anionic liposomes were layered
on top of the gradient and centrifuged at 24 000 rpm (100 000g)
in a Beckmann SW28 ultracentrifuge rotor for 45 min. One
milliliter fractions were collected sequentially from the top to the
bottom of the gradient and analyzed for lipid and DNA content
by scintillation and gamma counting, respectively.

Results

In agreement with observations of others,46-48 we have
found that cationic lipid formulations cannot be readily
targeted to receptor-bearing cells using cell-specific ligands
such as folic acid (data not shown). We, therefore, under-
took to integrate features into neutral liposomes that might
facilitate uptake and delivery of encapsulated DNA into
the nucleus. From previous studies, it was noted that
C-DOPE, a caged form of DOPE that converts to the
natural fusogenic lipid (i.e., DOPE) upon exposure to acidic
pH, could enable pH-dependent release of encapsulated
DNA from endosomal compartments.38 However, because
these earlier lipid formulations contained large amounts
of unmodified DOPE, they were found to be unstable during
storage and hence not viable for eventual clinical applica-
tions. Although addition of 40% cholesterol was observed
to render these formulations stable for at least a month,
the added sterol was simultaneously found to compromise
the fusogenicity of the lipid complexes. We, therefore,
undertook to reevaluate various lipid formulations for a
combination that might be both stable and targetable, yet
capable of facilitating efficient transfection of FR-express-
ing cells. We have used 0.1 mol % FA-PEG-DOPE as the
targeting ligand in all such formulations, because we have
previously found that this percentage was optimal for
targeting vectors to cells expressing folate receptors and
since cells lacking such receptors are not detectably trans-
fected by such formulations.38 Figure 1 shows that lipid
envelopes of the composition DOPE/C-DOPE/cholesterol/
FA-PEG-DOPE (45.9:10:40:0.1 mol %) are highly efficient
in transfecting KB cells with a polylysine-compacted
pCMVâgal vector. Importantly, when the FA-PEG-DOPE
liposomes are replaced with nontargeted liposomes (FA-
PEG-DOPE replaced with PEG-DOPE), the â-galactosidase
expression decreases to background levels, indicating the
above formulation facilitates ligand selective cell associa-
tion. Further, when DOPS is substituted for C-DOPE in
the targeted formulations, no transfection is observed,
demonstrating that the caged lipid’s pH dependent fuso-
genicity rather than its negative charge enables gene
expression. Finally, when the optimal formulation is
compared with unstable liposomes of the composition
DOPE/C-DOPE/FA-PEG-DOPE (97:3:0.1 mol %), the cho-
lesterol-stabilized liposomes are seen to exhibit only 15 to
20% lower transfection activity (data not shown). Since the
nonstabilized formulations lose all transfection activity
during 3 days of storage, formulations containing 40%
cholesterol were employed in all remaining experiments.

Inclusion of C-DOPE in the lipid mixture was found to
benefit the vector formulation by a second mechanism.
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Because of its double negative charge at neutral pH,
C-DOPE incorporation endowed the derived liposome with
a strongly anionic character. Thus, upon mixing with
cationic DNA/polycation complexes, a particle spontane-
ously formed that had a neutral to slightly negative charge
(data not shown). In contrast to positively charged par-
ticles, this neutral to slightly anionic particle could be
readily targeted by attachment of a cell-specific ligand (i.e.
folic acid). Thus, the C-DOPE assisted in vector assembly,
vector targeting, and pH-dependent vector release into the
target cell’s cytoplasm.

Since physical characteristics of liposomal vectors can
make an important contribution to the transfection efficacy,
we measured the sizes of the DNA/polylysine/liposome
complexes. All vectors tested were found to have diameters
of 170 ( 40 nM, and no statistical variance between the
many preparations of control and C-DOPE vectors was
detected. We also did not notice any trend in the size of
the vectors as C-DOPE content was varied. This is probably
because the primary step of DNA condensation is always
performed with the same amount of polylysine, and the
added C-DOPE containing liposomes simply conform to the
size of this particle. Hence, we conclude that a variation
in size is not the basis for the differences in transfection
efficiency observed at different C-DOPE concentrations.

Effect of Incorporating a DNA Targeting Sequence
into the PlasmidsSince most vectors employed for eu-
karyotic gene therapy must enter the nucleus to function,
we next explored whether facilitated nuclear import of the
plasmid DNA would enhance the efficiency of gene expres-
sion. For this purpose, a novel plasmid (pDTSâgal) was
constructed (Figure 2), which is identical to the commercial
plasmid (pCMVâgal) except for insertion of a 366 bp SV40
nuclear targeting sequence downstream of the lacZ gene
and polyadenylation signal. To evaluate the possible con-
tribution of this nuclear targeting sequence, pDTSâgal was
compared with the parent pCMVâgal for expression of
â-galactosidase in transfected cells. Figure 3 shows that a
1.5-2-fold increase in â-galactosidase activity was mea-

sured when pDTSâgal plasmid was substituted for pCMV-
âgal in each of the three formulations tested. This nuclear-
directed plasmid was therefore employed in the remainder
of the studies reported here.

Identification of Optimal DNA Compacting Poly-
merssAlthough a variety of cationic polymers have been
exploited as DNA condensing agents, the resulting com-
plexes are thought to differ in degree of compaction,
compatibility with different lipid formulations, resistance
to cellular nucleases, and extent of DNA unloading follow-
ing entry into a cell’s interior. Since ligand-mediated
endocytic pathways might differ considerably from cationic
lipid-promoted uptake pathways, it seemed advisable to
reevaluate various DNA compaction methods for use with
ligand-targeted liposomal vectors.

A panel of polycations including spermine, spermidine,
gramicidin S, polyamidoamine dendrimer, polylysine, and
chitosan were therefore examined for their abilities to

Figure 1sOptimization of C-DOPE content for maximum transfection activity.
Liposomal vectors were prepared by mixing pCMVlacZ:polylysine (1:0.75 w/w)
complexes with liposomes consisting of 40% cholesterol, 0.1% FA-PEG-DOPE
(b,1) or PEG-DOPE (O), plus the indicated mole % of C-DOPE (b,O) or
DOPS (1). DOPE was then added to raise the lipid total to 100%. Folate
receptor bearing KB cells were transfected as described in the Methods section.
Assay results are expressed as milliunits of â-galactosidase per mg cell protein.
Data are presented as means ± SD where n ) 6 from two independent
experiments. Mean values were compared using one-way analysis of variance
(ANOVA) followed by the Student−Newman−Keuls Multiple Comparisons Test
(Sigmastat). Significance was set at p < 0.05. P values for comparison of
âgal expression with FA-PEG-DOPE liposomes containing the indicated mole
% of C-DOPE are 3% versus 5% < 0.001, 5% versus 10% < 0.001, 10%
versus 15% ) 0.003 and for 15% versus 20% ) 0.002.

Figure 2sMap of pDTSâgal plasmid. A 384 bp HindIII−SalI fragment
(SV40DTS) containing the origin and promoter region (SV40 nts 5171 to 294)
from SV40 DNA was inserted into the corresponding sites of pCMVâgal,
downstream of the lacZ gene, to facilitate plasmid entry into the nucleus. A
cytomegalovirus immediate early gene promoter/enhancer was employed to
drive expression of the reporter gene, â-galactosidase (lac Z). SV40 p(A),
SV40 polyadenylation signal; Ampr, â-lactamase gene.

Figure 3sEffect on transfection efficiency of inserting a 366 bp SV40 nuclear
targeting sequence into the pCMVlacZ plasmid. Transfection particles were
prepared by mixing 4 µg of control plasmid, pCMVâgal (open bar) or 4 µg of
plasmid containing a nuclear targeting sequence, pDTSâgal (slashed bar)
with 3 µg polylysine, and then incubating the derived complexes with liposomes
consisting of 40% cholesterol, 0.1 mol % FA-PEG-DOPE plus the indicated
mole % of C-DOPE. Unmodified DOPE was added to bring the total lipid
content to 100%. Transfection of KB cells was then assayed as described in
the Methods section. Data are expressed as means ± SD where n ) 6. P
values comparing âgal expression with pCMVâgal and pDTSâgal are < 0.001
in all three cases.
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facilitate folate-targeted gene expression. Charge ratios (()
of 1.2/1, 2/1, and 3/1 were chosen so that upon further
complexation with anionic lipid mixtures the vectors would
remain anionic, neutral, or even slightly cationic to ensure
low levels of nontargeted gene transfection. As seen in
Figure 4, only the high molecular weight polylysine and
polyamidoamine dendritic polymers were highly active.
Oligocations such as spermine, spermidine, and gramicidin
S, in contrast, yielded low transfection efficiencies at the
charge ratios tested. It was also noted that transfections
with chitosan-condensed DNA (data not shown) resulted
in high mortality, eliminating this complex from further
consideration. However, the near absence of toxicity of the
polylysine and dendritic polymers qualified them for
further exploration, as described below.

Further Examination of Polylysine-Derived DNA
Condensing AgentssEncouraged by the potential dis-
played by polylysine, and motivated by a recent report that
partially acylated isoforms of the polycation might enable
still better transfection efficiencies,35 we undertook to
compare various acylated polylysines in our folate-targeted
KB cell transfection assay. Acylated polylysines were
synthesized by N-alkylation of polylysine at a fatty acid-
to-lysine ratio of 1:5 under anhydrous coupling conditions.
Following purification35 and determination of residual
charge,36 pDTSâgal plasmid DNA was successively com-
plexed with acylated-polylysine and then DOPE/C-DOPE/
cholesterol/FA-PEG-DOPE (45.9:10:40:0.1 mol %) lipo-
somes. As shown in Figure 5, folate-targeted vectors with
acylated polylysines showed higher transfection activities
(∼1.3 to 2-fold) than vectors with nonacylated polylysine.
Furthermore, oleic acid-derivatized polylysine displayed
higher transfection efficiency than either palmitic acid- or
myristic acid-conjugated polylysine.

Optimization of Dendrimer/DNA Complexes for
TransfectionsTo determine the optimal charge ratio of
dendrimer/DNA complexes for ligand-targeted gene therapy,
KB cells were transfected with dendrimer-compacted DNA
(generation 6; 68 Å diameter) complexed with either FA-
PEG-DOPE- or PEG-DOPE-containing liposomes. â-Ga-
lactosidase expression was then measured as a function of
dendrimer/DNA charge ratio, which ranged from 1.2:1 to

4.5:1. As seen in Figure 6, the maximum level of â-galac-
tosidase expression was observed at a charge ratio of 2.8:
1, while at none of the examined charge ratios were
nontargeted liposomes effective agents for gene delivery.
A charge ratio of 2.8:1 was, therefore, used in all further
dendrimer-based studies.

The heterogeneous nature of most DNA-polycation
complexes makes it difficult to determine which of the
diversity of complexes in any suspension is most effective
in mediating transfection.49 In contrast, dendrimers with
their uniform shapes and sizes allow quantitative analysis
of the influence of vector size on the efficiency of gene
transfer. As shown in Figure 7, an increase in transfection
efficiency was observed with increasing dendrimer size
from 40 to 68 Å, followed by a decrease in activity at 84 Å.
Interestingly, expression of â-galactosidase with the opti-
mum (68 Å) dendrimer complexes was 2.5- to 3-fold higher

Figure 4sEffect of various oligo- and polycations on the transfection ability
of folate-targeted liposomes. Polycation/DNA complexes at the indicated charge
ratios were prepared by mixing pDTSlacZ with spermine (open bar), spermidine
(left slashed bar), gramicidin S (double slashed bar), polylysine (right slashed
bar), or 68 Å polyamidoamine cationic dendrimers (horizontal slashed bar).
FA-PEG-liposomes were then prepared and transfection efficiencies compared,
as described in the Methods section. The lipid composition of the complexes
was 10 mol % C-DOPE, 49.9 mol % DOPE, 40% cholesterol, 0.1 mol %
FA-PEG-DOPE. The polycation/DNA charge ratio refers to the charge ratio
of the complex before addition of the anionic liposomes. Data are expressed
as means ± SD where n ) 6.

Figure 5sEffect of polylysine acylation on transfection efficiency. pDTSlacZ
plasmid was mixed with polylysine (pL) or polylysine derivatized with the
indicated acyl chains (see Methods) at a ± charge ratio of 1.2/1. The resulting
complexes were then incubated with FA-PEG-liposomes and tested for
transfection efficiency on KB cells. The lipid composition of the FA-PEG-
liposomes was 10 mol % C-DOPE, 49.9 mol % DOPE, 40 mol % cholesterol,
0.1 mol % FA-PEG-DOPE. Data are expressed as means ± SD where n )
3. P values for comparison of âgal containing the indicated type of polylysine
are pL versus myristyl-pL ) 0.032, myristyl-pL versus palmityl-pL ) 0.086
and for palmityl-pL versus oleyl-pL ) 0.002.

Figure 6sEffect of dendrimer/DNA charge ratio on folate-targeted liposomal
vector transfection of KB cells. Complexes were prepared by mixing dendrimer/
pDTSlacZ complexes at increasing charge ratios with C-DOPE liposomes
consisting of 10 mol % C-DOPE, 49.9 mol % DOPE, 40% cholesterol, and
0.1 mol % FA-PEG-DOPE (b) or PEG-DOPE (O). Transfection competency
was then analyzed in KB cells, as described in the Methods. The dendrimer
to DNA charge ratio refers to the charge ratio of the complex before addition
of the anionic liposomes. Data are expressed as means ± SD where n ) 6.
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than that seen with polylysine complexes (compare with
Figure 3). As before, negligible levels of â-galactosidase
expression were observed when FA-PEG-DOPE was re-
placed with equimolar PEG-DOPE in the lipid fraction of
all dendrimer complexes tested.

Analysis of the Interaction of Polycation/DNA
Complexes with Anionic LiposomessWith any ligand-
targeted gene therapy formulation, it is important to
determine the fraction of ligand-derivatized empty lipo-
somes that might compete with DNA containing liposomes
for cell surface receptors. For this purpose, oleyl-polylysine/
DNA or cationic dendrimer (68 Å)/DNA complexes were
prepared at their optimal DNA:polycation ratios, and the
complexes were incubated with anionic liposomes com-
prised of DOPE/C-DOPE/cholesterol/FA-PEG-DOPE. The
resulting folate-tethered liposomal vectors were then frac-
tionated on a 0%/20%/40% discontinuous sucrose gradient
and fractions were analyzed for their DNA and lipid
contents. As noted in Figure 8 and elsewhere,32,39 free DNA
and free liposomes remained on top of the gradient, while
unprotected polycation/DNA complexes migrated to the
bottom (Figure 8A). In contrast, fully assembled polycation/
DNA/liposome complexes were of intermediate density and
sedimented as a broad band in the middle of the gradient
(Figures 8B and 8C). Quantitative evaluation of the
distribution of lipid and DNA radiolabels in these gradients
revealed that the majority of the DNA complexes were
associated with liposomes, and very few empty liposomes
remained in the preparations to compete with the DNA-
containing liposomes for folate receptors.

Discussion
We have shown that the transfection efficiency of folate-

targeted, cholesterol-stabilized liposomal vectors can be
significantly enhanced by (i) use of a pH-sensitive fusogenic
lipid, (ii) incorporation of a nuclear localization sequence
into the encapsulated plasmid, and (iii) selection of the
optimal composition, size and charge density of the com-
pacting polycation. Indeed, when compared to polylysine-
compacted conventional plasmids, associated with folate-
targeted, but pH-insensitive (lacking C-DOPE), liposomes,
an increase in gene expression of more than 100-fold is
observed. While further improvements in each of these
features may be necessary before a clinically useful vector
can be assembled, the above exploratory study constitutes

at least a first step toward development of a liposomal
vector that mimics the desirable traits of many viral
vectors.

One of the most critical limitations of standard neutral
liposomal vectors appears to be their inability to dock with
and enter mammalian cells.50 Cationic liposomes obviously
do not share this problem, but they are encumbered with
their own set of limitations.14 Although the advantages of
ligand-mediated cell association and internalization were
not emphasized in this report, it should be noted that the
nontargeted vectors were generally 50 to 100-fold less
effective than their folate-targeted counterparts. This
differential would suggest that ligand-mediated cell as-
sociation and uptake is a viral feature that should be
mimicked in liposomal vectors whenever possible.

A second characteristic that contributes measurably to
the usefulness of viral vectors involves their ability to

Figure 7sInfluence of dendrimer size on gene transfer efficiency. pDTSlacZ
plasmid vectors were formulated with dendrimers of the indicated sizes at the
optimal dendrimer/DNA charge ratio of 2.8:1. The resulting complexes were
then mixed with FA-PEG-liposomes (b) or PEG-liposomes (O) and tested
for transfection efficiency on KB cells, as described in Figure 6. Data are
expressed as means ± SD where n ) 3.

Figure 8sAnalysis of polycation−DNA−liposome interactions using sucrose
density gradient ultracentrifugation. (A) Oleyl-polylysine/DNA (O) or dendrimer/
DNA (1) complexes containing 125I-labeled DNA (20 µg), and free liposomes
containing 3H-labeled lipids (240 µg) (b) were separately fractionated on a
0/20/40% (3/5/5 mL) discontinuous sucrose gradient at 100 000g for 45 min.
One milliliter fractions were collected starting from the top of each gradient
and counted for 125I and 3H radioactivity. After incubating the liposomes with
either oleyl-polylysine/DNA (B) or dendrimer/DNA (C) particles, as described
in the text, the assembled liposomal vectors were fractionated using the same
gradient and counted for radioactivity. The oleyl-polylysine/DNA and the
dendrimer/DNA complexes are seen to sediment to the bottom of the gradient,
while the anionic liposomes and free DNA remain at the top. Mixed complexes
sediment to an intermediate position in the gradient. Data are expressed as
means ± SD where n ) 3.
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promote gene transfer across a target cell’s plasma/endo-
somal membrane into the cell’s cytoplasm. In the liposomal
vector described here, this capability is accomplished in two
steps. First, the cell’s natural folate receptor-mediated
endocytosis pathway is exploited to carry the therapeutic
vector into the target cell’s endosome, and then both the
citriconylated and unmodified DOPE combine to facilitate
escape of the DNA from the endosome into the cytoplasm.
According to this strategy, the vector’s full fusogenic
potential is not realized until the citraconyl group of the
C-DOPE is hydrolyzed at low pH. Because the required
acidic conditions are not encountered prior to entry into
endosomes, incorporation of C-DOPE limits vector unload-
ing prior to intracellular uptake. With the optimized
combination of C-DOPE and DOPE employed here, an
increase in gene expression over vectors lacking C-DOPE
of 40- to 70-fold was observed. Excess C-DOPE presumably
reduced transfection efficiency, either because too much
C-DOPE had to be hydrolyzed to enable fusion, or because
the excess lipid assembled into folate-targeted but plasmid-
free liposomes that competed with the plasmid-containing
liposomes for cell surface receptors.

Probably the easiest viral trait to mimic in liposomal
vector formulations lies in the ability of the viral genome
to promote its own nuclear import. Because the DNA
sequences involved in this process are located within the
origin of replication and promoter regions, the likely
mechanism for nuclear import involves binding of specific
cellular proteins and their facilitation of genome transfer
across the nuclear membrane.51 While the enhancement
accompanying inclusion of this viral sequence into our
plasmid vector was only ∼2-fold (Figure 3), the benefit to
vectors targeted to less actively dividing cells could be
considerably greater.52 Thus, DNA transit across the
nuclear membrane only becomes rate-limiting when the
nuclear membrane remains intact over long intervals. In
rapidly dividing cells such as those used in our study, this
membrane is dismantled each time the cell enters M phase.

Viral capsids are able to condense their nucleic acids to
a size that can be efficiently packaged and internalized by
target cells. Synthetic polycations have been traditionally
employed to achieve the same objective with liposomal
vectors.20,53 Indeed, for folate-targeted neutral liposomes,
both polylysine and polyamidoamine dendrimers were
judged to be acceptable mediators of DNA compaction
(Figure 4). Further, when polylysine was partially deriva-
tized with fatty acyl chains of varying length, an additional
increase in transfection efficiency was observed. This
enhancement in expression activity could conceivably be
due to a decrease in electrostatic interaction between the
acylated polylysine and DNA, thereby allowing the inter-
nalized plasmid to dissociate from the polylysine and enter
the nucleus more easily.35,54 Alternatively, the lipophilicity
of the acylated polylysine could enhance association of the
DNA/polylysine complex with the anionic liposomes or
improve the stability of the folate-targeted vectors. We
suggest that incorporation of acylated polycationic con-
densing agents warrants further examination in any quest
for an optimal liposomal vector.

In contrast to the substituted and unmodified polyly-
sines, simple oligocations such as spermine, spermidine,
and the cyclic amphipathic peptide, gramicidin S, were only
weakly active. Although spermine, spermidine,40 and gram-
icidin S41 are known to condense DNA and facilitate trans-
fection, the spermine/DNA complexes are unfortunately not
stable at physiological ionic strength.39,55 This inherent
instability may be responsible for the overall weak trans-
fection activity of these targeted liposomal formulations.

The complex of plasmid DNA and cationic dendrimers
was found to display the highest targeted gene expression

activity of any formulation tested. Unlike the polycations
of low molecular weight, cationic dendrimers have a higher
surface charge density and are consequently capable of
forming DNA complexes that are stable at a variety of pHs
and salt concentrations.56 With these dendrimers, trans-
fection efficiency was found to depend on the number and
size of dendrimers in each complex, with the highest
expression obtained using the 68 Å dendrimer at a (
charge ratio prior to liposome addition of 2.8/1. Although
stable DNA complexes could be formed at charge ratios
greater than 5:1, these complexes were invariably ineffec-
tive, even though such vectors had been previously shown
to be optimal in the absence of complexation with anionic
lipid.57 Why the more strongly charged complexes were less
efficient in our hands is not clear, but an excess of
noncomplexed dendrimer could have competed for associa-
tion with the folate-linked anionic liposomes, thereby
reducing the total number of dendrimer/DNA/liposome
complexes capable of folate receptor binding on the cell
surface.

Conclusions
Although neutral liposomal vectors generally exhibit

lower transfection efficiencies than cationic liposomal vec-
tors, they simultaneously display several advantages not
shared by their cationic counterparts. Thus, vectors with
low surface charge density can be readily targeted to
specific cell types, commonly exhibit little or no nonspecific
cytotoxicity,20 and display reduced tendency to activate
complement,58 in contrast to most cationic liposomal vec-
tors.58 With the development of novel components/strate-
gies to facilitate (i) DNA compaction, (ii) cell surface
association and entry, (iii) endosome unloading, and (iv)
intranuclear delivery, the prospects for improving the
transfection efficiency of neutral liposomal vectors is
increasingly bright.
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Abstract 0 This study examined the absorption and disposition of
clomipramine in rats after sublingual (5 and 50 mg/kg), oral (50 mg/
kg), and iv (5 mg/kg) administration. The mean oral bioavailability of
clomipramine was 24.8% and 29.7%, respectively, in conscious rats
and in rats anesthetized with ketamine/xylazine (30/3 mg/kg). When
given sublingually in isotonic saline at a dose of 50 mg/kg,
clomipramine was rapidly absorbed, and the mean absolute bioavail-
ability (36.2%) was increased over oral dosing. The mean AUC values
of clomipramine were 2258 ± 1762 ng‚h/mL and 1891 ± 867 ng‚h/
mL after oral administration to conscious and anesthetized rats,
respectively, and 3303 ± 1576 ng‚h/mL after sublingual administration
to anesthetized rats. Sublingual administration (5 mg/kg doses) of
clomipramine formulated with a permeation enhancer, 2-hydroxypropyl
â-cyclodextrin, further increased the sublingual bioavailability to 57.1%.
The sublingual route may be an alternative route of administration of
clomipramine, providing enhanced bioavailability.

Introduction

Clomipramine is a tricyclic antidepressant widely used
for the treatment of depression in a number of countries
in Western Europe and Canada. In the United States, it
has only recently been approved for the treatment of
obsessions and compulsions in patients with obsessive-
compulsive disorder.1 Beneficial effects of clomipramine
have also been reported in patients with phobia, panic
disorder, chronic pain, premature ejaculation, enuresis, and
anorexia nervosa.2 Despite the widespread use of clomi-
pramine for more than a decade, its pharmacokinetics are
less well documented than those of other tricyclic antide-
pressants.3,4 There are a few reports on the oral absorption
of clomipramine in humans in which the oral bioavailability
is approximately 50%.5-7 To our knowledge, no information
is available on the bioavailability of clomipramine after
sublingual or buccal administration in humans or labora-
tory animals. Of the antidepressant drugs available at
present, only imipramine has been indirectly shown to be
efficiently absorbed across the oral mucosa in humans.8

The aim of this study was to determine the extent of
absorption of clomipramine in rats after sublingual ad-
ministration. Clomipramine given sublingually as a solu-
tion in isotonic saline was rapidly absorbed and its sub-
lingual bioavailability was increased over oral dosing. The
sublingual bioavailability of clomipramine was further
enhanced when given with hydroxypropyl â-cyclodextrin
as a permeation enhancer.

Experimental Section

ChemicalssClomipramine hydrochloride, imipramine hydro-
chloride, ketamine, xylazine, and triethylamine were purchased
from Sigma Chemical Co. (St. Louis, MO). Methocel MC (methyl
cellulose) and 2-hydroxypropyl â-cyclodextrin were obtained from
Fluka Chemie AG (Buchs, Switzerland). Sodium hydroxide and
phosphoric acid were purchased from Samchun Chemical Co.
(Pyungtaek, Korea) and Yakuri Chemical Co. (Osaka, Japan),
respectively. Acetonitrile and methanol (all HPLC grades) were
obtained from Fisher Scientific (Fair Lawn, NJ) and hexane (HPLC
grade) from Mallinckrodt (Paris, KY). Mannitol and heparin were
obtained from Choongwae Pharma Co. (Seoul, Korea).

Animals and Surgical PreparationsMale Sprague Dawley
rats (7-8 weeks, 240-300 g) were purchased from Jaeil Animals
Co. (Ansung, Korea). The rats were placed in plastic rat cages and
housed in a temperature-controlled (23 ( 2 °C) animal facility with
light/dark cycle of 12/12 h and relative humidity of 50 ( 10%. The
animals had free access to standard rat diet (DaeJong Co., Seoul,
Korea) and water throughout the study. After at least one week
of acclimatization, the rats were anesthetized with im injection of
ketamine and xylazine (90/10 mg/kg) and cannulated with PE
tubing (0.58 mm i.d. and 0.96 mm o.d., Natume Co., Tokyo, Japan)
in the right jugular vein. In animals used in the iv injection study,
the right femoral vein was also cannulated with PE tubing. After
surgery, at least 2 days of recovery were allowed prior to drug
administration.

Intravenous Injection StudysClomipramine dissolved in
isotonic saline (3 mg/mL) was administered iv in rats via the
femoral vein at 5 mg/kg doses (n ) 4). Serial blood samples of
approximately 0.3 mL were collected from the jugular vein at 0,
5, 15, 30, and 45 min and 1, 1.5, 2, 4, 8, 12, and 24 h after drug
injection. Equal volumes of drug-free heparinized saline were
injected after each sampling. Serum samples were harvested by
centrifugation at 2500 rpm for 10 min and were kept at -70 °C
until drug analysis.

Oral DosingsClomipramine dissolved in isotonic saline was
administered po at 50 mg/kg doses in rats (n ) 4). A second group
of rats (n ) 4) was also given clomipramine orally (50 mg/kg)
followed by induction of light anesthesia with ketamine/xylazine
(30/3 mg/kg). The animals gained consciousness within 10-30 min.
Serial blood samples of approximately 0.3 mL were collected from
the jugular vein as described above. Equal volumes of drug-free
saline were injected after each sampling. Serum samples were
harvested by centrifugation at 2500 rpm for 10 min and were kept
at -70 °C until drug analysis.

Sublingual AdministrationsClomipramine dissolved in iso-
tonic saline (50 mg/kg doses) was applied to the sublingual mucosa
of rats (n ) 4) under light ketamine/xylazine (30/3 mg/kg)
anesthesia. The volume of the drug solution administered was
approximately 30 µL applied with an autopipet. Prior to applica-
tion, the buccal and subligual areas were blotted dry with cotton
swabs, and the animals were kept face downward until recovery
from anesthesia. The animals gained consciousness within 10-
30 min after induction of anesthesia. Separately, clomipramine
(5 mg/kg doses) formulated with 2-hydroxypropyl â-cyclodextrin
(100 mg/mL), mannitol (50 mg/mL), and Methocel M. C. (20 mg/
mL) in isotonic saline was applied to the sublingual mucosa of
rats (n ) 4) as described above. Serial blood samples of ap-
proximately 0.3 mL were collected from the jugular vein at 0, 5,
15, 30, and 45 min and 1, 1.5, 2, 4, 8, 12, and 24 h after application.
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Equal volumes of drug-free saline were injected after each
sampling. Serum samples were harvested by centrifugation at
2500 rpm for 10 min and were kept at -70 °C until drug analysis.

Drug AnalysissDrug analysis was performed on a HPLC
system consisting of a Gynkoteck Model M480G pump, a Model
UVD 340 photodiode array detector and a Model Gina 50 au-
tosampler (Germering, Germany), a degasser (Lab-Quatec Co.,
Tokyo, Japan), and a Chromeleon Data System integration
software (Softran GmbH, Germering, Germany). Chromatographic
separations were achieved using a HAISIL HL RP C18 analytical
column (4.6 mm i.d. × 250 mm, 5 µm) and a guard column (3.2
mm i.d. × 20 mm, 5 µm) (Higgins Analytical Inc., Mountain View,
CA). The mobile phase consisted of acetonitrile:0.1% triethylamine
in deionized water (50/50, v/v). The mobile phase was adjusted to
pH 3.5 by phosphoric acid, passed through a 0.2 µm membrane
filter, and degassed prior to use. Clomipramine was extracted by
a single liquid-liquid extraction with hexane. Briefly, to an aliquot
(100 µL) of the rat serum were added 100 µL of the internal
standard solution (imipramine 200 ng/mL) and 100 µL of 5.0 M
NaOH, and the mixture was vortexed for 10 s. The mixture was
then extracted with 2 mL of hexane on a vortex mixer for 60 s
and centrifuged at 2500 rpm for 3 min. The resulting supernatant
was transferred into a fresh tube and dried at 35 °C under nitrogen
gas. The residue was then reconstituted with 100 µL of the mobile
phase on a vortex mixer for 30 s. The reconstituted solution was
centrifuged at 2500 rpm for 60 s, and a portion (40 µL) was injected
onto the chromatograph. The flow rate of the mobile phase was
1.0 mL/min at ambient temperature, and the effluent was moni-
tored at 253 nm. Clomipramine and imipramine were well-
resolved, with retention times of 3.8 and 5.0 min, respectively.
Standard curves were linear over the concentration range of 10-
1000 ng/mL, with a typical correlation coefficient of r ) 0.9998.
The intra- and interday assay coefficients of variation were <3.2%
and <4.7%, respectively, for clomipramine and imipramine over
the concentration range studied (n ) 5 each).

Data AnalysissSerum clomipramine concentration vs time
data were analyzed by a compartmental method for the iv injection
study and by a noncompartmental method for the oral and
sublingual studies. The nonlinear least squares regression pro-
gram WinNonlin (Scientific Consulting Inc., Cary, NC) was used
in the analysis. Statistical differences in pharmacokinetic param-
eters between conscious and anesthetized rats and between

different doses were tested by the unpaired Student t-test. The
significance level was set at p < 0.05.

Results and Discussion

Figure 1 shows the serum concentration vs time curves
of clomipramine in rats obtained after iv injection (5 mg/
kg doses) and oral administration (50 mg/kg doses). Fol-
lowing iv injection, the disposition of clomipramine was
described by a biexponential curve, with a mean distribu-
tion and terminal elimination half-life of 7.8 ( 4.2 min and
63.0 ( 15.6 min, respectively. The elimination half-life of
clomipramine in rats was much shorter than in humans
(mean range, 24-39 h), primarily due to a higher systemic
clearance and lower Vss (96.6 ( 27.3 mL/min/kg and 6.1 (
1.3 L/kg, respectively) (Table 1) compared to those in
humans (10.8 mL/min/kg and 7-20 L/kg, respectively).5,7,9,10

Clomipramine was administered orally at 50 mg/kg doses
so that the maximum serum drug concentrations were
within an acceptable therapeutic range of 150-450 ng/mL.3
Upon oral administration in conscious rats, clomipramine
was rapidly absorbed (Figure 1), with an average tmax of
0.8 ( 0.2 h and Cmax of 209.4 ( 44.1 ng/mL (Table 2). The
mean Cmax found in this study (209.4 ng/mL) was higher
than those reported after administration of 90 mg/kg po
doses (162 ng/mL) or 15 mg/kg i.p. doses (144 ng/mL).11,12

The oral bioavailability of clomipramine was 24.8% in
conscious rats and 29.7% in rats anesthetized with ket-
amine/xylazine (30/3 mg/kg). There was no significant
difference in AUC between the conscious and anesthetized
rats (2258 ( 1762 ng‚h/mL vs. 1891 ( 867 ng‚h/mL). The
Cmax values between the two groups of animals were
comparable, although the rate of absorption was lower in
the anesthetized rats (Table 2). Therefore, it is unlikely
that the light anesthesia induced by ketamine/xylazine
(30/3 mg/kg) caused any significant alterations in the
extent of drug absorption and elimination. The terminal
elimination half-life was prolonged after oral administra-
tion (9.2 ( 7.8 h) as compared with iv injection (1.1 ( 0.3
h), suggesting that the drug elimination was rate-limited
by the absorption process. These increased elimination half-
lives are similar to the half-life of 6 h reported previously
in rats after i.p injection.12 The oral bioavailability of
clomipramine in the rat was lower than that found in
humans (approximately 50%).5,6

When the drug was given sublingually at 50 mg/kg doses,
higher Cmax (414.5 ( 47.0 ng/mL) and AUC (3303 ( 1576
ng‚h/mL) were observed compared to those obtained after
oral administration (Figure 2). Also, the absolute bioavail-
ability of clomipramine after sublingual administration
(36.2%) was higher than after oral administration. Clomi-
pramine is known to be extensively metabolized by the liver
in rats and humans via demethylation and hydroxyla-
tion.13,14 Since the rats used in the sublingual study were
lightly anesthetized to facilitate drug administration, it
may be argued that the increased bioavailability was due
to reduced hepatic metabolism caused by anesthesia.
However, given no differences in AUC, Cmax and t1/2,λz
between conscious and anesthetized rats after oral admin-
istration, it is unlikely that the increased sublingual
bioavailability was caused by induction of anesthesia.

Figure 1sMean serum concentration vs time curves of clomipramine after iv
administration (5 mg/kg doses) to conscious rats (9) and after oral
administration (50 mg/kg doses) to conscious (b) and anesthetized (O) rats
(n ) 4 each).

Table 1. Pharmacokinetic Parameters of Clomipramine in Rats (n ) 4) after iv Injection of 5 mg/kg dosesa

body weight
(g)

t1/2,λ1

(min)
t1/2,λ2

(min)
AUC

(ng‚h/mL)
AUMC

(ng‚h2/mL)
k10

(h-1)
k12

(h-1)
k21

(h-1)
Cl

(mL/min/kg)
Vss

(L/kg)

295.0 7.8 63.0 912 1007 2.35 2.53 2.28 96.6 6.1
(5.8) (4.2) (15.6) (234) (372) (1.15) (1.73) (1.76) (27.3) (1.3)

a Values are expressed as the mean (±1 SD).
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To further improve the sublingual bioavailability, clo-
mipramine was formulated with a permeation enhancer,
2-hydroxypropyl â-cyclodextrin together with methyl cel-
lulose and mannitol. After administration of this sublingual
formulation in rats (5 mg/kg dose), Cmax and AUC were
higher by 3.3- and 1.6-fold, respectively, on a dose-normal-
ized basis, than without permeation enhancer. Whether
these increases were caused by the presence of the absorp-
tion enhancer, or were a result of a dose-dependent
absorption, is unclear at present, although all the Cmax
values obtained in our study were within an acceptable
therapeutic range. The terminal elimination half-life (2.2
( 1.3 h) was shorter than found after oral and sublingual
administration of 50 mg/kg doses but was still longer than
found after iv injection. Therefore, at 5 mg/kg sublingual
doses, the absorption process across the sublingual mucosa
still seemed to have governed the elimination of clomi-
pramine from the body. Nonetheless, the bioavailability of
clomipramine was significantly increased (57.1%) for the
sublingual formulation containing the permeation en-
hancer, and its relative bioavailability was increased to
>192% over oral administration.

In conclusion, the pharmacokinetics of clomipramine
showed multicompartment characteristics in rats. The oral
bioavailability of clomipramine was low after administra-
tion of 50 mg/kg doses in rats. However, when given
sublingually, clomipramine was well absorbed and its

bioavailability was significantly increased over oral dosing.
The sublingual route may be an alternative route of
administration for clomipramine, providing enhanced bio-
availability.
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Table 2. Pharmacokinetic Parameters (mean ± SD) of Clomipramine after Oral and Sublingual Administration in Rats without and with a
Permeation Enhancer (n ) 4 for each group)

parameter

50 mg/kg oral dose
in conscious rats
without enhancer

50 mg/kg oral dose
in anesthetized rats
without enhancer

50 mg/kg sublingual
dose in anesthetized
rats without enhancer

5 mg/kg sublingual
dose in anesthetized
rats with enhancer

body weight (g) 270.0 ± 8.2 297.5 ± 5.0 280.0 ± 24.5 272.5 ± 23.6
t1/2,λz (h) 9.2 ± 7.8 6.5 ± 1.6 5.4 ± 1.4 2.2 ± 1.3
tmax (h) 0.8 ± 0.2a 1.3 ± 0.3 1.5 ± 0.4 1.5 ± 0.0
Cmax (ng/mL) 209.4 ± 44.1 210.0 ± 55.7 414.4 ± 47.0 135.5 ± 25.1
AUC (ng‚h/mL) 2258 ± 1762 1891 ± 867 3303 ± 1576 521 ± 174
Vz/F (L/kg) 284.6 ± 22.5 270.3 ± 81.9 124.2 ± 28.5 29.0 ± 8.6
Cl/F (mL/min/kg) 522.1 ± 284.3 500.7 ± 178.4 289.3 ± 116.8 170.6 ± 44.7
F (%)b 24.8 29.7 36.2 57.1

a Significantly different from anesthetized rats (p < 0.05). b F ) (AUCsublingual‚doseiv)‚100/(AUCiv‚dosesublingual).

Figure 2sMean serum concentration vs time curves of clomipramine after
sublingual administration to rats with (5 mg/kg, O) and without (50 mg/kg
doses, b) permeation enhancer (n ) 4 each).
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Abstract 0 Human apolipoprotein A-1 was formulated in “Immune
Stimulating Complexes” (ISCOMs). The structure of the protein in
ISCOMs was examined directly using several biophysical techniques
including Fourier transform infrared (FTIR) spectroscopy, near UV
circular dichroism (CD), and fluorescence spectroscopy. Amide I FTIR
data indicate that human apolipoprotein A-1 displays a slightly
increased R-helical content after its incorporation into ISCOMs. Near
UV CD and tryptophan fluorescence data suggest that association
with ISCOMs results in the tryptophan residues of the protein
experiencing a relatively hydrophobic environment, motional restriction,
and local electrostatic interactions. These observations are consistent
with an increased order in the protein structure upon incorporation in
ISCOMs. In addition, biomolecular interaction analysis (BIA), based
on surface plasmon resonance (SPR) measurements, suggests that
the binding affinity of human apolipoprotein A-1 to a monoclonal anti-
human apolipoprotein A-1 antibody is moderately decreased (by 20%)
after its incorporation into ISCOMs. This study demonstrates that these
biophysical techniques can be used to noninvasively monitor integrity
of or changes in secondary and tertiary structure of proteins within
the ISCOM particles without the need for protein extraction.

Introduction

Monitoring the structure of a protein following its
formulation is crucial to the development of a successful
formulation. Unfolding or changes in protein structure
during formulation may result in loss of the desired
biological efficacy. Although a large number of protein and
peptide drugs have been formulated in delivery systems,
monitoring structural changes after incorporation in these
systems remains a challenging task. Most existing tech-
niques require extraction of protein from the delivery
systems with an organic solvent or a strong detergent.1
These harsh extraction methods can be damaging to the
secondary and tertiary structures of a protein and, there-
fore, prevent meaningful examination of any structural
perturbations that may have occurred during formulation.1

In this study, several noninvasive spectroscopic tech-
niques, including Fourier transform infrared (FTIR), near
UV circular dichroism (CD), and fluorescence, were em-
ployed to directly examine the structure of a formulated
protein. FTIR spectroscopy is a powerful tool for studying
protein secondary structure, and it can be applied to
samples in different physical states.2 This technique has
recently been applied to directly examine the integrity of
recombinant human growth hormone1,4 (rhGh), bovine
serum albumin3 (BSA), and chicken egg-white lysozyme3

in poly(lactic-co-glycolic acid) (PLGA) microspheres, and in
PLGA films.4 Near UV CD spectroscopy is widely used for

monitoring changes in the environments of aromatic amino
acids that may result from changes in the protein’s tertiary
structure.5 Changes in tryptophan fluorescence spectra
usually reflect changes in the local environment of tryp-
tophan residues, which may result either from a global
change or a subtle local perturbation in the tertiary
structure of a protein.6 All of these spectroscopic techniques
provide direct structural information using intrinsic chro-
mophores or fluorophores of a protein, provided that any
background interference from formulation excipients or
delivery vehicles is minimal or can be corrected for.

Biomolecular interaction analysis (BIA) is a functional
assay that monitors biological interactions at the molecular
level. It uses an optical phenomenon called surface plasmon
resonance (SPR) and a continuous flow system to monitor
biomolecular interactions in real time.7 Typically, one
biomolecule is immobilized on the sensor surface, while a
solution containing other biomolecules flows continuously
over the sensor surface. As molecules from the solution bind
to the immobilized biomolecule, a signal is registered in
the form of a sensorgram which is based on the change of
refractive index that results from this binding.7 Real time
monitoring of intermolecular interactions in the form of
sensorgrams provides kinetic information such as associa-
tion rate constants and dissociation rate constants as well
as equilibrium binding constants.7

Human apolipoprotein A-1 was used in this study as a
model protein and was incorporated into immune stimulat-
ing complexes (ISCOMs), a nanoparticulate delivery system
made of a phospholipid, cholesterol, and Quil A.8 Human
apolipoprotein A-1 protein is the major protein component
of high-density lipoprotein (HDL) particles. It has a mo-
lecular weight of 28 kDa, and its known protein sequence
is composed of 243 amino acid residues including four
tryptophan residues.9 In the solution form, it is loosely
folded with a high degree of exposure of its nonpolar groups
to solvent.10 Upon interaction with lipids, it undergoes
subtle rearrangements in its tertiary structure to accom-
modate the more nonpolar environment of lipids.10

In the study reported here, FTIR, near UV CD and
fluorescence spectra of human apolipoprotein A-1 in solu-
tion and in ISCOMs were compared. Binding of human
apolipoprotein A-1 in ISCOMs to a specific monoclonal anti-
human apolipoprotein A-1 antibody was studied using
BIAcore (Biacore, Inc.) and compared to binding of the free
protein in solution to the same antibody. The data indicate
that human apolipoprotein A-1 undergoes subtle changes
in secondary and tertiary structures when incorporated
into ISCOMs. Furthermore, incorporation in ISCOMs also
resulted in a modest alteration in its binding affinity for
the anti-human apolipoprotein A-1 antibody. These results
are consistent with the reported ability of human apolipo-
protein A-1 to change its structure to accommodate lipo-
philic environments.10 Our findings suggest that these
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biophysical techniques can indeed be used to monitor
protein structure in ISCOMs without the need for protein
extraction.

Experimental Methods
ISCOMs FormationsISCOMs were formed according to pre-

viously published method11 with slight modifications. Briefly, 10
mg of L-R-phosphatidylcholine dipalmitoyl (Sigma) and 10 mg of
cholesterol (Sigma) were dissolved in 1 mL of 20% decanoyl-N-
methylglucamide (Mega-10, Sigma) in phosphate-buffered saline
(PBS, pH 7.4). A 100 µL amount of the lipid mixture was mixed
with 200 µL of 20 mg/mL Quil A (Superfos Biosector) and 600 µL
of 2 mg/mL human apolipoprotein A-1 in PBS (Calbiochem). When
preparing protein-free ISCOMs, PBS alone was used. The final
volume was made up to 1 mL with PBS. The mixture was dialyzed
against PBS over 48 h to remove the detergent. ISCOMs were
formed upon detergent removal.

Sucrose Gradient UltracentrifugationsHuman apolipopro-
tein A-1 incorporated into ISCOMs was separated from unincor-
porated protein by ultracentrifugation at 200 000g for 18 h at 10
°C through a 10-50% discontinuous sucrose gradient. The gradi-
ent was then fractionated into volumes of 1 mL. The fractions were
tested for the presence of protein with a colorimetric Lowry assay
kit from BioRad, and for the presence of cholesterol with a
colorimetric total cholesterol assay kit obtained from Sigma.
Fractions containing both protein as well as cholesterol were
pooled and washed with PBS to remove sucrose. Final protein
concentration in each sample was determined by SDS-PAGE
densitometry.

Dynamic Light ScatteringsHydrodynamic size distribution
of the ISCOMs was determined using a dynamic light scattering
(DLS) apparatus (Model 4700, Malvern Instrument) using the 488
nm line of a 5 W argon ion laser and a detection angle of 90°. The
autocorrelation functions obtained from scattering measurements
were fitted using the nonnegative least square (NNLS) algorithm
to yield the size distribution of the ISCOMs.12

Transmission Electron MicroscopysTransmission electron
microscopy (TEM) was used to examine the morphology of IS-
COMs. Samples were stained with 2% uranyl acetate and exam-
ined under a JEOL JEM 1010 microscope.

Fourier Transform Infrared (FTIR) SpectroscopysFTIR
spectra were recorded at 25 °C with a resolution of 4 cm-1 on a
BOMEM MB-104 FTIR spectrometer (BOMEM, Inc.), continuously
purged with nitrogen and equipped with a DTGS detector. For
each spectrum, 400 scans were accumulated in the single beam
mode. Samples were placed in a sample cell with two CaF2
windows separated by a 6 µm spacer. Human apolipoprotein A-1
and its ISCOM formulation were concentrated to 5 mg/mL using
a 10 000 MWCO ultrafiltration device (Millipore). Proper blank
spectra (PBS buffer for protein in solution and protein-free
ISCOMs for protein in ISCOMs) and water vapor components were
subtracted from the protein spectra using the BOMEM-PROTA
(BOMEM, Inc.) software. Second derivatives of the spectra were
calculated for peak identification. Secondary structure of the
protein was analyzed using factor analysis13 with the BOMEM-
PROTA database14 (BOMEM, Inc.).

Near UV Circular Dichroism (CD)sNear UV CD (in the
wavelength range of 250-350 nm) spectra were obtained using a
Jasco J-715 spectropolarimeter. Samples at a protein concentration
of 0.3 mg/mL were placed in a rectangular quartz cell of 0.1 or 1
cm path length. The cell holder was maintained at a temperature
of 25 °C. A bandwidth of 2 nm and a scan speed of 20 nm/min
were used for each spectrum. For each sample, four spectral scans
were averaged. Proper background spectra (PBS or protein-free
ISCOMs) were recorded and subtracted to obtain background-
corrected protein spectra.

Fluorescence SpectroscopysSteady-state fluorescence spec-
tra were recorded using a Perkin-Elmer LS50B fluorometer.
Samples were excited at 295 nm, and tryptophan fluorescence was
monitored between 305 and 400 nm using excitation and emission
slits of 5 nm. Blank spectra (PBS or protein-free ISCOMs) were
subtracted to obtain background-corrected tryptophan fluorescence
spectra. Spectra were then corrected for wavelength-dependent
monochromator and photomultiplier tube responses.

Biomolecular Interaction Analysis (BIA)sBinding interac-
tions between human apolipoprotein A-1 (in solution or in IS-

COMs) and a specific antibody were determined using a BIAcore
3000 biosensor system (Biacore, Inc.). Rabbit anti-mouse antibody
(Biacore, Inc.) was immobilized on a research grade CM5 sensor
chip in 10 mM sodium acetate, pH 4.5, using the amine-coupling
kit (Biacore, Inc.). Mouse monoclonal anti-human apolipoprotein
A-1 antibody (Calbiochem) was captured at a concentration of 10
µg/mL. Human apolipoprotein A-1 in solution or in ISCOMs was
diluted in HEPES buffer for kinetic binding study. The samples
were allowed to flow over the captured antibody for binding.
Dissociation of the protein from the antibody was achieved by
continuously flowing HEPES buffer over the sensor chip. All
measurements were carried out at 25 °C using a flow rate of 20
µL/min. The sensor chip surfaces were regenerated with 20 µL of
10 mM glycine/HCl, pH 2, after each measurement.

The resulting sensorgram data were fitted with the 1:1 Lang-
muir binding model7,15 using the BIAevaluation 3.0 software
(Biacore, Inc.), yielding values for association and dissociation rate
constants (ka and kd, respectively). Binding affinities of the
antibody for human apolipoprotein A-1 in solution and in ISCOMs
were expressed as dissociation constants KD, where KD ) kd/ka.

Results and Discussion
ISCOMs CharacterizationsA. SizesTEM indicated

that human apolipoprotein A-1 ISCOMs had the charac-
teristic cagelike appearance8 (Figure 1A). DLS measure-
ment showed that the ISCOMs had a z-average hydrody-
namic diameter of 50 nm with a narrow unimodal size

A

B

Figure 1s(A) Negatively stained transmission electron micrograph of
apolipoprotein A-1 ISCOMs. (B) Size distribution of human apolipoprotein A-1
ISCOMs as measured by dynamic light scattering (DLS).
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distributions (polydispersity index ) 0.08) (Figure 1B). This
particle size is consistent with the size estimated from the
TEM image shown in Figure 1A.

B. Protein IncorporationsThe percentage of human
apolipoprotein A-1 incorporated into the ISCOMs was
determined using sucrose gradient ultracentrifugation. The
ISCOMs showed up as a narrow band on the gradient after
ultracentrifugation. Fractionation of the gradient indicated
that close to 90% of the protein was associated with
cholesterol after ultracentrifugation. Since cholesterol is
an essential component of ISCOMs, the data suggested that
approximately 90% of the total protein added was incor-
porated into the ISCOMs (Figure 2).

Direct Estimation of Protein Secondary Structure
in ISCOMs by FTIR SpectroscopysProtein-free IS-
COMs gave minimal spectral interference in the region of
interest, i.e., the amide I region (1600-1700 cm-1). Figure
3 shows the amide I region of the second derivative FTIR
spectra of human apolipoprotein A-1 in solution and in
ISCOMs. Human apolipoprotein A-1 is known to contain
a high percentage of R-helices.9,16 This was clearly reflected
in the prominent absorption band observed at 1656 cm-1

for human apolipoprotein A-1 in solution (Figure 3). The
presence of some â-sheets was also seen from the band at
1634 cm-1. The assignments of these amide I IR bands to
defined secondary structures are based on a previously
published report.17 For the protein formulated in ISCOMs,
an increase in absorption intensity was observed for the
1656 cm-1 absorption band. This observation is consistent
with previously published findings that human apolipo-
protein A-1 displays increased amount of R-helices when
it is in HDL particles and bound to lipids, as compared to
being in a lipid-free solution environment.9,16

Factor analysis was used to generate quantitative in-
formation on protein secondary structure from the IR
absorption spectra.13,14 This method predicts the secondary
structure of an unknown protein using the (BOMEM-
PROTA database of proteins with known crystal struc-
tures.13,14 The results for human apolipoprotein A-1 in
solution and in ISCOMs obtained from factor analysis are
shown in Table 1. These values represent averages of
results from three independently measured spectra. A
modest increase in the amount of R-helices and a slight
decrease in the amount of â-sheets were observed after
apolipoprotein A-1 was incorporated into ISCOMs. These
estimates are in qualitative agreement with the second
derivative spectra in Figure 3.

It should be noted that far UV CD spectroscopy could
not be used reliably to estimate secondary structure content
of the protein in ISCOMs due to large interferences from
the lipids and Quil A in ISCOMs.

Near UV Circular DichroismsNear UV CD spectra
for human apolipoprotein A-1 in solution and human
apolipoprotein A-1 in ISCOMs are shown in Figure 4. When
free in solution, human apolipoprotein A-1 did not show
any near UV CD signal at the concentration of 0.3 mg/mL
used, at either 0.1 or 1 cm optical path length, suggesting
motional freedom of its aromatic side-chains. When incor-
porated into ISCOMs, human apolipoprotein A-1 displayed
a broad CD signal with the spectral maximum at 300 nm
and a shoulder at 295 nm. This indicates that the tryp-
tophan residues experience motional restriction when the
protein is in ISCOMs. It should be noted that apolipopro-
tein A-1 contains four tryptophan residues, and the indi-
vidual contribution of each to the near UV CD or fluores-
cence spectrum (below) may or may not be equal. These
data, therefore, reflect the environment of one or more, but
not necessarily of all, of the tryptophans in the protein.

Fluorescence SpectroscopysFigure 5 shows the tryp-
tophan fluorescence spectra for human apolipoprotein A-1
in solution and in ISCOMs. The observed fluorescence
maximum at 345 nm suggests that, on the average,

Figure 2sSucrose gradient centrifugation of human apolipoprotein A-1 in
ISCOMs. The gradient was fractionated into 1 mL fractions and each fraction
was analyzed for the presence of cholesterol and protein.

Figure 3sAmide I region of second derivative FTIR spectra of human
apolipoprotein A-1 in solution and in ISCOMs. Proper blank spectra have
been subtracted as described in the text.

Table 1sSecondary Structure Components of Human Apolipoprotein
A-1 in Solution or in ISCOMs. Results Are Presented as Mean ± sd of
Three Independent FTIR Measurements

helix
(%)

sheet
(%)

bend and
turn (%)

coil
(%)

apolipoprotein A-1 in solution 44 ± 5 16 ± 2 17 ± 2 23 ± 3
apolipoprotein A-1 in ISCOMs 56 ± 5 10 ± 2 15 ± 2 20 ± 2

Figure 4sNear UV CD spectra of human apolipoprotein A-1 in solution and
human apolipoprotein A-1 in ISCOMs. Proper blank spectra have been
subtracted as described in the text.
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tryptophan residues in the free protein are partially
exposed to water. This is consistent with previously
published data suggesting that, in solution, human apo-
lipoprotein A-1 has a high degree of exposed nonpolar
groups.10 After incorporation into ISCOMs, a blue-shift of
the fluorescence maximum to 335 nm was seen, suggesting
that ISCOMs provide a more hydrophobic environment for
the tryptophan residues, possibly via interaction with the
phospholipid or cholesterol in the ISCOMs. The quenching
of fluorescence observed upon incorporation of the protein
in ISCOMs may be a result of electrostatic interactions
with the lipids or Quil A, which are in close proximity to
the contributing tryptophan(s). Alternatively, the protein
in ISCOMs may experience sterically allowed neighboring
group interactions.

Biomolecular Interaction Analysis (BIA)sThe sen-
sorgram in Figure 6 illustrates the BIA data collection
process. A mouse monoclonal anti-human apolipoprotein
A-1 antibody was immobilized onto the sensor chip surface
through binding to the rabbit anti-mouse antibody co-
valently bound to the chip surface. Human apolipoprotein
A-1 in solution or in ISCOMs was then flowed over the chip
surface and allowed to bind to the anti-human apolipopro-
tein A-1 antibody. Finally, the chip surface was regenerated
before the next cycle would begin.

Figure 7 shows the antibody binding regions of the
sensorgrams for human apolipoprotein A-1 in solution

(Figure 7A) and for human apolipoprotein A-1 in ISCOMs
(Figure 7B). Five different protein concentrations were
tested in each case. It can be seen that as the protein
concentration was increased (either in the case of protein
in solution or that of protein in ISCOMs), binding response
increased correspondingly. When protein-free ISCOMs
were tested, no response was seen (data not shown).

The sensorgram data in Figure 7 were fitted using the
BIAevaluation 1:1 Langmuir binding model7,15 to yield
binding affinity and rate constants. A total of three
evaluations were made for each sample, and the mean
results are summarized in Table 2. After incorporation into
ISCOMs, human apolipoprotein A-1 showed a 1.6-fold and
a 1.3-fold decrease in ka and kd, respectively, for the
monoclonal antibody. This translated to a 1.2-fold decrease
in the binding affinity (or a 1.2-fold increase in KD) for this
interaction upon incorporation of the protein in ISCOMs.
It is not known whether this slightly decreased antibody

Figure 5sFluorescence spectra of human apolipoprotein A-1 in solution and
human apolipoprotein A-1 in ISCOMs. Proper blank spectra have been
subtracted as described in the text.

Figure 6sSensorgram illustrating capture of a monoclonal anti-human
apolipoprotein A-1 antibody, binding of human apolipoprotein A-1, and surface
regeneration steps in kinetic analysis.

Figure 7sEffects of varying concentrations of human apolipoprotein A-1 on
its binding kinetics to immobilized monoclonal antibody. (A) Human apolipo-
protein A-1 in solution. (B) Human apolipoprotein A-1 in ISCOMs.

Table 2sAffinity and Rate Constants for Human Apolipoprotein A-1 in
Solution and Human Apolipoprotein A-1 in ISCOMs. A Total of Three
Measurements Were Made and the Results Are Presented as Mean ±
sd

ka × 104

(M-1 s-1)
kd × 10-4

(s-1)
KD

(nM)

human apolipoprotein
A-1 in solution

11.5 ± 0.1 6.3 ± 0.1 5.7 ± 0.1

human apolipoprotein
A-1 in ISCOMs

7.3 ± 0.1 4.8 ± 0.1 6.6 ± 0.1

Journal of Pharmaceutical Sciences / 1125
Vol. 88, No. 11, November 1999



affinity is the result of reduced accessibility of the antibody
to ISCOM-associated protein compared to the free protein
in solution.

Conclusion
FTIR spectroscopy suggests that human apolipoprotein

A-1 experiences small changes in its secondary structure
content upon incorporation in ISCOMs. Tryptophan fluo-
rescence and near UV CD data indicate the protein’s
tryptophan residues, on the average, experience a more
hydrophobic and motionally restrictive environment in
ISCOMs compared to that in aqueous solution. BIA results
suggest that the binding affinity of the protein to a
monoclonal antibody is slightly reduced upon incorporation
into ISCOMs. Results from these measurements suggest
that the protein largely maintains its folded structure in
ISCOMs, with its side chains engaged in local interactions
with components of the ISCOM matrix. We conclude that
a combination of biophysical techniques, such as those
employed here, can provide complementary information on
the secondary and tertiary structures of a protein formu-
lated in ISCOMs. For other delivery systems, problems of
interference will need to be carefully evaluated for each
technique.
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Abstract 0 Substance P (SP) was degraded by synaptic membranes
of rat spinal cord. Cleavage products were separated by reversed
phase high performance liquid chromatography and identified by amino
acid composition analyses. Major products of SP were phenylalanine,
SP(1−4), SP(1−6), SP(1−7), SP(10−11), and SP(8−9). Both the
degradation of SP and the accumulation of the major cleavage
products were strongly inhibited by a metal chelator, o-phenanthroline,
and also by specific inhibitors of endopeptidase-24.11, thiorphan, and
phosphoramidon. Thus, endopeptidase-24.11 plays a major role in
SP degradation in the rat spinal cord. N-Terminal fragments, SP(1−
7) and SP(1−4), detected after incubation with spinal synaptic
membranes were examined in vivo for antagonism against the
scratching, biting, and licking response induced by intrathecal (IT)
injection of SP (3.0 nmol) in rats. When IT coadministered with SP,
SP(1−7) and SP(1−4) produced a significant inhibition of behavioral
response to SP with ED50 of 135.0 pmol and 6.2 nmol, respectively.
These results suggest that the degradation of SP in the spinal cord
is not only responsible for inactivation of parent peptide, but may also
lead to the formation of N-terminal SP-fragments which are shown to
display a novel physiological function.

Introduction
Substance P (SP) is an undecapeptide which is widely

distributed in the central nervous system and peripheral
tissues.1 This peptide is thought to function as a neu-
rotransmitter or neuromodulator after secretion into syn-
apse.2,3 A member of tachykinins, SP is the endogenous
ligand for the tachykinin NK1 receptor, while neurokinin
A and neurokinin B are endogenous ligands for NK2 and
NK3 receptors, respectively.4,5

SP is believed to play an important role as an excitatory
peptide in the spinal cord. Recently, two groups have
reported that mice in which the preprotachykinin A gene
was disrupted showed reduced responses to pain stimuli.
Zimmer et al.6 indicated that knockout mice which cannot
produce SP and neurokinin A display no significant pain
responses following hindpaw formalin injection. In addi-
tion, the animals have an increased pain threshold in the
hot-plate test. Cao et al.7 also reported that nociceptive
response evoked by a hindpaw injection of capsaicin, an

intensely noxious chemical stimulus that directly activated
C-fibers, was significantly reduced in the knockout mice.
They also found decreased nociceptive response of the
knockout mice in the model of acute visceral pain by using
the procedure of the acetic acid- and MgSO4-induced
writhing assay.

The physiological action of SP is probably terminated by
a membrane-bound protease capable of degrading SP in
the synaptic region, by analogy with membrane-bound
acetylcholinesterase functioning in acetylcholine degrada-
tion in the synapse. Several membrane-bound neuropep-
tidases, endopeptidase-24.11,8-10 SP-degrading enzyme
from human brain,11 SP-degrading endopeptidase from rat
brain,12 post-proline dipeptidyl-aminopeptidase,13 and an-
giotensin-converting enzyme,10,14-16 have been reported to
be involved in the degradation of SP. SP is degraded into
N- and C-terminal fragments by endogenous neuropepti-
dase. However, the physiological function of these neu-
ropeptidases from a membrane fraction of rat spinal cord
has still remained obscure. It has been reported that some
of C-terminal SP-fragments exert actions within the central
nervous system similar to those observed with SP, whereas
N-terminal fragments have opposite or antagonizing effects
on SP action.17

In our previous study,18 SP(1-7) and SP(1-8) in the low
picomole range antagonize the scratching, biting, and
licking response induced by IT co-administration of SP in
mice. In this study, we examined the degradation of SP by
synaptic membranes of rat spinal cord. Additional in vivo
experiments were performed to investigate the antagoniz-
ing effect of N-terminal SP-metabolites, SP(1-7) and SP-
(1-4), on the characteristic behavioral response elicited by
IT administration of SP in the rat.

Experimental Section
AnimalssMale Wistar rats (Shizuoka Laboratory Center,

Japan), weighing 250-300 g at the time of surgery, served as
subjects. Animals were housed in a temperature (22 ( 24 °C)- and
humidity (60-70%)-controlled room illuminated on a 12-h light
and 12-h dark cycle. Food (Clea Japan, Inc., Osaka, Japan) and
water were provided ad libitum throughout the course of the study.

Peptides and ChemicalssThe commercial drugs used were:
SP, phosphoramidon, chymostatin, leupeptin (Peptide Institute,
Inc., Osaka, Japan), SP (1-4), SP(1-7), SP(1-9), SP(2-11), SP-
(3-11), SP(4-11), SP(5-11), SP(8-11), SP(9-11), SP(6-11), SP-
(7-11), p-chloromercuribenzenesulfonic acid (PCMBS), thiorphan
(Sigma Chemical Co., St. Louis, MO), constant boiling hydrochloric
acid (Pierce Chemical Co., Rockford, IL), captopril and phenyl-
methyl sulfonyl fluoride (PMSF) (Nacalai tesque, INC, Kyoto,
Japan). Z-321 was obtained through courtesy of Zeria Pharma-
ceutical Co., Ltd., Saitama, Japan.

Preparation of Synaptic Membranes from Rat Spinal
CordsRat spinal cord was washed with 10 mM Tris-HCl (pH 7.5)
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containing 155 mM NaCl, suspended in a 10-fold volume of 10%
(w/w) sucrose, and homogenized with a Teflon homogenizer. The
homogenate was centrifuged at 800g for 20 min and then at 9000g
for 20 min. The second pellet was suspended in about a 5-fold
volume of 5 mM Tris-HCI (pH 8. 1). Then the suspension was
incubated at 0 °C for 30 min for lysis of the pellet and subjected
to discontinuous sucrose density gradient centrifugation according
to the method of Jones and Matus.19 Particle materials present
at the interface between the layer containing 28.5% sucrose and
that containing 34% sucrose were taken, diluted with 5 mM Tris-
HCI (pH 8.1), and centrifuged at 100 000g for 1 h. The resulting
pellet was suspended in 10 mM [2-[4-(2-hydroxyethyl)1-piperazi-
nyl]ethanesulfonic acid (HEPES)-NaOH (pH 7.5) containing 155
mM NaCl and stored at -80 °C. Protein was determined by the
method of Bradford20 using bovine serum albumin (Bio-Rad) as a
standard.

Degradation of Substance P by Synaptic Membranes of
Rat Spinal CordsThe degradation of SP by synaptic membranes
of rat spinal cord was carried out at 37 °C in a mixture (0.1 mL)
containing of 10 mM HEPES-NaOH (pH 7.4), 80 mM NaCl, 2.5
mM KCl, 2 mM MgCl 2, 1 mM CaCl2, 50 µM SP, and 50 µg protein
of the membrane. The reaction was terminated by heating at 100
°C for 10 min. The reaction mixture was centrifuged, filtered
through a membrane filter (Cosmonice Filter; pore size, 450 nm),
and subjected to high performance liquid chromatography (HPLC)
on a reversed phase column (4.6 × 150 mm) of SYMMETRYC18
(Waters) which had previously been equilibrated with l % (v/v)
acetonitrile in 0.05% (v/v) trifluoroacetic acid (TFA). Elution was
carried out at room temperature with a 32 min linear gradient of
1-65% acetonitrile in 0.05% TFA at a flow rate of 1 mL/min. The
peptide fragments eluted were detected by monitoring the absor-
bance at 210 nm.

Identification of Substance P FragmentssThe cleavage
products separated by HPLC were lyophilized and hydrolyzed with
6 M hydrochloric acid containing 0.1% mercaptoethanol at 150 °C
for 1 h. Their amino acid compositions were determined as
phenylthiocarbamoyl amino acid derivatives by the reversed phase
HPLC.21

Intrathecal InjectionsTo permit application of peptides
directly into the spinal subarachnoid space, rats were anesthetized
with pentobarbital sodium (50 mg/kg, ip) and chronically im-
planted with IT catheters.22,23 Briefly, this involved inserting a
length of polyethylene tubing (PE-10) following laminectomy
between L3 and L4 and careful placing the catheter tip in the
subarachnoid space of L5 and L6. The rats were allowed to recover
over 7 days following implantation of the catheter. The catheter
was filled with sterile artificial cerebrospinal fluid (CSF) contain-
ing (in g/L) NaCl 7.4, KCl 0.19, MgCl2 0.19, CaCl2 0.14. Peptides
used in the experiments were administered in volumes of 10 µL
followed by 15 µL of artificial CSF to ensure that peptides reached
the spinal cord. SP(1-7) or SP(1-4) was mixed and coadministered
IT with SP such that all doses were delivered in a total volume of
10 µL followed by 15 µL of artificial CSF to flush the catheter.

Behavioral ObservationsOne hour prior to IT injection,
animals were adapted to an individual plastic cage (34 × 30 × 17
cm) which also served as the observation chamber. Immediately
following IT injection of SP, each rat was replaced into the
transparent cage, and behavioral testing was begun. The total
respose time(s) of behaviors was measured for 5 min beginning
immediately after IT injection of SP. These behaviors included
hindlimb scratching directed toward the flank, biting, or licking
of the hindpaw. All these different behaviors were pooled as a
single value for each animal. Studies on the behavioral experi-
ments were performed with the approval of the Ethics Committee
of Animal Experiment in Tohoku Pharmaceutical University.

Calculations of ED50 and Data AnalysissStatistical analy-
ses of the results were performed using the Dunnett’s test for
multiple comparisons, after analysis of variance (ANOVA). Dif-
ferences were considered to be significant if P < 0.05. All values
are expressed as means (SEM.

Results

Degradation of SP by Synaptic Membranes of Rat
Spinal CordsDegradation of SP by synaptic membranes
of rat spinal cord was analyzed by HPLC (Figure 1). About

14 peaks were separated and named alphabetically from
a to n according to the increasing order of their retention
times. When only the membrane was incubated in the
absence of SP or only SP was incubated, newly formed
peaks were not detected at all. The position of peak P was
identical to that of the substrate, SP, and the area of this
peak decreased as a function of time (i.e., 15% and 32% of
SP were degraded 1.5 h and 3 h after incubation, respec-
tively), whereas those of other peaks increased. The results
of analyses of amino acid compositions for the cleavage
products separated by HPLC allowed their assignment
(Table 1). Fragments b, c, g, h, l, m, and n were assignable
as SP(1-4), free phenylalanine, SP(1-7), SP(1-9), SP(8-
11), SP(3-11), and SP(5-11), respectively, by comparing
their retention times in HPLC. The yield of peaks (a to n)
was calculated on the basis of SP degraded by using
procedure of quantitative amino acid composition analysis.
Thus, N-terminal SP-fragments, SP(1-4), SP(1-6), SP(1-
7), and SP(1-9), were found as major products in addition
to free phenylalanine, SP(8-9), and SP(10-11).

Figure 1sDegradation of substance P by synaptic membranes of rat spinal
cord. The reaction mixture (0.5 mL, pH 7.5) containing 150 µg of the membrane
preparation was incubated 37 °C for 0, 1.5, and 3.0 h. After heating at 100
°C for 5 min, 30 µL aliquots of the mixture were analyzed by HPLC on a
reversed-phase column (4.6 × 150 mm) of SYMMETRYC18, which had been
equilibrated with 1% acetonitrile in 0.05% trifluoroacetic acid. Elution was carried
out at the room temperature with a 32-min linear gradient of 1−65% acetonitrile
in 0.05% trifluoroacetic acid at a flow rate of 1 mL/min. The absorbance at
210 nm was monitored.

1128 / Journal of Pharmaceutical Sciences
Vol. 88, No. 11, November 1999



Next, we examined the effects of various protease inhibi-
tors on the degradation of SP by synaptic membranes of
rat spinal cord. First, the inhibitory effects on the initial
cleavage rate of SP were analyzed by measuring the effects
on decrease of the HPLC peak for SP (peak P). The result
was shown in Table 2. A metal chelator, o-phenanthroline
and specific inhibitors for endopeptidase-24.11, phosphora-
midon and thiorphan, inhibited SP degradation by synaptic
membranes. Other inhibitors, including an angiotensin-
converting enzyme inhibitor (captopril), a prolylendopep-
tidase inhibitor (Z-321),24 an aminopeptidase inhibitor
(bestatin), and inhibitors (PCMBS, PMSF, leupeptin, and
chymostatin) for serine and cysteine proteases, had little
inhibitory effects on SP degradation.

Second, the inhibitory effects on the generation of
cleavage products of SP separated by HPLC were analyzed
(Figure 2). The generation of all of the peaks including
major peaks of N-terminal SP-fragments was strongly
inhibited by the addition of thiorphan. Phosphoramidon
and o-phenanthroline also showed strong inhibition, while
other inhibitors exerted little inhibitory effect on the
generation of almost all of the peaks (data not shown).

Effect of SP(1-7) and SP(1-4) on SP-Induced
Behavioral ResponsesIT injections of SP (3.0 nmol)
produced an immediate behavioral syndrome characterized
by reciprocal hindlimb scratching, caudally directed biting,
and licking. The intensity of the behavior peaked at 0-5
min, declined gradually at 5-10 min, and was no longer
apparent at 15 min postinjection. In subsequent experi-
ments, therefore, the animals were observed for 10 min

following IT administration. In the in vivo experiments,
N-terminal SP-fragments were tested for antagonism
against the behavioral response induced by IT administra-
tion of SP. When coadministered IT with SP, SP(1-7) at
doses of 40-400 pmol reduced the SP-induced behavioral
response consisting of scratching, biting, and licking in a
dose-dependent way (Figure 3). The SP-induced response
was also dose-dependently decreased by IT coadministra-
tion of SP(1-4) (0.6-38.4 nmol) (Figure 3). The ED50 for
SP(1-7) and SP(1-4) was 135.0 pmol and 6.2 nmol against
SP, respectively. SP(1-7) and SP(1-4) in the dose-range
tested did not produce SP-like behavioral response or any
other motor disturbance.

Discussion
Although a number of laboratories have demonstrated

that SP is extracellularly hydrolyzed by cell-surface en-
dopeptidase, within the central nervous system,8-16 the
concurrent monitoring of SP and its metabolic fragments
by synaptic membranes of rat spinal cord have not yet been
explored. It is extremely of importance to note metabolic
routes of SP in the spinal cord, since spinal dorsal horn is
regarded as an important site for the processing of infor-
mation related to the transmission and/or modulation of
sensory signals including pain. The present findings show
that SP was readily cleaved into SP(1-7) as a major
product when incubated with synaptic membranes of rat
spinal cord. Other N-terminal SP-fragments were also
found, including SP(1-4), SP(1-6), and SP(1-9). It is,
therefore, likely that the C-terminal SP-fragments released
through the initial cleavage of SP may be susceptible
readily to the action of neuropeptidases, since recoveries
of C-terminal fragments were low compared with those of
N-terminal fragments. These results are in accordance with
our previous data that SP(1-7) is the main metabolite after
endogenous cleavage of SP; in the dorsal spinal cord of rats
the levels of SP(1-7) were about 20% those of SP, though
in most of areas of the CNS the concentrations of SP(1-7)
were about 10% those of SP.25,26 Both the degradation of
SP and the accumulation of the major cleavage products
were strongly inhibited by a metal chelator, o-phenanthro-
line, and also by specific inhibitors of endopeptidase-24.11,
thiorphan and phosphoramidon. Formation of the fragment
SP(1-4) was also inhibited by the addition of thiorphan
and phosphoramidon to the reaction medium. Since frag-
ment SP(1-4) has not been reported to be formed directly
by the action of endopeptidase-24.11 on SP, it may arise
from the action of some other protease on the initial
cleavage products formed by endopeptidase-24.11. Other
peptide fragments were those formed by the cleavage
between the Gln6-Phe7, Phe7-Phe8, Gly9-Leu10 bonds of SP,
all of which have been reported to be the sites of cleavage
by endopeptidase-24.11 obtained from various synaptic
membranes of pig caudate,8 pig kidney,9 human kidney,10

rat substantia nigra,27 glioma C6 cells,28 and glial cells
cultured from rat fetal brain.29 In our previous report,30

we have examined the effect of protease inhibitors on the
scratching, biting, and licking response elicited by IT
injection of SP in mice. Phosphoramidon simultaneously
injected with SP remarkably enhanced and prolonged SP-
induced behavioral response in a dose-dependent manner.
SP-induced behavioral response was not enhanced by
bestatin, an aminopeptidase inhibitor, and captopril, an
angiotensin-converting enzyme inhibitor. Taking account
of these behavioral observations, the present results sug-
gest that thiorphan-sensitive metalloendopeptidse, prob-
ably endopeptidase-24.11, would play a critical role in the
initial stage of cleavage of SP by synaptic membranes of
rat spinal cord.

Table 1−Amino Acid Composition of Fragments of SPa Produced
through the Action of Synaptic Membranes of Rat Spinal Cord

amino acid (mol %)

peak Arg Pro Lys Glu Phe Gly Leu Met
fragment
identified

yieldb

(%)

a 16 32 20 32 0 0 0 0 1−6 13
b 25 48 26 0 0 0 0 0 1−4 11
c 0 0 0 0 100 0 0 0 Phe 45
d 0 0 0 0 0 0 66 32 10−11 15
e 0 0 0 0 52 48 0 0 8−9 38
f 0 12 20 35 29 0 4 0 3−8 3
g 13 24 15 32 15 0 0 0 1−7 18
h 9 19 14 22 25 11 0 0 1−9 5
i 0 7 9 17 44 20 2 0 nd
j 0 13 13 20 36 6 11 0 3−10 1
k 0 2 3 32 38 20 0 6 5−9 2
l 0 0 0 1 33 27 29 8 8−11 6
m 0 10 14 19 27 12 11 6 3−11 3
n 0 0 0 27 36 16 13 7 5−11 2
Pc 8 14 11 16 22 10 13 6 complete

a The sequence, Arg-Pro-Lys-Pro-Gln-Gln-Phe-Phe-Gly-Leu-MetNH2. b Yield
was determined on the basis of SP degraded. c The extent of degradation of
SP was 68%. n.d., not determined.

Table 2−Effect of Protease Inhibitors on the Degradation of SP by
Synaptic Membranes of Rat Spinal Corda

inhibitor concentration (mM) inhibition (%)

o-phenanthroline 1.0 94
phosphoramidon 0.1 78
thiorphan 0.1 80
PCMBS 1.0 18
PMSF 1.0 24
captopril 0.1 0
bestatin 0.1 0
leupeptin 0.1 0
chymostatin 0.1 28
Z-321 0.1 3

a The activity was measured on the basis of the disappearance of SP, as
detected by HPLC with isocratic elution.
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There are some reports related to SP degradation in rat
spinal cord. Mauborgne et al.31 have previously examined
the effect of peptidase inhibitors on SP-like immunoreactive
materials released by K+-induced depolarization from slices
of the rat spinal cord. They indicated that bacitracin was
the most potent agent to protect SP-like immunoreactive
materials from degradation, and captopril and thiorphan
also protected it from degradation. Suzuki et al.32 have
reported the effects of peptidase inhibitors on the enzymatic
degradation of SP by synaptic membranes of neonatal rat
spinal cord. While they did not analyze and characterize
the cleavage products of SP, they have presented that
thiorphan, actinonin for an aminopeptidase N inhibitor,
and captopril inhibited SP degradation. The inhibition
potency of each peptidase inhibitor was lower than that
of the mixture. They have also reported in electrophysi-
ological studies that the magnitude of SP-evoked depolar-
ization of a lumbar ventral root in the isolated spinal cord
preparation was increased by a mixture of peptidase
inhibitors, consisting of actinonin for an aminopeptidase
N inhibitor, arphamenine B for an aminopeptidase B
inhibitor, bestatin for an aminopeptidase B and M inhibi-
tor, captopril, and thiorphan. These results are inconsistent
with our results. Although the reason for this discrepancy
remains unknown, in all cases, however, susceptibilities
of SP degradation to thiorphan are consistent with each
other. Recent biochemical data show that two enzymes
with SP-degrading activity from the membrane bound
fraction of the rat spinal cord are separated,33 one enzyme
exhibited similarity to endopeptidase-24.11, while the other
resembled a substance P converting endopeptidase which
has been identified and purified from human cerebro-
spinal fluid. Accordingly, SP(1-7), SP(1-8), SP(8-11), and
SP(9-11) were detected after incubation with both enzyme.

The former enzyme preparation also gave SP(1-6) as a
major product. It is still unknown whether these enzymes
play critical roles in SP degradation in rat spinal cord
synapses.

Thus, SP is enzymatically cleaved into several C-termi-
nal and N-terminal fragments, which have biological
activity in the CNS sensory system. Some of C-terminal
fragments, injected IT into mice, elicit scratching, biting,
and licking response similar to that observed with SP,
whereas N-terminal fragments have antagonizing effects
on SP-induced behavioral response.34 In addition, central
actions of N-terminal fragments have previously been
found to produce effects opposite to those of C-terminal
fragments in mice. For example, the N-terminal heptapep-
tide inhibited grooming and increased rearing, whereas the
C-terminal hexapeptide had the opposite effect.17,35 Studies
with microinjection into the substantia nigra demonstrate
that SP induces dopamine release in the ipsilateral stria-
tum and produces contralateral rotation in a dose-depend-
ent manner.36 In addition, intranigrally injected SP(1-7)
produces an antagonistic action on the SP-induced re-
sponse. In agreement with these previous findings, SP(1-
7), injected into conscious rats produced a dose-dependent
antagonizing effect on SP-induced behavioral response.
Similar effects were obtained by coadministration of SP-
(1-4), though SP(1-4) is approximately 45 times less
potent than SP(1-7) in antagonizing the response to SP.
These results are in line with our recent data in mice
(unpublished data) that SP(1-7) is much more potent
than SP(1-4) as assayed by the spinally mediated SP
response. Taken together, our biochemical and pharmaco-
logical results suggest that endogenously formed SP(1-7)
may be a main modulator of SP actions in the rat spinal
cord.

Figure 2sEffect of protease inhibitors on the degradation of substance P by synaptic membranes of rat spinal cord. The reaction mixture (0.5 mL, pH 7.5)
containing 50 µg of the membrane preparation was incubated 37 °C for 6 h in the absence or the presence of 0.1 mM thiorpan, 0.1 mM Z-321, or 0.1 mM
captopril. After heating at 100 °C for 5 min to stop the reaction, 20 µL aliquots of the sample were analyzed by HPLC as in Figure 1. # indicates the peak derived
from the inhibitor added.
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Mechanism of spinal actions of N-terminal SP-fragments
is still unclear. In the present study, there was no signifi-
cant difference of potency in the antagonizing effect of
SP(1-7) on SP-induced behavioral response between
rats and mice, when comparing the ED50 value of SP(1-7)
(135.0 pmol) against SP (3.0 nmol) in rats with that of
SP(1-7) (2.9 pmol) against SP (100 pmol) in mice.34 These
data suggest that SP(1-7) may inhibit binding of [3H]-
SP(1-7) to rat and mouse spinal cord membranes with
similar potency.37 It is noteworthy that similar phenomena
are seen in affinities of CP-96,345 for tachykinin NK1

receptor; the nonpeptide tachykinin NK1 receptor antago-
nist, CP-96,345, was much less active at NK1 receptors
in rat and mouse than the other mammalian species
including human, whereas there was no significant differ-
ence in affinity of CP-96,345 for NK1 receptors between rat
and mouse.38,39

It is of interest to note that the antagonistic effect of SP-
(1-7) on SP-induced behavioral response in mice was
inhibited by naloxone, an opioid receptor antagonist, and
[D-Pro2, D-Phe9] SP(1-7), an inhibitor of [3H]-SP(1-7)
binding, but not by selective antagonists of µ-, δ-, and
κ-opioid receptors.40 One could speculate that a physiologi-
cal action of SP(1-7) in the spinal cord may not be
mediated by an action at a typical opioid receptor but by
an action at SP(1-7) binding site or its own receptor.

In conclusion, the degradation of SP by endopeptidase-
24.11 in the spinal cord is not only responsible for inactiva-
tion of SP, but may also lead to the formation of N-terminal
fragments which are shown to display a novel physiological
function as a result of a shift to receptor specificity.

References and Notes
1. Maggio, J. E.: Tachykinins. Annu. Rev. Neurosci. 1988, 11,

13-28.
2. Nicoll, R. A.; Schenker, C.; Leeman, S. E.: Substance P as a

transmitter candidate. Annu. Rev. Neurosci. 1980, 3, 227-
268.

3. Pernow, B.: Substance P. Pharmacol. Rev. 1980, 35, 85-
141.

4. Maggi, C. A.; Patacchini, R.; Rovero, P.: Giachetti, A.:
Tachykinin receptors and tachykinin receptor antagonists.
J. Autonom. Pharmacol. 1993, 13, 23-93.

5. Regoli, D.; Nantel, F.: Pharmacology of neurokinin receptors.
Biopolymers 1991, 31, 777-783.

6. . Zimmer, A.; Zimmer, A. M.; Baffi, J.; Usdin, T.; Reynolds,
K.; Konig, M.; Palkovits, M.; Mezey, E.: Hypoalgesia in mice
with a targeted deletion of the tachykinin 1 gene. Proc. Natl.
Acad. Sci. U.S.A. 1998, 95, 2630-2635.

7. Cao, Y. Q.; Mantyh, P. W.; Carlson, E. J.; Gillespie, A. M.;
Epstein, C. J.; Basbaum, A. I.: Primary afferent tachykinins
are required to experience moderate to intense pain. Nature
1998, 392, 390-394.

8. Matsus, R.; Fulcher, I. S.; Kenny, A. J.; Turner, A. J.:
Substance P and [Leu] enkephalin are hydrolyzed by an
enzyme in pig caudate synaptic membranes that is identical
with the endopeptidase of kidney microvilli. Proc. Natl. Acad.
Sci. U.S.A. 1983, 80, 3111-3115.

9. Matsus, R.; Kenny, A. J.; Turner, A. J.: The metabolism of
neuropeptides. The hydrolysis of peptides, including en-
kephalins, tachykinins and their analogues, by endopepti-
dase-24.11. Biochem. J. 1984, 223, 433-440.

10. Skidgel, R. A.; Engelbrecht, S.; Johnson, A. R.; Erdos, E. G.:
Hydrolysis of substance P and neurotensin by converting
enzyme and neutral endopeptidase. Peptides 1984, 5, 769-
776.

11. Lee, C. M.; Sandberg, B. E. B.; Hanley, M. R.; Iversen, L. L.:
Purification and characterization of a membrane-bound
substance P-degrading enzyme from human brain. Eur. J.
Biochem. 1980, 114, 315-327.

12. Endo, S.; Yokosawa, H.; Ishii, S.: Purification and charac-
terization of a substance P-degrading endopeptidase from rat
brain. J. Biochem. (Tokyo) 1988, 104, 999-1006.

13. O’Connor, B.; O’Connor, G.: Post-proline dipeptidyl-amino-
peptidase from synaptosomal membranes of guinea-pig brain.
Eur. J. Biochem. 1986, 154, 329-335.

14. Hooper, N. M.; Turner, A. J.: Isolation of two differentially
glycosylated forms of peptidyl-dipeptidase A (angiotensin-
converting enzyme) from pig brain: a reevaluation of their
role in neuropeptide metabolism. Biochem. J. 1987, 241,
625-633.

15. Strittmatter, S. M.; Thiele, E. A.; Kapiloff, M. S.; Snyder, S.
H.: A rat brain isozyme of angiotensin-converting enzyme.
J. Biol. Chem. 1985, 260, 9825-9832.

16. Yokosawa, H.; Endo, S.; Ogura, Y.; Ishii, S.: A new feature
of angiotensin converting enzyme: hydrolysis of substance
P. Biochem. Biophys. Res. Commun. 1983, 116, 735-742.

17. Hall, M. E.; Stewart, J. M.: Substance P and behavior:
Opposite effects of N-terminal and C-terminal fragments.
Peptides 1983, 4, 763-768.

18. Sakurada, T.; Tan-No, K.; Yamada, T.; Sakurada, S.; Kisara,
K.; Ohba, M.; Terenius, L.: N-terminal substance P frag-
ments inhibit the spinally induced, NK-1 receptor mediated
behavioural responses in mice. Life Sci. 1990, 47, PL109-
PL113.

19. Jones, D. H.; Matus, A. I.: Isolation of synaptic plasma
membrane from brain by combined flotation-sedimentation
density gradient centrifugation. Biochim. Biophys. Acta 1974,
356, 276-287.

20. Bradford, M. M.: A rapid and sensitive method for the
quantitation of microgram quantities of protein utilizing the
principle of protein-dye binding. Anal. Biochem. 1976, 72,
248-254.

21. Bidlingmeyer, B. A.; Cohen, S. A.; Tarvin, T. L.: Rapid
analysis of amino acids using precolumn derivatization. J.
Chromatogr. 1984, 336, 93-104.

22. Kawamura, S.; Sakurada, S.; Sakurada, T.; Kisara, K.;
Akutsu, Y.; Sasaki, Y.; Suzuki, K.: Antinociceptive effect of
centrally administered cyclo (N-methyl-L-Tyr-L-Arg) in the
rat. Eur. J. Pharmacol. 1983, 93, 1-8.

23. Yaksh, T.; Rudy, T. A.: Chronic catheterization of the spinal
subarachnoid space. Physiol. Behav. 1976, 17, 1031-1036.

24. Tanaka, Y.; Yoshinaga, K.; Kizaki, K.; Furuichi, H.; Nakata,
N.; Izumi, J.; Miura, N.; Matsumura, T.; Washizumi, M.;
Kuwabara, Y.; Ikeda, Y.: Improving effects of Z-321, a new
prolyl endopeptidase inhibitor, on the impaired cerebral
functions. Jpn. J. Pharmacol. 1996, 71, Suppl 279P.

Figure 3sThe effectiveness of substance P(1−7) (upper panel) and substance
P(1−4) (lower panel) in antagonizing the scratching, biting, and licking behavior
induced by substance P in rats. Substance P (3.0 nmol) was coadministered
intrathecally with substance P(1−7) or substance P(1−4). The duration of the
behavioral response induced by substance P was determined over a 10 min
period starting immediately after intrathecal injection. The data are given as
means ±SEM of six rats in each group. **P < 0.01, *P < 0.05 when compared
to substance P alone.

Journal of Pharmaceutical Sciences / 1131
Vol. 88, No. 11, November 1999



25. Sakurada, T.; Le Greves, P.; Terenius, L.: Measurement of
substance P metabolites in rat CNS. J. Neurochem. 1985,
44, 718-722.

26. Sakurada, T.; Le Greves, P.; Terenius, L.: Fragmentation
of calcitonin gene-related peptide and substance P in the rat
central nervous system. Neurochem. Int. 1991, 19, 341-347.

27. Oblin, A.; Danse, M. J.; Zivkovic, B.: Metalloendopeptidase
(EC 3.4.24.11) but not angiotensin converting enzyme is
involved in the inactivation of substance P by synaptic
membranes of the rat substantia nigra. Life Sci. 1989, 44,
1467-1474.

28. Endo, S.; Yokosawa, H.; Ishii, S.: Involvement of endopep-
tidase- 24.11 in degradation of substance P by glioma cells.
Neuropeptides 1989, 14, 177-184.

29. Endo, S.; Yokosawa, H.; Ishii, S.: Degradation of substance
P by neuronal and glial cells cultured from rat fetal brain
and their membranes. Neuropeptides 1989, 14, 31-37.

30. Sakurada, T.; Tan-No, K.; Yamada, T.; Sakurada, S.; Kisara,
K.: Phosphoramidon potentiates mammalian tachykinin-
induced biting, licking and scratching behaviour in mice.
Pharmacol. Biochem. Behav. 1990, 37, 779-783.

31. Mauborgne, A.; Bourgoin, S.; Benoliel, J. J.; Hamon, M.;
Cesselin, F.: Is substance P released from slices of the rat
spinal cord inactivated by peptidase(s) distinct from both
‘enkephalinase’ and ‘angiotensin-converting enzyme’ Neuro-
sci. Lett. 1991, 123, 221-225.

32. Suzuki, H.; Yoshioka, K.; Yanagisawa, M.; Urayama, O.;
Kurihara, T.; Hosoki, R.; Saito, K.; Otsuka, M.: Involvement
of enzymatic degradation in the inactivation of tachykinin
neurotransmitters in neonatal rat spinal cord. Br. J. Phar-
macol. 1994, 113, 310-316.

33. Karlsson, K.; Eriksson, U.; Andren, P.; Nyberg, F.: Purifica-
tion and characterization of substance P endopeptidase
activities in the rat spinal cord. Prep. Biochem. Biotechnol.
1997, 27, 59-78.

34. Sakurada, T.; Kuwahara, H.; Takahashi, K.; Sakurada, S.;
Kisara, K.; Terenius, L: Substance P (1-7) antagonizes

substance P-induced aversive behaviour in mice. Neurosci.
Lett. 1988, 95, 281-285.

35. Hall, M. E.; Grantham, P.; Limoli, J.; Stewart, J. M.: Effects
of substance P and neurokinin A (substance K) on motor
behavior: unique effect of substance P attributable to its
amino-terminal sequence. Brain Res. 1987, 420, 82-94.

36. Herrera-Marschitz, M.; Terenius, L.; Sakurada, T.; Reid, M.
S.; Ungerstedt, U.: The substance P (1-7) fragment is a
potent modulator of substance P actions in the brain. Brain
Res. 1990, 521, 316-320.

37. Igwe, O. J.; Kim, D. C.; Seybold, V. S.; Larson, A. A.: Specific
binding of substance P aminoterminal heptapeptide [SP(1-
7)] to mouse brain and spinal cord membranes. J. Neurosci.
1990, 10, 3653-3663.

38. Gitter, B. D.; Waters, D. C.; Bruns, R. F.; Mason, N. R.;
Nixon, J. A.; Howbert, J. H.: Species differences in affinities
of non-peptide antagonists for substance P receptors. Eur.
J. Pharmacol. 1991, 197, 237-238.

39. Beresford, I. J.; Birch, P. J.; Hagan, R. M.; Ireland, S. J.:
Investigation into species variants in tachykinin NK1 recep-
tors by use of the non- peptide antagonist, CP-96, 345. Br.
J. Pharmacol. 1991, 104, 292-293.

40. Mousseau, D. D.; Sun, X.; Larson, A. A.: Identification of a
novel receptor mediating substance P-induced behavior in
the mouse. Eur. J. Pharmacol. 1992, 271, 197-201.

Acknowledgments

This work was partly supported by a research grant, No.
08772151, from the Ministry of Education, Science, and Culture
of Japan. The authors thank Yoshiko Inoue, Toshiko Kikuta,
Hiromi Murakami, and Kaori Sueyoshi for technical assistance.

JS990149C

1132 / Journal of Pharmaceutical Sciences
Vol. 88, No. 11, November 1999



Physical Characterization of Picotamide Monohydrate and Anhydrous
Picotamide

GIAMPIERO BETTINETTI,*,† PAOLA MURA,‡ MILENA SORRENTI,† MARIA T. FAUCCI,‡ AND ALESSANDRA NEGRI†

Contribution from Dipartimento di Chimica Farmaceutica, Università di Pavia, Viale Taramelli 12, I-27100 Pavia, Italy, and
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Abstract 0 Picotamide is an antiplatelet agent given by mouth as
monohydrate (PICOW) (Plactidil) in thrombo-embolic disorders. This
study deals with physical characterization of PICOW recrystallized
from various solvents and the respective dehydration products using
X-ray powder diffractometry (XRD), infrared spectroscopy (IR), and
thermal analytical techniques (differential scanning calorimetry, DSC;
thermogravimetric analysis, TGA; simultaneous TGA/DSC; hot stage
microscopy, HSM). Monophasic and biphasic DSC and TGA profiles
of water loss were recorded under open conditions for PICOW samples
which showed the same monoclinic crystal structure. Biphasic profiles
became monophasic for gently ground samples which were, however,
structurally identical to the intact samples. Morphological factors, the
various degree of “perfection” of the PICOW crystal lattice, and/or
cluster aggregation of PICOW crystals were assumed to be responsible
for the differing dehydration patterns. Polymorphism in anhydrous
picotamide, i.e., nucleation of crystal forms A, mp 135.5 ± 0.4 °C,
and B, mp 152.9 ± 0.3 °C after dehydration of PICOW, was detected
by DSC and HSM. The dehydration product of PICOW under
isothermal conditions (115 °C, 20 mmHg), PICOA, was mainly
composed of the lower melting polymorph A (fusion enthalpy 74.4 ±
2.2 J g-1), which gradually reverted to the starting hydrate by storing
in an ambient atmosphere. Dissolution tests of PICOW and PICOA
in water at 37 °C as both powders and compressed disks reflected
to some extent the higher solubility of the metastable form (by 24%
at 37 °C) in terms of both higher dissolution efficiency and percent of
active ingredient dissolved (by 28%) and intrinsic dissolution rate (by
32%).

Introduction

Picotamide (4-methoxy-N,N′-bis(3-pyridinylmethyl)-1,3-
benzenedicarboxamide, Figure 1) is an antiplatelet agent
sharing a dual anti-thromboxane activity (i.e., inhibition
of thromboxane A2 synthase and thromboxane A2 receptor
antagonism) which in the second half of the 1990s has been
widely studied from the pharmacological and clinical point
of views mainly in Italy.1 Picotamide is given by mouth in
thrombo-embolic disorders as monohydrate (PICOW), the
active ingredient present in commercial dosage forms
(Plactidil). The crystal structure of PICOW has been
determined since 1986,2 but the solid-state properties of
this drug3 and some of its binary systems with pharma-
ceutical excipients4,5 have been investigated only recently.

Although all picotamide samples recrystallized by
precipitation from various solvents showed the same phys-

icochemical properties as PICOW, different DSC dehydra-
tion profiles and dehydration products were obtained
depending on the recrystallizing solvent of the tested
PICOW sample.3 The same anhydrous crystal form, here-
after reported as PICOA, was however obtained by dehy-
dration under isothermal conditions (115 °C, 20 mmHg) of
PICOW, whatever the recrystallization solvent of the
sample.

The thermodynamic differences between a drug hydrate
and its anhydrous counterpart necessitate detailed studies
on their phase stability. The change in thermodynamic
activity of the drug due to hydration/dehydration alters
pharmaceutically important properties such as physical
and chemical stability, as well as solubility and dissolution
rate.6-8 The effect of mechanical treatments, i.e., grinding,
also deserve attention in this respect,9 particularly because
of the possible dependence of the dehydration mechanism
on the particle size.10,11

The present study deals with the physical characteriza-
tion of PICOW and PICOA by X-ray powder diffractometry
(XRD), mid- and near-infrared (IR) spectroscopy, dif-
ferential scanning calorimetry (DSC), thermogravimetric
analysis (TGA), simultaneous TGA-DSC, and hot-stage
microscopy (HSM). Thermal dehydration of intact and
ground samples of PICOW from different recrystallization
solvents and rehydration of PICOA under controlled condi-
tions of relative humidity (RH) and temperature were
investigated. The aqueous solubilities of PICOW and
PICOA as a function of temperature (20-45 °C), as well
as their dissolution rates in water at 37 °C as both powders
and compressed disks, were also determined.

Experimental Section

MaterialssCommercially available PICOW (Manetti & Rob-
erts, Firenze, Italy) was used. The product was recrystallized from
water-ethanol 8:1 (v/v) and subsequently dried in a desiccator
over P2O5 at room temperature (see Table 1). PICOA was prepared
by drying PICOW from water-ethanol 8:1 (v/v) under reduced
pressure (over P2O5 in a drying pistol, 20 mmHg) in a hot air oven
at 115 °C for 1 h and storing over P2O5 in a desiccator (see Table
1). Solvents of analytical reagent grade and bi-distilled water were
used.

Preparation of PICOW SamplessRecrystallized samples
were prepared by precipitation of PICOW from different recrys-
tallization solvents following the procedures described in ref 3.
Ground samples were prepared by manually grinding 500 mg of

* To whom correspondence should be addressed. Tel: 0382-507-368;
fax: 0382-507-368; e-mail: betti@chifar.unipv.it.

† Università di Pavia.
‡ Università di Firenze.

Figure 1sMolecular structure of picotamide.
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material with pestle and mortar. Rehydrated samples were
prepared by storing PICOA (≈2 g samples spread on Petri dishes)
in a desiccator at room temperature (22 °C) kept at a relative
humidity (RH) of 45% or ≈100% by equilibrating over a saturated
solution of KNO2 or pure water, respectively. Samples (5-10 mg)
were taken out at appropriate intervals and checked for water
content by DSC and TGA (see below).

X-ray Diffractometry (XRD)sPowder X-ray diffraction pat-
terns were taken at ambient temperature and atmosphere with a
computer-controlled Philips PW 1800/10 apparatus equipped with
a specific PC-APD software. Wavelengths: Cu KR,1 ) 1.54060 Å,
Cu KR,2 ) 1.54439 Å. Scan range: 2-50° 2θ. Scan speed: 0.02°
2θ s-1. Monochromator: graphite crystal.

Infrared (IR) SpectroscopysMid-IR (400-4000 cm-1) spec-
tra were recorded by the Nujol mull method using a double beam
Perkin-Elmer 983 IR spectrophotometer. Near-IR (4500-10000
cm-1) spectra (NIR) were recorded directly on powder samples
(75-150 µm sieve granulometric fraction) by using an optical head
linked to the NIR reflectance analyzer (Infraprover II Technicon
Model No. 450 RP) by optical fibers.

Karl Fischer Titrimetry (KFT)sThe amount of water in the
PICOW samples was determined with a Mettler DL40GP Memo
titrator apparatus. Samples (80-90 mg) were quickly transferred
to the titration vessel containing anhydrous methanol and titrated
using Hydranal Composite 5 (Riedel-de Haen, Milano, Italy).

Differential Scanning Calorimetry (DSC)sTemperature
and enthalpy values were measured with a METTLER STARe

system equipped with a DSC821e Module on 3-5 mg (Mettler M3
Microbalance) samples in uncovered aluminum pans under static
air. An uncovered empty pan was used as reference. The heating
rate was 5 K min-1 over the 30-180 °C temperature range.

Thermogravimetric Analysis (TGA)sMass losses were re-
corded with a Mettler TA 4000 apparatus equipped with a TG 50
cell at the heating rate of 5 K min-1 on 7-10 mg samples in open
alumina crucibles in the 30-180 °C temperature range under
static air.

Simultaneous TGA-DSCsSimultaneous recording of mass
loss and enthalpy change was carried out with a METTLER STARe

system equipped with a TGA/SDTA851e Module and calibrated
with indium on 2.5-3.5 mg samples in a platinum crucible under
nitrogen gas flow (150 mL min-1). The heating rate was 10 K
min-1 over the 40-200 °C temperature range.

Hot-Stage Microscopy (HSM)sMicroscopic observation of the
thermal events was carried out under a Reichert polarized light
microscope equipped with a Mettler FP82HT/FP80 system at a
heating rate of 10 K min-1 which was reduced to 5 K min-1 in the
regions of the DSC peaks. Images were transferred via a Panasonic
WV-CP100E CCTV camera to a Panasonic WC-CH110A video
monitor.

Solubility MeasurementssExcess amounts (50 mg) of PI-
COW or PICOA powder (75-150 µm sieve granulometric fraction)
were added to 30 mL of nonbuffered water (pH ≈ 6) in sealed 50
mL glass containers, which were electromagnetically stirred at a
constant temperature (20, 25, 32, 37, 45 °C ( 0.2 °C). At suitable
time intervals aliquots were withdrawn, filtered (pore size 0.45
µm), suitably diluted with water, and spectrophotometrically
assayed for drug concentration at λ ) 254.4 nm (Perkin-Elmer
552S Spectrophotometer). Residual solid material was identified

postequilibrium by DSC and IR analysis. Plateau values of
dissolved concentration of the metastable PICOA form, before
declining toward the corresponding plateau value of the stable
PICOW form, were assumed as the equilibrium solubility. Tests
were performed in triplicate and averaged.

Dissolution TestssDispersed amount experiments were per-
formed in nonbuffered water (pH ≈ 6) at 37 ( 0.2 °C by adding
45 mg of PICOW or PICOA powder (75-150 µm sieve granulom-
etric fraction) to 75 mL of water in a 150 mL beaker (nonsink
conditions). A glass three-blade propeller (19 mm diameter) was
immersed in the beaker 25 mm from the bottom and rotated at
100 ( 1 rpm. In the rotating disk method, tablets (1.3 cm in
diameter) were prepared by compressing 300 mg of powders using
a Perkin-Elmer hydraulic press for KBr disks for IR spectroscopy,
at a force of 1.5 t cm-2 for 10 min which yielded tablets with a
surface area of 1.33 cm2 which would not disintegrate during the
test. No lubricant was used. No detectable PICOW dehydration
or PICOA hydration associated with compression was found in
the disks by IR, DSC, and TGA analysis of powder samples taken
by gently scratching the disk surface with a blade. The tablets
were inserted into a stainless steel holder, so that only one face
was exposed to the dissolution medium. The holder was then
connected to a stirring motor, centrally immersed in a 150 mL
beaker containing 100 mL of nonbuffered water (pH ≈ 6) at 37 (
0.2 °C and rotated at 100 ( 1 rpm. In both methods, suitable
aliquots were withdrawn with a filter-syringe (pore size 0.45 µm)
at the specified times and assayed for drug content as in Solubility
Measurements. A correction was calculated for the cumulative
dilution caused by replacement of the sample with equal volume
of original medium. Each test was repeated four times (coefficient
of variation, CV < 3% and < 7% for dispersed amount and rotating
disk experiments, respectively).

Results and Discussion
Physicochemical Properties of the Solid Phasess

PICOW and PICOA (see Table 1 for elemental analysis and
water stoichiometry) were characterized with data from
XRD, IR, conventional and simultaneous DSC and TGA,
and HSM. The XRD pattern of PICOW corresponding to
the theoretical powder pattern assessed from crystal
structure data3 was obtained using a ground sample
(Figure 2). Actually, using an intact sample, a strong
enhancement of the diffracted intensities of some peaks
probably due to preferred orientation effects12 was ob-
served.3 A distinctly different XRD pattern was recorded
for PICOA, which shows characteristic reflections at 7.1°
and 21.2° (2θ) which are useful for identification purposes
and an apparent lower crystallinity than that of the parent
hydrate.

The IR spectra of PICOW and PICOA are presented in
Figure 3. In the O-H stretching region of PICOW, crystal-

Table 1sElemental Analysis and Water Content of Picotamide
Monohydrate (PICOW) from Water−Ethanol 8:1 (v/v) and Anhydrous
Picotamide (PICOA)

water content (% w/w)a

sample
elemental analysis

(% w/w) found (calcd) KFTb TGAc

PICOW C 63.78(63.95)
C21H20N4O3‚H2O H 5.69(5.62) 4.96 (0.23) 4.84 (0.21)

N 14.01(14.20)
PICOA C 67.24(67.01)
C21H20N4O3 H 5.46(5.36)

N 14.81(14.88)

a Calculated for the monohydrate 4.57% (w/w). b Karl-Fischer titrimetry,
standard deviation in parentheses (n ) 6). c Thermogravimetric analysis in
open pans (mass loss over the temperature range of the DSC dehydration
endotherm), standard deviation in parentheses (n ) 6).

Figure 2sXRD patterns of (a) picotamide monohydrate (PICOW) from water−
ethanol 8:1 (v/v) and (b) anhydrous picotamide (PICOA). Characteristic
diffraction peaks of PICOW at 12.6° and 23.6° (2θ) (stars) and of PICO A at
7.1° and 21.2° (2θ) (arrows) are indicated.
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line water shows a sharp high-frequency (3463 cm-1)
absorption band13 which suggests the presence of “tightly
bound” water in the crystal lattice.14 The number and
strength of hydrogen bonds involving the water molecules
regularly arranged through the crystal2 confirm this hy-
pothesis. Other differences at the level of the 3354-3304
(assignable to the N-H amide stretching) and 1658-1632
cm-1 (assignable to the amide carbonyl group) doublets in
the anhydrous and hydrated structures can be attributed
to the absence and presence of lattice water within the
hydrogen bond patterns. The NIR absorption bands at 5130
and 6590 cm-1 are also characteristic of crystalline wa-
ter15,16 and permit discrimination between the anhydrous
and hydrated picotamide forms.

The thermal behavior of PICOW obtained by recrystal-
lization from water-ethanol 8:1 (v/v), ethyl acetate, or
benzene and of PICOA is depicted in Figures 4-6. The
negative DSC peak for endotherms between 60 and 130
°C (enthalpy change 189 ( 5 J g-1) of the intact PICOW
sample from water-ethanol 8:1 (v/v) (Figure 4a) was
reflected by the negative derivative TGA peak for mass loss
over the same temperature range (Figure 5a). The relevant
mass loss of 4.84 ( 0.21% (w/w) was confirmed by simul-
taneous TGA/DSC (Figure 6) and corresponded to a mono-
hydrate stoichiometry (see Table 1). Moderate grinding did
not substantially alter the water content and the dehydra-
tion enthalpy of the sample, whereas it decreased (by 3-4

°C) the onset and peak temperatures of the DSC dehydra-
tion endotherm (see Figure 4a) possibly by reducing the
particle size and changing the surface feature of the
crystals.17 A parallel increase in the enthalpy change of
the small endothermal effect at ≈136 °C was evident. This
effect was attributable to melting of the anhydrous crystal
form A of picotamide (see later).

A thermal behavior similar to that depicted in Figures
4a and 5a was recorded for PICOW samples recrystallized
from water, methanol, ethanol, and n-propanol.3 Different
DSC and TGA profiles in both the dehydration and post-
dehydration stages were instead observed for PICOW
recrystallized from ethyl acetate (Figures 4b and 5b) and
from benzene (Figures 4d and 5d). The distinct crystal-

Figure 3sIR spectra of (a) picotamide monohydrate (PICOW) from water−
ethanol 8:1 (v/v) and (b) anhydrous picotamide (PICOA) in the 4000−700
and 4500−9900 cm-1 range. Characteristic absorption bands of water at 3463
cm-1, 5130 cm-1, and 6590 cm-1 are indicated.

Figure 4sDSC curves of picotamide monohydrate (PICOW) and anhydrous
picotamide (PICOA). Key: (a) PICOW from water−ethanol 8:1 (v/v) (grinding
time on the curves); (b) PICOW from ethyl acetate, intact sample; (c) PICOW
from ethyl acetate, ground sample; (d) PICOW from benzene, intact sample;
(e) PICOA by isothermal dehydration (115 °C, 20 mmHg) of an intact sample
of PICOW from water-ethanol 8:1 (v/v); (f) PICOW by rehydration of PICOA
in an ambient atmosphere (RH ≈ 45%), intact sample; (g) PICOW by
rehydration of PICOA at RH ≈ 45%, ground sample.
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lization of the lower-melting crystal form A (mp 135.5 (
0.4 °C, fusion enthalpy 62 ( 10 J g-1; n ) 8) and the higher-
melting crystal form B (mp 152.9 ( 0.3 °C, fusion enthalpy
14 ( 3 J g-1; n ) 8) of anydrous picotamide can be seen by
the small exothermal effects at 115 °C and 138 °C in the
sample recrystallized from benzene (Figure 4d).

The sequence of thermal events in Figure 4d was
confirmed by HSM. Upon heating at 10 K min-1 from 25
to 100 °C and then reducing the heating rate to 5 K min-1

on a microscope stage, water evolution started at 110 °C
and the newly formed small prismatic crystals melted at
136 °C. Upon further heating very few needle crystals were
formed, which then melted at 153 °C.

XRD patterns of all recrystallized picotamide samples
matched the theoretical XRD pattern of the monohydrate,2,3

indicating that no difference existed in the fundamental

crystal lattice of the PICOW samples examined.18 IR
spectra also show that these samples were structurally
identical. Therefore, the biphasic DSC dehydration profile
recorded for the intact sample from ethyl acetate (Figure
4b) and reflected by the dTGA curve (Figure 5b) can be
attributed to different crystal size and shape or various
degrees of “perfection” of a common lattice structure of the
tested samples.19,20 Implications of the morphology of a
pharmaceutical solid on the bulk properties of the material
have been reported for furosemide,21 nitrofurantoin,22 and
diclofenac/N-(2-hydroxyethyl)pyrrolidine salt.23 Surface char-
acteristics, adsorbed or occluded impurities and crystal
defects which prevent the perfect alignment of molecules
in the crystal lattice as well as nuclei of anhydrous
polymorphs formed, may also affect the kinetics of solid-
state transitions,23 in particular dehydration. Actually, a
highly strained or stressed lattice structure loses water
more easily than a regular one. Cluster aggregation of
PICOW crystals grown in ethyl acetate solution may also
be responsible for the observed thermal behavior. Samples
from ethyl acetate, which had been gently ground to ensure
homogeneity of the polycrystalline material with no ap-
parent alteration of the XRD pattern of the intact samples,
showed indeed a monophasic dehydration pattern in both
DSC (Figure 4c) and dTGA (Figure 5c) curves.

As can be seen in Figures 4e and 5e, the product of
isothermal dehydration at 115 °C and 20 mmHg of PICOW
from water-ethanol 8:1 (v/v) was almost totally composed
of the lower-melting crystal form A, with enthalpy of fusion
74.4 ( 2.2 J g-1 (n ) 7). Simultaneous TGA/DSC confirmed
that no mass loss was associated with the endothermal
effect at ≈136 °C (Figure 6). By storing at a RH of 45% or
≈100% and room temperature (22 °C), PICOA transformed
to PICOW, as confirmed by DSC, TGA, and IR spectros-
copy. Transformation to monohydrate was rather fast
(within 48 h) at ≈100% RH and rather slow (within 3
months) at 45% RH. PICOW samples obtained by rehy-
dration of PICOA in an ambient atmosphere (RH ≈ 45%)
show biphasic dehydration patterns similar to those re-
corded for intact PICOW samples recrystallized from ethyl
acetate (see Figures 4b and 5b). The couple of DSC
endotherms centered at 91 °C (dehydration enthalpy 56.2
J g-1) and 122 °C (dehydration enthalpy 60.4 J g-1) in
Figure 4f was reflected by a two-step TGA mass loss of 1.9%
(w/w) and 2.5% (w/w) in Figure 5f. Thermal analysis of
gently ground samples of rehydrated PICOA showed that

Figure 5sTGA curves of picotamide monohydrate (PICOW) and anhydrous
picotamide (PICOA). Key: (a) PICOW from water−ethanol 8:1 (v/v), intact
sample; (b) PICOW from ethyl acetate, intact sample; (c) PICOW from ethyl
acetate, ground sample; (d) PICOW from benzene, intact sample; (e) PICOA
by isothermal dehydration (115 °C, 20 mmHg) of (a); (f) PICOW by rehydration
of PICOA in an ambient atmosphere (RH ≈ 45%), intact sample; (g) PICOW
by rehydration of PICOA at RH ≈ 45%, ground sample.

Figure 6sSimultaneous TGA-DSC curves over the 50−150 °C temperature
range of picotamide monohydrate (PICOW) from water−ethanol 8:1 (v/v) (upper
curves) and anhydrous picotamide (PICOA) (lower curves).
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the split DSC endotherms and dTGA peaks gathered in a
single thermal effect with an associated enthalpy change
(121.5 J g-1) and mass loss (4.9% (w/w)) nearly equal to
the sum of those of the single effects (Figures 4g and 5g).
The monophasic dehydration pattern of ground samples,
which show the same XRD pattern (i.e., structural ar-
rangement) as the intact ones, confirms that external
factors such as morphology, surface characteristics, cluster
aggregation, etc., are responsible for the observed thermal
behavior.

Solubility and Dissolution Properties of the Solid
PhasessThe equilibrium solubilities of PICOW and PI-
COA in water as a function of temperature are given in
Table 2. The solubility of the stable hydrated form was
calculated from the plateau value of dissolved concentration
at each temperature. The maximum concentrations of
dissolved PICOA at each temperature also gave plateau
values, which were maintained for about 1 h (at 45 °C) to
about 4 h (at 20 °C) before declining toward the corre-
sponding equilibrium solubility values of PICOW due to
phase transition. A crystalline anhydrous to hydrate phase
change has been reported for theophylline, which is rapidly
transformed to monohydrate in contact with water where
simultaneous dissolution and hydrate formation occurs.24,25

At 45 °C the solubility level of PICOW (i.e., complete
transformation of the metastable phase, as confirmed by
DSC and IR analysis of the residual solid material) was
reached in >4 h. This behavior suggested that the maxi-
mum dissolved concentration of PICOA can be assumed
as its equilibrium solubility.26 The metastable to stable
solubility ratios of 1.1-1.8 over the range of temperatures
tested (Table 2) were typical of anhydrous-hydrate drug

systems27 and confirmed this hypothesis. By plotting the
solubility data according to the van’t Hoff equation,26 a good
linearity was observed (Figure 7). The least squares linear
regression gave a slope of (-4.90 ( 0.16) × 103, an intercept
of 21.2 ( 0.5 and a coefficient of determination of 0.997
for the stable PICOW form, and a slope of (-3.0 ( 0.2) ×
103, an intercept of 15.4 ( 0.6 and a coefficient of deter-
mination of 0.988 for the metastable PICOA form. The
transition temperature at which PICOW and PICOA have
equal solubilities, free energies, and stabilities was 50 ( 6
°C.

Dispersed amount experiments revealed statistically
significant differences (P < 0.01) between PICOA and
PICOW in terms of both dissolution efficiency at 10, 30,
and 60 min and percent of drug dissolved at the same

Table 2sEquilibrium Solubilities of Picotamide Monohydrate (PICOW)
from Water−Ethanol 8:1 (v/v) and Anhydrous Picotamide (PICOA) in
Water at Various Temperatures

equilibrium solubility (µg/mL)a

temperature (°C) PICOW PICOA

20 88(8) 158(13)
25 123(9) 207(16)
32 172(12) 249(17)
37 234(14) 289(18)
45 328(13) 368(18)

a Standard deviation in parentheses (n ) 3).

Figure 7sVan’t Hoff plot from the solubility data (Table 2) of picotamide
monohydrate (PICOW) from water−ethanol 8:1 (v/v) (0) and anhydrous
picotamide (PICOA) (9).

Table 3sDissolution Efficiency (DE),a Percent of Active Ingredient
Dissolved (DP),b and Intrinsic Dissolution Rate Constants (IDR)c of
Picotamide Monohydrate (PICOW) from Water−Ethanol 8:1 (v/v) and
Anhydrous Picotamide (PICOA) in Water at 37 °C (standard
deviations in parentheses refer to last decimal digit).d

DE DP

sample 10 min 30 min 60 min 10 min 30 min 60 min IDR

PICOW 12.6(3) 17.3(4) 19.8(5) 17.5(4) 21.5(5) 23.0(4) 1.26(8)
PICOA 15.9(4) 22.4(6) 25.4(7) 22.7(6) 27.6(8) 29.2(8) 1.66(9)

a Area under the dissolution curve with t ) 10, 30, and 60 min (measured
using the trapezoidal rule) expressed as a percentage of the area of the
rectangle described by 100% dissolution in the same time (see Figure 8).
b Calculated at t ) 10, 30, and 60 min. c Ki, mg cm-2 h-1. d Each value is
the average of four determinations.

Figure 8sDispersed amount curves in water at 37 °C (a) and dissolution
efficiency (b) of picotamide monohydrate (PICOW) from water−ethanol 8:1
(v/v) (0) and anhydrous picotamide (PICOA) (9). Error bars indicate standard
deviation (n ) 4).
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times, in accordance with the solubility data (Table 3 and
Figure 8). The metastable to stable dissolution efficiency
ratios and percent of drug dissolved ratios (≈1.3 at each
time point) reflect to some extent the metastable to stable
solubility ratio (1.24 at 37 °C). The higher thermodynamic
activity and lower crystallinity (see Figure 2) of PICOA
probably concur to its higher dissolution efficiency (by 28%)
compared to PICOW. The dissolution rate data in water
at 37 °C using nondisintegrating disks of PICOA or PICOW
were in agreement with those obtained from powder
samples (Table 3 and Figure 9). The metastable anhydrous
form shows a better performance also in terms of intrinsic
dissolution rate, which results higher than that of the
stable hydrated form by 32%.

Conclusions

PICOW, the most stable picotamide form in water and
organic solvent as well as under ambient atmosphere, is
the raw material of choice for the preparation of commercial
tablets (Plactidil). The dehydration of PICOW under open
DSC and TGA conditions follows a monophasic or biphasic
pattern, depending on the history of the sample (recrys-
tallization solvent, rehydration conditions, intact or ground
specimen, etc.). Morphological factors, various degrees of
“perfection” of a common lattice structure, and/or cluster
aggregation may be responsible for the distinct thermal
behavior of the same hydrate phase and for the nature of
the dehydration products (amorphous or polymorphic
crystal forms A and B).

Total or partial dehydration of PICOW can occur in
pharmaceutical processes where aqueous wetting and
drying are involved. The subsequent in situ rehydration
of PICOA, which depends on numerous factors (tempera-
ture, water vapor pressure, excipients in the formulation,
etc.), is also possible. The careful characterization of the
solid state is necessary so that the behavior of the material
can be predictable and reproducible.

PICOA, the metastable picotamide anhydrous form, due
to its physical stability in an ambient atmosphere and
compatibility with pharmaceutical excipients, could be a
promising modification to improve the dissolution rate of
the active principle in solid dosage forms because of its
higher solubility reached in water before recrystallizing to
the less soluble hydrate. A study of possible implications
on bioavailability will be the subject of future work.
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Abstract 0 In this work a new approach for in situ interactions
between drug and electrolyte(s) is devised to control the release of
highly water soluble drugs from oral hydrophilic monolithic systems.
The model drug diltiazem hydrochloride (water solubility in excess of
50% at 25 °C), in conjunction with specific electrolytes, was principally
employed in the design of swellable tablet formulations comprised of
hydrophilic polymers such as hydroxypropylmethlcellulose (HPMC) or
poly(ethylene oxide) (PEO). Electrolytes such as sodium bicarbonate
or pentasodium tripolyphosphate were used to modulate intragel pH
dynamics, swelling kinetics, and gel properties. Through in situ ionic
interactions (an intragel matrix system composed of different chemical
species that promote competition for water of hydration), a compo-
sitionally heterogeneous structure referred to as a “metamorphic
scaffold” was established. It is shown that this latter structure results
in the inhibition of drug dissolution, induction of a differential swelling
rate, and attainment of “matrix stiffening” and axially provides a uniform
gel layer. Presence of such phases in matrix structure and its influence
on swelling dynamics enabled control of diltiazem hydrochloride release
in a zero-order manner in different pH environments over a 24-h period.
From kinetic analysis using the power law expressions [Mt/M∞ ) k1tn,
Mt/M∞ ) k1tn + k2t2n] and Hopfenberg model [Mt/M∞ ) 1 − (1 −
k1t)n], it became apparent that the dynamics of matrix relaxation and
controlled erosion were major factors involved in the release
mechanism, while the composite rate constant k1 (in Hopfenberg
model) decreased by approximately 2-fold in the presence of
electrolyte(s). These findings indicated that the dynamics of swelling
and gel formation in the presence of ionizable species within hydrophilic
matrices provide an attractive alternative for zero-order drug delivery
from a simple monolithic system.

Introduction
Controlled release drug delivery systems have received

much attention in the past two decades with numerous
technologically sophisticated products on the marketplace.
Such advancements have come about by the simultaneous
convergence of many factors, including the discovery of
novel polymers, formulation optimization, better under-
standing of physiological and pathological constraints,
prohibitive cost of developing new drug entities, and the
introduction of biopharmaceutics in drug product design.
The major benefits of these products lie in the optimization
of drug input rate into the systemic circulation in order to
achieve an appropriate pharmacodynamic response. This
in turn should add to product safety and reduce the extent
and incidence of major adverse drug reactions due to a
more strict control of blood levels. Furthermore, with less

frequent dosing, it is speculated that this should improve
patient compliance and possibly maximize drug product
efficacy in therapeutics.

Recently numerous hydrophilic polymers have been
investigated and are currently used in the design of
complex controlled release systems.1-4 In many cases the
formulator depends on the inherent rate-controlling mech-
anisms of the polymer to provide constant rate drug
delivery. Among desirable features, the polymer should
possess inherent physicochemical characteristics which
provide for the attainment of high gel-state viscosity upon
swelling, ability to maintain constant gel layer integrity
over a prolonged period of time and hence low erosion rate,
and complete dissolution of polymer upon exhaustion of
drug release. Alternatively, a programmed system is sought
for which swelling and erosion are the key factors in
controlling drug liberation. The ideal polymer would permit
these processes to operate synchronously, i.e., affording a
balance between the principal processes of swelling, ero-
sion, and dissolution. Among the most widely used poly-
mers, such as the nonionic hydroxypropylmethylcellulose
(HPMC), hydroxypropylcellulose (HPC), poly(ethylene ox-
ide) (PEO) types, the cationic chitosan types, and anionic
alginate types, the attainment of high gel-state viscosity,
maintenance of constant gel layer, or synchronous erosion-
dissolution in a monolithic sense for linear drug release
over a prolonged period of time is not easily achievable and
still remains a challenge. Since the various dynamic phases
in the rate processes of polymer relaxation, disentangle-
ment, and/or erosion during dissolution are manifested in
a nonconstant manner, realization of zero-order drug
release from such monolithic devices is difficult.

This limitation of hydrophilic polymers may be circum-
vented through modification of the physical and chemical
infrastructure of the polymeric gel system. In the present
work a reliable process has been established for inducing
in situ reactions between pharmaceutically acceptable
electrolytes/acids and drug which influences the intragel
swelling dynamics and relative physical integrity of the
swollen matrix structure. Furthermore, this may produce
heterogeneous domains within the swollen gel boundary
referred to as “metamorphic scaffold” in this work (see
Figure 1).

In the past, alkaline compounds or buffers have been
included in solid oral formulations of several acidic drugs
that undergo dissolution rate-limited absorption.5-11 The
same principle of addition of buffers, osmotically active
agents, surfactants, or combinations thereof has also been
utilized to control the swelling of hydrophilic polymers with
different coating and inclusion techniques.12 However, no
specific strategy has been employed to apply the same
principle to design a simple, directly compressible, mono-
lithic, controlled-release system with provision of zero-order
kinetics. In general, the application of buffers and ionizable
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compounds in dosage form design has essentially been
limited to the minimization of localized gastrointestinal
tract adverse effects and the pH-solubility dependency of
poorly soluble compounds.5,6,13,14

The aim of this work was to provide and expand on a
means to design, formulate, and develop a novel oral
monolithic, controlled-release tablet dosage form for drugs
of various solubility that may be tailored to provide zero-
order or quasi-steady-state drug release over a 24-h
period.15 The model drug employed in this work was
diltiazem hydrochloride, which has a water solubility in
excess of 50% at 25 °C. The rationale behind the mecha-
nisms and dynamics of electrolyte-induced matrix stiffening
and modulation of intragel pH changes for the provision
of controlled drug release will be elucidated.

Experimental Section
MaterialssHydroxypropylmethylcellulose (HPMC K4M, Dow

Chemical Company, Midland, MI) and poly(ethylene oxide) (PEO

4 million molecular weight, Union Carbide, CT) were employed
in tablet production. Diltiazem hydrochloride (Seloc AG, Switzer-
land) was use as a model compound. The following electrolytes/
acids used were of analytical grade: sodium bicarbonate (Ruger
Chemical Co., NJ), potassium bicarbonate, magnesium carbonate
(Fischer Scientific Co., NJ), calcium carbonate (E.M. Science, NJ),
dibasic sodium phosphate as the 12-hydrate crystal (J. T. Baker
Inc., NJ), sodium carbonate, pentasodium tripolyphosphate, so-
dium deoxycholate from parent 7-deoxycholic acid, maleic acid,
adipic acid, and L-(+)-tartaric acid (Sigma Chemical Co., St. Louis,
MO).

MethodssPreparation of TabletssA typical monolithic formu-
lation consisted of polymer, drug, and electrolyte. The ratio of drug:
polymer was always maintained at the 1:2 level (i.e., 100 mg:200
mg), while the electrolyte content was varied. For example, a single
tablet would be composed of 200 mg of HPMC K4M or PEO 4M,
0-100 mg of electrolyte, and 100 mg of drug. Pure and drug-loaded
compacts of polymer were used as control indicators. The powder
mixture was blended in a V-blender for 15 min prior to compres-
sion at 4000 lbs in an 11.5 mm diameter die using the Carver Press
(Model C, Fred S. Carver, IN) and flat-faced punch. To minimize
processing variables, all tablets were produced under identical
conditions.

Drug Release and Matrix Erosion StudiessDissolution studies
on each formulation were performed in a calibrated six station
dissolution test apparatus (VK 7000, Vankel Industries Inc.,
Edison, NJ) using the USP 23 Apparatus 2 in USP-recommended
buffers (pH 1.5, 2.6, 4.1, 5.4, 6, 6.4, 6.8; 900 mL, 37 ( 0.5 °C, 50
rpm). All studies were conducted in triplicate (N ) 3) using an
automated sampling procedure. Drug release was analyzed by
ultraviolet spectroscopy (HP Diode Array) at 238 nm.

The erosion properties for the above-described HPMC and PEO
tablets were studied in pH 1.5 using Apparatus 2 in order to
simulate actual dissolution conditions. At predetermined time
intervals, tablets were removed, dried to constant weight under
vacuum at 40 °C, and thereafter weighed.

Diltiazem Free Base FormationsDiltiazem hydrochloride (1.5
g) was solubilized in deionized water (10 mL) and transferred to
a separatory flask. This solution was alkalinized with sodium
bicarbonate (0.5 g) to precipitate the drug as the free base. The
free base was extracted with ether (20 mL) and recrystallized on
a rotavap (Rotavapo-R, Buchi) at 35 °C over a period of 30 min.
The solvent residue was completely removed by drying under
vacuum over a further 30-min period through an acetone-dry ice
reservoir maintained at -178 °C.

Intragel pH MeasurementssTransitions in the intragel pH (i.e.,
within the tablet gel matrix) were monitored with aid of a flat
surface polymer combination electrode having a 5 mm contact area
(Accumet, Fischer Scientific). The electrode, attached to a pH
meter (Accumet pH meter 25, Fischer Scientific), was used for pH
measurements of gel at the periphery and within the swollen
matrix in both the axial and radial planes at predetermined time
intervals on tablet formulations exposed to dissolution medium
pH 1.5. Various inwardly depths were exposed for pH measure-
ments by excisions with a scalpel. Furthermore, a continuous pH
measurement of the external matrix interface was performed by
having the perforated guard and the flat surface of the pH
electrode in constant contact with the tablet during a dissolution
study in buffer medium pH 1.5. pH titration methods were also
adopted on plain HPMC solutions with and without drug to
evaluate the influence of electrolyte content on concurrent pH
changes and interaction with drug.

Sample Treatment and Force-Displacement Profiling by Tex-
tural AnalysissTextural analysis was performed on different
tablet formulations in order to determine the electrolyte-related
effects on structural alteration of the gelled scaffold and swelling
dynamics. One planar base as well as the entire lateral surface of
each tablet was sealed off with an organic coating consisting of
20 g of Eudragit PO in a mixture of 50 mL of acetone and 50 mL
of 2-propranol. This coating rendered these surfaces impermeable
to penetration by buffer medium. These steps ensured (i) preven-
tion of interfacial deformation of core/gel structure during probe
advancement, and (ii) confinement of swelling in the axial direc-
tion. When radial measurements were undertaken, both planar
surfaces of the tablet were coated. Triplicate samples were then
placed in dissolution vessels containing 900 mL of buffer medium
pH 1.5 at 37 °C during separate tests. The paddle speed was set
at 50 rpm to simulate the actual tablet dissolution process. At

Figure 1s(a) Photomicrograph of swollen matrix (pH 1.5) of HPMC-based
tablet containing 100 mg each of sodium bicarbonate and diltiazem
hydrochloride, depicting the putative “metamorphic scaffold” and heterogeneous
composition (magnification: ×7). (b) Magnified region of above swollen gelled
matrix distinctly reflecting the proposed matrix transition phases (magnifica-
tion: ×14): I) Water saturated diffusion front; II) Peripheral gel layer; III) Swollen
infiltrated layer; and IV) Glassy swelling front. (For more detailed explanation
see Figure 6c).
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predetermined time intervals individual tablets were removed and
subjected to textural analysis in a similar manner described in
recently published work.16

In summary, the Texture Analyzer instrument (TA XT2i, Stable
Micro Systems, England) which has the ability to capture stress-
strain profiles with a high degree of accuracy was used. Data were
captured at a rate of 200 pps via the Texture Expert for Windows
software, Version 1.20. A flat-tipped steel probe, 2 mm in diameter,
was connected to a force transducer within the analyzer that
measured the force of resistance encountered by the probe during
advancement into the sample. During a typical test, the probe was
advanced at a predetermined velocity into the sample in ac-
cordance with the following parameters: Pretest speed ) 1 mm/
s, test speed and post-test speeds ) 0.2 mm/s, maximum com-
pression force ) 40 N, and an auto trigger using 0.5g as the trigger
force.

Furthermore, the influence of stepwise pH changes on matrix
structure was also evaluated in Apparatus 2 by periodically
moving the tablets into different pH environments (i.e., pH 1.5,
3, 5.4, 6, 6.4, 6.8) and then evaluating their textural properties.

Data Treatment for Analysis of Release Kinetics and Deconvo-
lution of Texture ProfilessTo precisely determine the nature of
release mechanism in the presence and absence of electrolyte,
application of kinetic modeling for analysis of release profiles is
necessary. Such analysis was performed on formulations com-
prised of HPMC K4M in the absence and presence of 100 mg of
sodium bicarbonate. The kinetics of drug release (buffer medium
pH 1.5) were analyzed using WinNonlin, Version 1.0 (SCI Soft-
ware). In all least squares analyses, the Gaussian-Newton (Lev-
enberg-Hartley) approach was adopted. The power law expression
(eq 1) and its geometry-independent form (eq 2) were considered
for data analysis.17-20 In addition, the Hopfenberg model, a
geometry-dependent equation (eq 3), was also employed for
determination of release kinetics21 (see below).

With reference to textural analysis, the predetermined maxi-
mum compression force of 40 N was established over a series of
tests, such that after deconvolution of raw data, based on computed
gradient changes within the matrix, distinct matrix phase transi-
tions could be identified. By running Texture Expert macros,
triplicate data from each experimental formulation was used in
the calculation of time-related parameters associated with the
diffusion layer, peripheral gel phase, swollen infiltrated gel phase,
and glassy swelling fronts. These include changes in force, phase
thickness, swelling gradients in axial and radial planes (deter-
mined from up-curving force-displacement changes), and associ-
ated resistance to probe penetration. The rationale behind the
establishment of the above-mentioned phases will be discussed.

Results and Discussion

Drug Release Potential as a Function of Electro-
lyte Content and Release KineticssBy incorporation
of sodium bicarbonate into hydrophilic monolithic tablet
matrices, it was possible to progressively reduce the release
rate of diltiazem hydrochloride (water solubility in excess
of 50% at 25 °C) over a 24-h period. Distinct evidence of
this phenomenon is provided with application of a typical
nonionic hydrophilic polymeric material such as poly-
(ethylene oxide), 4 million molecular weight (PEO 4M)
(Figure 2a). With an increase in electrolyte concentrations
(from 0 to 100 mg), the release rate of diltiazem hydro-
chloride tended to slow, indicating greater inhibition in
release in comparison to the control formulation (i.e., in
the absence of electrolyte). This electrolyte-induced, con-
trolled release phenomenon was also observed with other
polymeric materials such as HPMC, chitosan, and sodium
alginate. To further illustrate the utility of the electrolyte
effect typical release profiles for HPMC K4M-based matrix
and diltiazem hydrochloride is provided (Figure 2b). The
distinctive feature in the case of HPMC formulations is that
an increase in the linearity of the release profiles was
evident as the electrolyte content increased from 10 mg to
100 mg, with corresponding correlation coefficients of
0.7499 to 0.9836 (Figure 2b). Based upon this latter

observation, all other testing procedures were conducted
on the HPMC-based matrices. In addition, HPMC has good
compactibility behavior and is widely used within the
pharmaceutical industry. Under the given experimental
conditions, the formulation containing 100 mg of sodium
bicarbonate was considered optimal. On exposure of this
electrolyte-containing HPMC formulation to different pH
environments, a minimal burst effect (<10% of total dose)
and linear drug release for up to 24 h was achieved (see
Figure 2c). It is apparent that the delivery system has
potential to function in a relatively pH-independent man-
ner and is able to control the release of a highly soluble
drug such as diltiazem hydrochloride (solubility >50% in
water at 25 °C).

As an initial test to confirm that the process of electrolyte
inclusion within the swelling matrix was not purely a
catalyst for free base formation but was also involved in
fundamental structural changes in gel boundary, the
hydrochloride form of diltiazem was converted into its free
base and incorporated into a HPMC-based tablet dosage
form in the presence of acidic and basic electrolytes and
thereafter evaluated its drug release potential in pH 1.5
and 6.8 buffer media (Figure 3a,b). As expected from pH-
solubility theory, the free base displayed a higher solubility

Figure 2s(a) Release of diltiazem hydrochloride from PEO 4 million
formulations containing different quantities of sodium bicarbonate in buffer
medium pH 1.5: 0 mg (O), 10 mg (3), 50 mg (0), 75 mg (]), 100 mg (4).
(b) Release of diltiazem hydrochloride from HPMC K4M formulations containing
different quantities of sodium bicarbonate in buffer medium pH 1.5: 0 mg
(O), 10 mg (0), 50 mg (4), 100 mg (3). (c) Influence of different bulk pH
media on the release of diltiazem hydrochloride (100 mg) from formulation
containing 100 mg of sodium bicarbonate: pH 1.5 (O), pH 5.4 (0), pH 6 (4),
pH 6.4 (3), pH 6.8 (]).
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in strongly acidic media (Figure 3a) as opposed to higher
pH or weakly acidic media (Figure 3b). However, the
overall release profile in this case was significantly differ-
ent from that of the hydrochloride form shown in Figure
2c. The incorporation of tartaric acid in the free base-
containing formulation did not alter drug release in acidic
environment such as pH 1.5 (Figure 3a), but release was
enhanced at higher pH values such as pH 6.8 (Figure 3b).
It appears that the presence of sodium bicarbonate was
crucial in controlling the release process (see Figure 3a).
Even though the profiles for free base and free base mixed
with sodium bicarbonate are comparable in pH 6.8, the
extent of release is not acceptable (only 45-50% of drug is
released in 24 h, Figure 3b). Therefore it is postulated that
the incorporation of electrolyte into the tablet might
essentially inhibit the dissolution of diltiazem hydrochlo-
ride through intragel pH-control and subsequent induction
of textural variations in the swollen matrix. On substitu-
tion of sodium bicarbonate by other electrolyte types (e.g.,
sodium carbonate, calcium carbonate, magnesium carbon-
ate, potassium bicarbonate, pentasodium tripolyphosphate,
sodium phosphate (dibasic), or sodium deoxycholate), it
appears that electrolyte solubility and formation of a buffer
threshold within the matrix plays an essential role in
effective interaction with drug and textural changes as
shown in Figure 4 and Table 1 (based on extent of constant
drug release and corresponding correlation coefficients).

Detailed consideration will be given to the rationale of
these postulated mechanisms in following sections.

In general, drug release from simple swellable systems
may be described by the power law expression:17

where Mt and M∞ are the amounts of drug released at time

t and the overall amount released respectively, k1 is a
release constant, and n is a release exponent indicative of
the release mechanism. Classically, n ) 0.5, 0.5 < n <1,
or n ) 1 for a slab, is indicative of Fickian release,
anomalous transport, or Case II transport kinetics, respec-
tively. However, the n values may change with the matrix
geometry. Particularly in the case of a cylinder (as consid-
ered in this work), zero-order release is indicated by an
n-value of 0.89, instead of 1.

Irrespective of dosage form geometry, various authors18-20

have reported on the evaluation of contributions provided
by Fickian diffusion and matrix relaxation/dissolution
through the use of the following equation:

where k1 is the Fickian kinetic constant and k2 is the
relaxational/erosion rate constant.

Additionally, release from systems with surface erosion
and varying geometries also have been analyzed by Hopfen-
berg,21 where a model applicable to a slab, cylinder, or
sphere showing heterogeneous erosion is proposed (eq 3):

In this equation, k1 is equal to k0/C0r0, k0 is the erosion
rate constant, C0 is the uniform initial concentration of
drug in the matrix, and r0 is the initial radius for a sphere
or cylinder or the half-thickness for a slab. In eq 3 the n
values are as follows: n ) 1 for a slab, n ) 2 for a cylinder,
and n ) 3 for a sphere. The model assumes that time-
dependent diffusional resistances internal or external to
the eroding matrix do not influence the release kinetics.
Furthermore, the contribution of the secondary surfaces
to the release process is not considered, as discussed by
Katzhendler and co-workers.22

From model fitting, it was observed that the simple
power law expression (eq 1) provided an n-value of 0.837
for the electrolyte-containing formulation, confirming the
closeness to attainment of ideal zero order drug release.
The control formulation (i.e., without electrolyte) produced
an n-value of 0.466, indicating a Fickian release mecha-
nism. However, on the basis of the application of the
geometry-independent expression (eq 2), it becomes appar-
ent that through separation of the release constant into
Fickian and relaxational components, matrix relaxation is
predominant both in the presence and absence of electro-
lytes (without electrolyte k1 ) 1.8 × 10-5, k2 ) 0.232; with
electrolyte k1 ) 1.2 × 10-5, k2 ) 0.059). Using an n-value
of 2 in the Hopfenberg model (eq 3) produces a k1 of 0.045

Figure 3s(a) Release of diltiazem free base in pH 1.5 from HPMC-based
control (i.e., no electrolyte) and formulations containing sodium bicarbonate
(100 mg) or tartaric acid (100 mg): control (gray O), sodium bicarbonate
(0), tartaric acid (4). (b) Release of diltiazem free base in pH 6.8 from control
(i.e., no electrolyte) and formulations containing sodium bicarbonate (100 mg)
or tartaric acid (100 mg): control (gray O), sodium bicarbonate (0), tartaric
acid (4).

Mt/M∞ ) k1t
n (1)

Figure 4sThe influence of different electrolytes (100 mg) on the release of
diltiazem hydrochloride−HPMC matrices in buffer media pH 1.5 using
magnesium carbonate (O), potassium bicarbonate (3), pentasodium tripoly-
phosphate (0), sodium carbonate (4).

Mt/M∞ ) k1t
n + k2t

2n (2)

Mt/M∞ ) 1 - (1 - k1t)
n (3)
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in the absence of electrolyte while 0.024 in the presence of
electrolyte. As k1 incorporates the erosion rate constant k0,
it is evident that through drug-electrolyte interaction and
related mechanisms of textural stiffening, the electrolyte-
containing formulation experiences a 2-fold reduction in
matrix erosion. On the basis of erosion studies (data not
provided here), it became apparent that control formula-
tions (i.e., without electrolyte) demonstrated a linear
decrease in matrix weight. In this case 49.19% and 96.27%
weight reduction was observed after 16 h for HPMC and
PEO, respectively. However, in the case of the electrolyte-
containing formulations, matrix weight reduction followed
square root of time kinetics with 67.04% and 61.93% weight
reduction observed at equivalent time (16 h) for both
HPMC and PEO.

Determination of Intragel pH Changes in Swellable
Matrices and Drug-Polymer SolutionssSpecific phys-
icochemical data extracted from the literature and experi-
mentally determined values with respect to solubility,
acid-base dissociation, solution pH, and intragel pH-
control by the above-mentioned electrolytes and some acids
to be evaluated are presented in Table 1.

pH measurements in the axial and radial planes were
performed on swollen tablet formulations with and without
sodium bicarbonate. Typically from axial plane pH mea-
surements on control formulations (i.e., without sodium
bicarbonate) at different depths, it became evident that the
internal matrix essentially maintained a pH value that was
the same as that of the surrounding dissolution medium
(pH ≈ 1.5). This may be regarded as the baseline pH as
shown in Figure 5a (broken line). On the other hand, the
formulation containing sodium bicarbonate had the ability
to maintain a relatively constant pH level >8 within the
swollen matrix at similar depths to that of the control
(Figure 5a). In the axial plane, the pH tended to stabilize
at a depth of 5 mm. The constant pH value seen in the
case of control on the gel surface interface in contact with
the flat end of the pH electrode may be attributed to the
predominance of the dissolution medium at this interface.
Diltiazem hydrochloride has been reported to possess pH-
independent solubility when studied with respect to buffer
solutions.27 In addition, when the solubility study was
undertaken in our lab using USP-recommended buffers in
the range from pH 1.5-10, no significant differences in
drug solubility were observed. This may be due to the fact
that the ionic strength of the electrolytes in the buffer
systems has not reached the required threshold to induce
marked changes in diltiazem hydrochloride solubility. Such
levels of ionic strength might be achievable within a

restricted gel structure. Hence, the ionic strength achieved
with sodium bicarbonate within the swollen matrix tablet
might be sufficiently high to produce this intragel pH effect
on drug solubility.

From the investigation on simultaneous transitions in
intragel pH and drug release (i.e., tablet attached to
electrode), it was found that approximately after 1 h, a
maximum surface/gel layer pH of ≈7 was attained in the
formulation containing sodium bicarbonate, as opposed to
the control tablet formulation which essentially maintained
a pH value equivalent to the dissolution medium (Figure
5b). This constant intragel pH was maintained for up to
≈20 h, upon which a rapid decrease in pH was noted
possibly due to the exhaustion of sodium bicarbonate and
dominance of the penetrated dissolution medium to the
matrix core.

Table 1sPhysicochemical Properties and Influence of Various Electrolytes on Drug Release

pH of 1% in deionized water

electrolytes
water solubility

(wt %)a pKa
a

T ) 21
°C

T ) 37
°C

induced
intragel pHb

release and associated
characteristicsd R2 e

sodium bicarbonate 9.3223 6.37, 10.3326 8.159 8.069 7.037 constant throughout (0−24 h) 0.9836
sodium carbonate 23.523 6.37, 10.3326 11.298 10.891 9.742 constant throughout (0−24 h) 0.9929
calcium carbonate 3.36 × 10-9 (Ksp)23 6.37, 10.3326 10.041 9.561 5.674 constant middle phase (8−16 h) 0.8811
magnesium carbonate 6.82 × 10-6 (Ksp)23 6.37, 10.3326 10.297 10.085 6.375 constant throughout (0−24 h) 0.9883
potassium bicarbonate 26.623 6.37, 10.3326 7.96 8.132 6.841 burst; constant from 1.5−24 h 0.9235
pentasodium tripolyphosphate 16.6724 − 9.142 9.162 6.531 constant throughout (0−24 h) 0.9686
sodium phosphate 48.6823 2.12, 7.21, 2.6726 9.167 9.072 1.530 curved 0.6932
sodium deoxycholate 24.8124 6.5824 8.212 7.979 1.448 constant in latter phase (11−24 h) 0.8141
maleic acid 44.125 2, 6.2626 1.739 1.638 8.842c induces pH-independent release 0.9328
tartaric acid 58.1625 2.98, 4.3424 2.258 2.113 7.174c does not assist pH-independent release −
adipic acid 1.4224 4.41, 5.2824 2.778 2.522 9.287c effective counterion for sodium deoxycholate −

a Source of solubility data and pKa values are shown as superscripts. All data reported at 25 °C except for sodium deoxycholate (15 °C), tartaric acid (20 °C),
and adipic acid (20 °C). Due to the practically insoluble nature of calcium carbonate and magnesium carbonate in water, the solubility products (Ksp) are reported
at 25 °C. b Measured using approach described in Methods section (N ) 3, SD < 0.1). c Each of maleic acid and tartaric acid were used in combination with
sodium carbonate to develop a system with pH-independent release. d The phase at which constant release is initiated is in part also an indication of the degree
of reactivity of the electrolyte within the matrix and reflects an existence of a pH threshold value for the attainment of constant release. e Intercept set to zero.

Figure 5s(a) Relationship between time and pH variation obtained by
examination of swollen HPMC matrixes with and without sodium bicarbonate
(100 mg), after exposure to buffer medium pH 1.5 for different time periods:
Axial depth measurements: 0 mm, i.e., surface (O), 2 mm (3), 5 mm (0).
(b) Illustration of time−pH profile for diltiazem hydrochloride−HPMC K4M tablet
formulations without (O) and with (0) sodium bicarbonate (100 mg) attached
to the pH electrode during a typical dissolution study in buffer medium pH
1.5.
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Through pH-titration studies in the presence and ab-
sence of drug-loaded polymeric solutions, it was established
that drug-electrolyte interaction is effectively initiated at
pH ≈ 6.4. This phenomenon may be used to develop a
rationale on which constant release of diltiazem hydro-
chloride from the swollen gel system might be attainable.
Table 1 effectively demonstrates that all electrolytes used
in this study are able to maintain a basic pH in solution.
However, this does not exclusively apply within the poly-
meric gel system (i.e., variable water availability), as some
electrolytes appear to have a poor buffer threshold when
confronted by the acidic penetrant (buffer medium pH 1.5)
and hence are unable to maintain basicity, e.g., calcium
carbonate (practically water-insoluble, pH-drop from 9.561
to 5.674), sodium phosphate (pH-drop from 9.072 to 1.530),
and sodium deoxycholate (pH-drop from 7.979 to 1.448).
The other electrolytes such as sodium bicarbonate, sodium
carbonate, magnesium carbonate (practically water-in-
soluble), potassium bicarbonate, and pentasodium tripoly-
phosphate are able to maintain an intragel pH in excess
of ≈6.4, a threshold above which drug-electrolyte interac-
tion is likely to occur. Through this intragel pH-control,
significant drug-electrolyte interaction was anticipated,
which may lead to variable textural properties in the gel
structure and suppression of drug release. Knowing that
the pKa of diltiazem hydrochloride is 7.7,28 the degree of
ionization and hence solubility will be affected in this pH
threshold. Such effects may also affect the degree of

polymer relaxation and swelling leading to formation of the
putative metamorphic scaffold (see Figure 1).

Evaluation of Gel Strength and Time-Dependent
Phase TransitionssTo measure any transitions in gel
matrix structure and alteration in swelling behavior in the
presence of electrolytes, textural analysis was undertaken.
By application of the texture analyzer instrument, it was
possible to obtain the compressive force-displacement
profiles for monolithic tablets containing (i) HPMC and
drug, and (ii) HPMC, drug, and interacting electrolyte (such
as sodium bicarbonate).

Figure 6a illustrates typical force-displacement profiles
for compacts comprised of HPMC and drug (e.g., controls)
exposed to buffer medium (pH 1.5) up to an 8-h period. The
common feature presented in these profiles is a sharp,
smooth, up-curving region followed by a rapid decline
associated with the probe retraction. The overall features
of these profiles reflect the formation of a relatively uniform
gel boundary in different stages of hydration. On inclusion
of sodium bicarbonate (100 mg) within the matrix system
and measuring the profile under identical conditions, there
are systematic increases in swelling as well as up-curving
force after the initial 2 h of the experiment. Values
computed for the maximum increase in matrix swelling
(using the control as reference) corresponding to 0.5, 1, 2,
4, 6, and 8 h of exposure to buffer media are typically
represented by -4.79%, -25.99%, -4.55%, 6.11%, 5.55%,
and 5.34% (negative % indicates the value by which

Figure 6s(a) Force−displacement (F−D) profiles for drug-loaded, control HPMC K4M compacts exposed for different time periods to buffer medium pH 1.5. (b)
Similar profiles for electrolyte-containing formulation. (c) Details of typical F-D profile for electrolyte containing formulation after 8 h of exposure to buffer medium
pH 1.5: (I) water-saturated diffusion front; (II) peripheral gel layer; (III) swollen infiltrated layer; and (IV) glassy swelling front. (d) Profiles depicting compositional
heterogeneity within the polymer matrix as manifested through total work of probe penetration.
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swelling of the electrolyte-containing formulation is lower
than that of the control). In addition, the presence of
increased resistance to probe penetration, as seen in the
nonlinear rise in the initial stages of force-displacement
in Figure 6b, reflects the more heterogeneous nature of the
electrolyte-containing matrix. On the basis of the trend that
was observed in force-displacement in both controls and
in the presence of electrolyte, it was possible to identify
and classify four distinct transition phases/regions (see
Figure 1 and Figure 6c), namely:

• Phase I: Water saturated diffusion front;
• Phase II: Peripheral gel layer where initial interaction

between sodium bicarbonate (or other electrolyte) and
diltiazem hydrochloride is observed;

• Phase III: Swollen infiltrated layer where the electro-
lyte-induced effects are fully manifested; and

• Phase IV: Glassy swelling front.
The sharp increase in the total work associated with

probe penetration (Figure 6d) in the case of the electrolyte-
containing formulation is indicative of two phenomena,
namely higher matrix swelling and greater resistance of
the swollen structure to probe penetration, reflecting the
heterogeneous structure induced through electrolyte in-
teractions. This is contrasted by the uniform and linear
trend in the work changes associated with the control
formulation. Further work on this aspect is presently
underway.

Differential Swelling Characterization of Matri-
cessAs shown in Figure 7a, the constant peripheral gel
phase observed to the depth of 1.5 mm through measure-
ment of the axial gradient developed during matrix swell-
ing of formulations containing sodium bicarbonate in buffer
medium pH 1.5 essentially indicates the formation of a
constant gel layer thickness, a phenomenon not seen in the
absence of electrolyte.

One of the important aspects revealed in this work is
that the degree of swelling in the axial direction appears
to be greater than that in the radial plane (i.e., for both
controls and electrolyte-containing formulations). Apart
from actual measurements, this was also apparent from
the fact that the lower resistance to penetration in the axial
plane (Figure 7a) as opposed to the radial plane (Figure
7b) is indicative of greater matrix infiltration and hence
more swollen gel network in the axial plane. For example,
from actual measurements on the electrolyte-containing
formulation, it was shown that axial expansion occurred
up to ≈5.75 mm in 6 h as opposed to ≈2.35 mm in the
radial plane during the same time period. This swelling
differential represents the nonuniform gel structure, and
it is apparent that gel formation is relatively more rigid
diametrically (Figure 7b).

Additional investigation conducted under different pH
conditions demonstrated the sensitive nature of the elec-
trolyte-containing gel matrix in terms of swelling gradients
(determined from up-curving F-D profiles) and resistance
to probe penetration (Figure 8a). From Figure 8a it can be
seen that in spite of the lack of formation of a constant
and uniform peripheral gel layer during stepwise pH
changes, it may still be possible to attain constant drug
release in these various pH environments (see Figure 2c).
It has been postulated that attainment of zero-order drug
release in these different pH environments may be at-
tributed to associated textural changes in the swollen
matrix, namely, an increase in the stiffness of the gelled
structure induced through drug-electrolyte interactions as
opposed to formulations without electrolyte (Figure 8b).

Release Modulation and MechanismssOn the basis
of the above data supporting electrolyte-induced composi-
tional heterogeneity in intragel pH-control and proposed
metamorphic scaffold structure, the following mechanisms
may prevail during the period of drug release in a con-
trolled, constant manner.

As the penetrant enters the periphery of the tablet, there
is a rapid electrolyte-water interaction with significant

Figure 7s(a) Depiction of the attainment of constant average gradients of
axial swelling for diltiazem hydrochloride−HPMC K4M formulations containing
100 mg of sodium bicarbonate (0) and control formulations, i.e., without
electrolyte (O) in buffer medium pH 1.5. (b) Changes in the average gradients
of radial swelling for HPMC-based formulations containing 100 mg of sodium
bicarbonate (0) and control, i.e., without electrolyte (O) in buffer medium pH
1.5.

Figure 8sInfluence of stepwise pH variation on (a) average gradients of axial
swelling, and (b) penetration force in the axial plane for diltiazem hydrochloride−
HPMC K4M formulations without (O) and with (0) 100 mg sodium bicarbonate.
pH variation follows the order of 1.5, 3, 5.4, 6, 6.4, and 6.8 with both
formulations being exposed for 2 h in each environment.
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chemical reactivity through electrolyte solubilization and
subsequent events that may lead to both initial suppression
and later enhancement of polymer swelling. During this
infiltration process, chemical species likely to be present
within the gelled boundaries include sodium bicarbonate,
sodium chloride formed via the interaction between the
former electrolyte and hydrochloride species of the drug,
ionized diltiazem, and possibly existence and formation of
a free drug base. Diltiazem hydrochloride has a pKa of 7.7,28

and since the measured intragel pH is >7 but <pKa, it is
expected that drug species would not entirely exist in a
precipitated base form. However, limited formation of the
base form of drug may precipitate within the polymeric
matrix and may result in hindrance of the relaxation
process. Employing a modified concept of Schott,29 the
passive and actively formed electrolyte species within the
gelled polymeric HPMC matrix would compete for water
species at the outset and hence bind part of the water of
the gelling polymer in order to become hydrated. This
initial competition for water of hydration “dehydrates” the
polymer molecules, leading to suppression of initial swell-
ing, as seen up to 2 h where the formulation containing
100 mg of sodium bicarbonate is maximally inhibited in
the range of ≈4-25% in overall swelling when compared
to control tablet. However, once sufficient water has been
attracted by electrolyte species into the polymer matrix the
solubilized species will diffuse out, creating a capillary
network for more water penetration after which an en-
hancement of swelling in comparison to controls is ob-
served. Such possible alterations in physical polymeric
configuration are manifested as a textural effect shown by
the increased resistance to probe penetration resulting in
“matrix stiffening” (see Figures 6d and 7b). The degree of
matrix stiffening consistently decreases toward the center
of the matrix core in a time-dependent manner over a long
period (e.g., 24 h). Through these mechanisms and dynam-
ics of intragel changes, it seems possible to inhibit drug
dissolution and enhance polymer swelling to an extent,
both of which would significantly contribute to achieving
zero-order kinetics. This inhibition in dissolution may also
be a time-dependent phenomenon, since as more penetrant
enters the gel matrix layer-by-layer (i.e., sequentially), the
electrolyte(s) content and their byproducts (such as sodium
chloride) are diluted and any drug base may revert to its
hydrochloride form and is subsequently released. An ad-
ditional parameter that requires a more in-depth analysis
is the influence of osmotic pressure and its impact on both
swelling dynamics and diffusion mechanism.

Electrolyte Effects for Establishment of pH-Inde-
pendent SystemsIn an attempt to develop a pH-inde-
pendent system, the sodium bicarbonate was replaced by
sodium carbonate since it displays a less vigorous and
delayed effervescent reaction in the presence of acidic
electrolytes (Figure 9). Furthermore, to counteract the
strong interaction between drug and sodium carbonate in
higher pH environments, an opposing electrolyte was added
to the system, namely maleic acid. Maleic acid essentially
served to reduce the intragel pH at higher external pH
conditions. PEO 4 million molecular weight was selected
as the polymer for its ability to display greater free volume
changes than HPMC, hence ensuring drug release in less
acidic pH environments. Adipic and tartaric acids were also
evaluated, but did not prove successful in providing com-
parable release in acidic and basic media. This may be due
to the relatively lower and higher solubility of each acid
within the gel system (see Table 1) and the dynamic
structural changes during polymer infiltration and associ-
ated swelling conditions.

Conclusions
This work has provided a novel simple approach to

formulate an oral, swellable, monolithic, controlled-release
delivery system designed for delivery of highly soluble,
ionizable drugs over a long time period. An important
feature of this system is the potential for generating
constant drug release, a trend highly desirable for many
pharmaceutical agents such as cardiovasculars, antiasth-
matics, antihistamines, and narrow therapeutic index
drugs. Through careful selection of electrolyte(s) and drug,
an in situ chemical interaction within the gelled structure
may be induced for the alteration of matrix-swelling
dynamics and inhibition of drug dissolution. On the basis
of textural analysis, peripheral axial front synchronization
and greater radial matrix stiffening was observed to occur.
This directional discrepancy in operating swelling mech-
anisms may be related to the fact that the degree of axial
expansion of HPMC compacts was greater than radial
expansion. In addition, the presence of electrolyte in the
formulation clearly contributed to the formation of a more
heterogeneous gel structure referred to as “metamorphic
scaffold” in this work. The delivery system was also shown
to be versatile in that it was neither electrolyte- nor
polymer-limited, and specific formulation design can lead
to release that is independent of variation in pH.
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Abstract 0 The purpose of this study was to determine the plasma
lipoprotein (LP) distribution of amphotericin B (AmpB) and amphotericin
B lipid complex [ABLC; Abelcet composed of dimyristoyl phosphati-
dylcholine (DMPC) and dimyristoyl phosphatidylglycerol (DMPG)] and
define the relationship between LP lipid concentration and composition
and the distribution of AmpB and ABLC in human plasma with varying
total and lipoprotein cholesterol and triglycerides. AmpB and ABLC
at a concentration of 20 µg amphotericin B/mL were incubated in
plasma obtained from different human subjects (n ) 7) for 60 min at
37 °C. Following these incubations plasma samples were separated
into their high-density lipoprotein (HDL), triglyceride-rich lipoprotein
(TRL; which contains very low-density lipoproteins and chylomicrons),
low-density lipoprotein (LDL), and lipoprotein-deficient (LPDP) fractions
by density-gradient ultracentrifugation (UC) and each fraction was
assayed for AmpB using high-pressure liquid chromatography (HPLC).
The HDL fraction was further separated into its HDL3 and HDL2

subclasses by UC and assayed for AmpB using HPLC. Separation of
HDL into its subclasses was confirmed by gel electrophoresis. To
assess the influence of modified lipoprotein concentrations and lipid
composition on the plasma distribution of AmpB and ABLC, these
compounds were incubated in plasmas from human subjects with
varying total and lipoprotein lipid concentrations. In addition, to
demonstrate that alterations in HDL lipid composition influence the
plasma distribution of ABLC, ABLC (20 µg amphotericin B/mL) was
incubated in plasma pretreated with dithionitrobenzoate (DTNB, a
compound which inhibits lecithin:cholesterol acyltransferase conversion
of HDL3 free cholesterol to esterified cholesterol) 18 h prior to the
experiment or in untreated plasma for 60 min at 37 °C. Total plasma
and lipoprotein cholesterol (TC), free cholesterol (fC), esterified
cholesterol (CE), triglyceride (TG), phospholipid (PL), and protein (TP)
concentrations in each human sample were determined by enzymatic
assays. When AmpB was incubated in human plasmas of varying
lipid concentrations, the majority of the drug was recovered in the
LPDP fraction. However, the majority of AmpB was recovered in the
HDL3 fraction following the incubation of ABLC. Differences in lipid
coat content (fC and PL) carried by HDL influenced the distribution of
ABLC within plasma of different human subjects. These findings were
confirmed by the DTNB treatment experiments. These findings suggest
that the association of AmpB with DMPC and DMPG to form drug−
lipid complexes modifies the plasma distribution of the AmpB. In
addition, the distribution of ABLC among plasma lipoproteins of different
human subjects is defined by the HDL lipid coat content and is possibly
an important consideration when evaluating the pharmacokinetics,
toxicity, and activity of these compounds following administration to
humans with differing plasma lipid concentrations.

Introduction
Amphotericin B (AmpB) remains one of the most effec-

tive and widely used agents in the treatment of systemic
fungal infections including Candida albicans and Histo-
plasma capsulatum.1 The clinical use of AmpB has been
limited by dose-dependent nephrotoxicity, which may result
in as much as a 60% reduction in the glomerular filtration
rate.1,2 The fungal cytotoxicity of AmpB is related to its
amphiphilic structure, which facilitates binding to cell
membrane sterols, thereby disrupting membrane integrity,
and to its preferential binding to ergosterol in fungal
membranes versus cholesterol in mammalian membranes.3,4

However, when AmpB is formulated into a amphotericin
B lipid complex (ABLC) it has been shown to be well-
tolerated in doses up to 5 mg/kg of AmpB/kg of body weight
and has been effective in patients that failed to respond to
conventional AmpB therapy.5,6

Plasma lipoproteins are macromolecules of lipid and
protein that transport polar and nonpolar lipids through
the vascular and extravascular body fluids.7-9 However, it
is well-known that plasma lipoprotein profiles vary con-
siderably between different animal species.7,8 In addition,
disease states can significantly influence plasma lipopro-
tein profiles, possibly resulting in altered therapeutic
outcomes. Current research has shown that lipoprotein
association of drug compounds can significantly influence
not only the pharmacological and pharmacokinetics of the
drug but also the relative toxicity.7,8

There is growing evidence that suggests increases in
serum cholesterol concentrations increase the renal toxicity
of AmpB. Koldin and co-workers demonstrated elevated
AmpB-induced nephrotoxicity when AmpB bound to low-
density lipoproteins (LDL) was administered to hypercho-
lesterolemic rabbit’s compared to AmpB alone.10 Recent
work by our lab suggests that increases in cholesterol,
specifically LDL cholesterol levels, modify the disposition
and renal toxicity of AmpB alone when administered to
hypercholesterolemic rabbits.11 However, the pharmacoki-
netics and renal toxicity of ABLC were independent of
elevations in total and LDL cholesterol levels.11 Lopez-
Berestein et al. observed that when AmpB was adminis-
tered to patients with leukemia who exhibited lower serum
cholesterol concentrations, AmpB-induced renal toxicity
was decreased.12 Chabot and co-workers observed no
measurable renal toxicity when AmpB was administered
to cancer patients who exhibited hypocholesterolemia.13 We
have further reported that patients with a higher percent-
age of AmpB recovered within the serum LDL fraction are
more susceptible to AmpB-induced kidney toxicity.14

A number of recent studies have suggested that increases
in the association of AmpB with serum LDL enhanced the
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ability of AmpB to damage cells. Verlut-Doi et al. demon-
strated that internalization of AmpB into Chinese hamster
ovary cells in the presence of serum occurred by endocy-
tosis.15 Kreiger further reported that the cellular uptake
of AmpB was a result of LDL-receptor mediated endocy-
tosis.16 We have reported that LDL-bound AmpB was as
toxic to kidney cells as unbound AmpB.17 However, HDL-
bound AmpB was less toxic to these cells than either
unbound or LDL-bound AmpB.17 Furthermore, when the
number of LDL receptors expressed on these cells were
reduced, LDL-bound AmpB was less toxic to these cells
than unbound AmpB,17 suggesting that LDL receptors may
play an important role in promoting the renal toxic affects
of AmpB. Taken together, these studies11,17 suggest an
alternative hypothesis on how the ABLC formulation may
decrease AmpB-induced renal toxicity than simply main-
taining drug in the circulation in a complexed form
effectively reducing the free concentration available to exert
toxicity and/or by the rapid removal of the lipid complex
from the circulation, thus reducing kidney tissue expo-
sure.5,6

Our laboratory has recently observed that when ABLC
was incubated in human plasma for 5-120 min at 37 °C,
the majority of drug was recovered in the HDL fraction.8
These findings are similar to what was observed with
liposomal nystatin and annamycin.8 A rationale for these
results may be related to the similar lipid composition of
these formulations [i.e., they all contain dimyristoyl phos-
phatidylcholine (DMPC) and dimyristoyl phosphatidyl-
glycerol (DMPG)]. We have further observed that the
DMPG component of these lipid-based formulations pre-
dominantly distributes into HDL because of its interaction
with the protein components of HDL (apolipoproteins AI
and AII).8 Since ABLC is composed of the same phospho-
lipids as liposomal nystatin and annamycin, the increased
distribution of AmpB into the HDL fraction when formu-
lated into these lipid complexes may also be a result of the
attraction of DMPG for apolipoproteins AI and AII.8,18 This
rationale is further substantiated by recent findings which
demonstrated that as the amount of HDL protein de-
creased, the percent of nystatin recovered within the HDL
fraction proportionally decreased following the incubation
of liposomal nystatin.19

The studies presented in this paper determine the
plasma lipoprotein distribution of AmpB and ABLC fol-
lowing incubation in plasma from different human subjects
with varying total and lipoprotein lipid concentrations and
address the role of lipoprotein lipid and protein content on
the distribution of AmpB to plasma lipoproteins.

Materials and Methods
Chemicals, Lipids, and PlasmasAmpB formulated as a

micelle clear liquid (Fungizone; Bristol Myers Squibb, Princeton,
NJ) and as a lipid complex, i.e., amphotericin B lipid complex
(ABLC; Abelcet; The Liposome Company Inc., Princeton, NJ), were
purchased from Vancouver General Hospital, Department of
Pharmaceutical Sciences. The British Columbia Red Cross pro-
vided human plasma from seven different human volunteers not
known to have preexisting hyperlipidemia. Organic solvents
(methanol, etc.) were purchased from Fisher Canada. Ultracen-
trifugation supplies (i.e., centrifuge tubes, density gradient solu-
tions) were purchased from Beckman Canada. Lipid and protein
analysis kits were purchased from Sigma Chemical (St. Louis,
MO). Free cholesterol and phospholipid analysis kits were pur-
chased from Boehringer Mannheim (Germany).

Heterogeneity of Human Plasma Lipoprotein Profiless
Blood collected from healthy human volunteers (Screened by
British Columbia Red Cross) was placed in drug-free glass test
tubes, which contained 0.05M EDTA and centrifuged using a
tabletop centrifuge for 10 min at 2,000 rpm; plasma was stored at
-20 °C until used in the study.

Lipoprotein SeparationsLipoprotein Separation by Step-
Gradient UltracentrifugationsFor the separation of lipoprotein
plasma components by step-gradient ultracentrifugation, sodium
bromide density solutions were carefully layered on top of the
plasma samples in order of highest to lowest density. The density
of the plasma samples was initially altered such that it had the
greatest density of all layers in the gradient. The samples were
ultracentrifuged overnight, and separation of the lipoprotein
fractions was accomplished in a single spin. Each distinct layer
was removed and separated for further analysis.

(i) Treatment of Plasma with AmpB or ABLCsTo an ultraclear
centrifuge tube (Beckman Instruments, Inc., Palo Alto, CA) was
added 2.88 or 3 mL of human plasma for sample (n ) 3 for AmpB
and n ) 3 for ABLC) or standard curve (n ) 6) purposes,
respectively. The contents of all tubes were prewarmed to 37 °C.
To the samples tubes was added either 12 µL of an AmpB solution
(5 mg/mL) or 12 µL of an ABLC suspension (5 mg/mL). The final
concentration of AmpB in human plasma for both AmpB and
ABLC formulations was 20 µg/mL. Immediately after the addition
of AmpB or ABLC, the samples were returned to 37 °C and
incubated for 60 min, whereupon they were removed and cooled
on ice for 30 min.

(ii) Separation of Lipoprotein ConstituentsBriefly, solutions of
all densities (density [δ] ) 1.006, 1.063, and 1.21 g/mL) were stored
at 4 °C prior to the layering of the gradient. To the previously
cooled plasma used for standard curves and the plasma samples
was added 1.02 g of accurately weighted sodium bromide (0.34 g
of sodium bromide per 1.0 mL of plasma) in order to modify the
density of the plasma to approximately 1.25 g/mL.19 Once the
sodium bromide had dissolved into the plasma, 2.8 mL of the
highest density sodium bromide (δ ) 1.21 g/mL) was carefully
layered on top of the plasma. By using the same volume of 2.8
mL, the next highest sodium bromide solution (δ ) 1.063 g/mL)
was layered on top of the sample, followed by 2.8 mL of the lowest
density solution (δ ) 1.006 g/mL). The ultracentrifuge tubes were
balanced, placed into individual titanium buckets, and capped. The
buckets were placed into their respective positions on a SW 41 Ti
swinging bucket rotor (Beckman Instruments, Inc.) and centri-
fuged at 40 000 rpm for 18 h at a temperature of 15 °C in a
Beckman L8-80M Ultracentrifuge (Beckman Instruments, Inc.)
Upon completion of the run, the ultracentrifuge tubes were
carefully removed from the titanium buckets. Each tube showed
four visibly distinct regions represented by the triglyceride rich
lipoprotein (TRL, which includes very low-density lipoproteins and
chylomicrons), LDL, HDL, and lipoprotein-deficient plasma (LPDP)
fractions. Subsequently, each of the layers was removed with a
Pasteur pipet from the top to the bottom layer, respectively, and
the volume of each of the fractions was measured. Fractions
removed for standard curve purposes were pooled together. All
sample and pooled standard curve fractions were transferred to
clean test tubes, covered, and stored at 4 °C until further analysis.

(iii) ControlsLPDP was used as the control medium. The LPDP
was acquired by the technique of step-gradient ultracentrifugation
as described above. The LPDP was dialyzed (molecular weight
cutoff 1000) against a 0.9% sodium chloride solution for 24 h at a
temperature of 4 °C and was then used as the control medium for
the incubation of AmpB or ABLC. Preparation of the samples with
AmpB or ABLC as well as separation of the constituents was
carried out by techniques identical to those described above for
step-gradient ultracentrifugation. After ultracentrifugation, the
removal of each “lipoprotein” fraction was estimated by comparison
to previously separated lipoprotein fractions (i.e., removal of the
layer from where TRL would normally reside was based on
previous separation of actual plasma in which the layers were
visible). The removal of the nonlipoprotein fractions in the control
medium was estimated as being close to the placement of their
separated lipoprotein counterparts in plasma.

HDL2/HDL3 Separation by Step-Gradient Ultracentrifugations
Plasma was separated into its TRL/LDL, HDL2, HDL3, and LPDP
fractions by an ultracentrifugation method modified from the
published methods of Groot et al.20

(i) Treatment of Plasma with AmpB or ABLCsTo an ultraclear
centrifuge tube (Beckman Instruments, Inc., Palo Alto, CA) was
added 1.64 or 1.7 mL of human plasma for sample (n ) 3 for AmpB
and n ) 3 for ABLC) or standard curve (n ) 6) purposes,
respectively. The contents of all tubes were prewarmed to 37 °C.
To the samples tubes was added either 6.4 µL of an AmpB solution
(5 mg/mL) or 6.4 µL of an ABLC suspension (5 mg/mL). The final
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concentration of AmpB in human plasma for both AmpB and
ABLC formulations was 20 µg/mL. Immediately after the addition
of AmpB or ABLC, the samples were returned to 37 °C and
incubated for 60 min, whereupon they were removed and cooled
on ice for 30 min.

(ii) Separation of Lipoprotein ConstituentsBriefly, solutions of
all densities (δ ) 1.00, 1.19, and 1.25 g/mL) were stored at 4 °C
prior to the layering of the gradient. To the previously cooled
plasma used for standard curves and the plasma samples was
added 0.936 g of accurately weighed sodium bromide in order to
modify the density of the plasma to approximately 1.40 g/mL.20

Once the sodium bromide had dissolved into the plasma, 1.70 mL
of the highest density sodium bromide (δ ) 1.25 g/mL) was
carefully layered on top of the plasma. By using the volume of 6.4
mL, the next highest sodium bromide solution (δ ) 1.19 g/mL)
was layered on top of the sample, followed by 1.70 mL of the
lowest-density solution (δ ) 1.00 g/mL). The ultracentrifuge tubes
were balanced, placed into individual titanium buckets, and
capped. The buckets were placed into their respective positions
on a SW 41 Ti swinging bucket rotor (Beckman Instruments, Inc.)
and centrifuged at 40 000 rpm for 21 h at a temperature of 15 °C
in a Beckman L8-80M Ultracentrifuge (Beckman Instruments,
Inc.) Upon completion of the run, the ultracentrifuge tubes were
carefully removed from the titanium buckets. Each of the layers
was removed from the top to the bottom layer with the following
volumes; TRL/LDL, 0.5 mL; HDL2, 2.4 mL; HDL3, 4.8 mL; and
LPDP/bottom, 4.3 mL. Fractions removed for standard curve
purposes were pooled together. All sample and pooled standard
curve fractions were transferred to clean test tubes, covered, and
stored at 4 °C until further analysis.

(iii) ControlsLPDP was used as the control medium. The LPDP
was acquired by the technique of step-gradient ultracentrifugation
as described above for HDL2/HDL3. The LPDP was dialyzed as
previously described and then used as the control medium for the
incubation of AmpB or ABLC. Preparation of the samples with
AmpB or ABLC as well as separation of the constituents was
carried out by techniques identical to those described above for
HDL2/HDL3 step-gradient ultracentrifugation.

HDL2/HDL3 Separation by Gel ElectrophoresissPolyacrylamide
gradient gels with a linear gradient of 4-30% of acrylamide were
used in the separation of HDL2 and HDL3 as previously de-
scribed.21 The electrophoresis buffer contained TRIS base (90 mM),
boric acid (80 mM), EDTA (3 mM), and sodium azide (3 mM) at
pH 8.35. The gradient gels were preconditioned in electrophoresis
buffer for 20 min at 125 V and 10° C in an electrophoresis chamber.
Ten microliters of a sample containing HDL and sucrose (40%)
and bromphenyl blue (0.05%) was applied to the gel for 20 min at
15 V, 30 min at 70 V, and then 24 h at 125 V at 10 °C. Calibration
protein standards containing 2.5 µg of thyroglobulin, ferritin,
catalase, lactate dehydrogenase, and bovine serum albumin were
applied concurrently to other wells of the gel. Following electro-
phoresis, gels were stained for 1.5 h with Coomassie G-250 (0.04%)
in methanol and acetic acid. The gels were than destained in 10%
acetic acid and 30% methanol until the background was clear.

AmpB QuantificationsAmpB was extracted from each lipo-
protein and lipoprotein-deficient fraction by a liquid-liquid extrac-
tion method previously described.22 Immediately prior to analysis,
the residue was reconstituted with methanol and injected onto a
high-pressure liquid chromatography (HPLC) column. The drug
level was analyzed against external calibration curves by HPLC.

TRL, LDL, and LPDP Standard Curve PreparationsTo a series
of test tubes labeled 0, 0.039, 0.078, 0.156, 0.3125, 0.626, 1.25,
2.5, 5, 10 µg/mL was added 0.5 mL of pooled standard curve
fraction, and to a test tube labeled 20 µg/mL was added 0.96 mL
of the same pooled fraction. A 4 µL aliquot of either an AmpB
solution (5 mg/mL) or an ABLC suspension (5 mg/mL) was then
added to the test tube labeled 20 µg/mL, and the test tube was
vortexed for 10 s. From the 20 µg/mL test tube, a 0.5 mL aliquot
of this mixture was subsequently transferred to the test tube
labeled 10 µg/mL. This procedure of serial dilution was carried
out for the remaining tubes used for the standard curve.

(i) HDL Standard Curve PreparationsThe procedure for the
preparation of a HDL standard curve is the same as described
above with one minor adjustment. To all tubes in the standard
curve was added 1.0 mL of pooled standard curve fraction. To the
tube labeled 20 µg/mL was added 1.92 mL of pooled standard curve
fraction. An 8 µL aliquot of either an AmpB solution (5 mg/mL)

or an ABLC suspension (5 mg/mL) was then added to the test tube
labeled 20 µg/mL, and the procedure was carried out as described
above.

(ii) Determination of AmpB Content within the Separated
Lipoprotein Fraction: TRL and LDLsTo an appropriately labeled
test tube was added a 0.5 mL aliquot of sample. To these sample
tubes as well as the tubes used for the standard curve was added
3 mL of dichloromethane. The mixture was vortexed for 10 s, and
all samples were dried under a steady stream of nitrogen at
ambient temperature. Once the sample was dried, the AmpB was
extracted from the residue with a single methanol wash. Extrac-
tion efficiency was determined to be greater than 90% (data not
shown). Briefly, a 3.0 mL aliquot of methanol was added to the
residue, and the mixture was vortexed for 20 s before being
completely dried under a steady stream of nitrogen at ambient
temperature. Immediately prior to analysis, the residue was
reconstituted with 0.5 mL of methanol and was injected onto the
column.

(iii) Determination of AmpB Content within the Separated
Lipoprotein Fraction: HDLsTo an appropriately labeled test tube
was added a 1.0 mL aliquot of sample. The procedure described
above was then followed until the last step, when the residue was
reconstituted with 0.250 mL of methanol prior to injection onto
the column.

(iv) Determination of AmpB Content within the Separated
Lipoprotein Fraction: LPDPsTo an appropriately labeled test tube
was added a 0.5 mL aliquot of sample. To these sample tubes as
well as the tubes used for the standard curve was added 3 mL of
dichloromethane. The mixture was vortexed for 10s, and all
samples were dried under a steady stream of nitrogen at ambient
temperature. Once the sample was dried, the AmpB was extracted
from the residue with a series of methanol washes. Briefly, a 3.0
mL aliquot of methanol was added to the residue and the mixture
was vortexed for 20 s. All test tubes were then centrifuged at 1200g
for 2 min at 15 °C. The supernatant was transferred to a clean
test tube, and the procedure was repeated an additional two times
with 2.0 mL of methanol. The supernatant from each of the three
extraction steps was pooled with the previous supernatant to
provide a final volume of approximately 7 mL of methanol. This
pooled methanol was then dried to completion under a steady
stream of nitrogen at ambient temperature. Immediately prior to
analysis, the residue was reconstituted with 0.5 mL of methanol
and was injected onto the column.

HPLC ApparatussThe HPLC system consisted of a Waters 600
Controller interfaced to a Waters 717plus autosampler and a Waters
486 tunable absorbency detector. The detector was set at an UV
absorbency wavelength of 405 nm and an absorbency sensitivity
of 0.05 absorbency units-full scale. All results were recorded on a
Waters 746 Data Module Integrator (Waters Corp., Milford, MA).
Samples (100 µL volume) were injected onto a Zorbax SB-C18
column (4.6 × 150 mm; 5 µm particle size), prefitted with a Zorbax
Reliance SB-C18 guard column (4.6 × 12.5 mm; 5 µm particle size)
(Rockland Technologies, Inc.). Chromatographic separation was
carried out at ambient temperature. The mobile phase employed
an isocratic flow and consisted of sodium acetate (10 mM) with
acetonitrile (70/30 v/v) at a flow rate of 1.5 mL/min. The sensitivity
of this assay was 50 ng/mL with an intraday CV of 5-8% (data
not shown).

Lipid and Protein Content Analysis of Lipoprotein and Lipo-
protein-Deficient Plasma FractionssTotal plasma and lipoprotein
triglycerides, cholesterol (free and cholesteryl ester), phospholipids
(phosphatidylcholine), and protein concentrations of the human
plasma were determined by enzymatic assays purchased from
Sigma Diagnostics (St. Louis, MO) and Boehringer Mannheim
(Laval, QUE, Canada).

Experimental DesignsTo assess the distribution of AmpB
and ABLC within human plasma, AmpB and ABLC at 20 µg of
drug/mL of plasma were incubated in human plasma obtained
from seven different human subjects for 60 min at 37 °C. Following
incubation, the plasma samples were placed on ice to prevent
redistribution of drug within the plasma samples as previously
described.19,22 The plasma was then partitioned into its lipoprotein
and lipoprotein-deficient plasma fractions: TRL, consisting of
VLDL and chylomicrons; LDL, consisting of intermediate-density
lipoproteins and LDLs; HDL, consisting of all subclasses of HDL;
and LPDP, consisting of albumin and R-1-glycoprotein by step-
gradient ultracentrifugation. Each lipoprotein fraction was ana-
lyzed for cholesterol (total, esterified, and unesterified), triglyc-
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eride, phospholipids, protein, and AmpB concentration. Since the
majority of AmpB was not recovered in the HDL fraction following
the incubation of free AmpB in plasma (Table 2), all additional
experiments pertaining to HDL were done with only ABLC.

To determine which subfractions of HDL AmpB is recovered
from, AmpB (as a negative control) and ABLC at 20 µg of drug/
mL of plasma were incubated in human plasma for 60 min at 37
°C. Following incubation the plasma was separated into its HDL2
and HDL3 fractions by ultracentrifugation and each fraction was
assayed for AmpB by HPLC. Separation of HDL into its different
subfractions was confirmed by gel electrophoresis (Figure 1).

To further assess the influence of HDL lipid composition and
structure on the plasma distribution of ABLC, ABLC at 20 µg of
drug/mL of plasma was incubated in human plasma pretreated
for 18 h with a lecithin:cholesterol acyltransferase (LCAT) inhibi-
tor, dithionitrobenzoate (DTNB; 15 mM), as previously described24

for 60 min at 37 °C. Following incubation the plasma was
separated into its TRL, LDL, HDL, and LPDP fractions by
ultracentrifugation and each fraction was assayed for AmpB by
HPLC (Figure 2). DTNB is a sulfhydryl inhibitor that prevents
the esterification of cholesterol to cholesteryl ester,23 resulting in
an elevation of HDL3 coat lipid concentrations (fC + PL) (Table

6). In a second DTNB treatment experiment following the incuba-
tion of ABLC in plasma, the plasma was separated into its HDL2
and HDL3 fractions by ultracentrifugation and each fraction was
assayed for AmpB by HPLC (Table 6).

Data and Statistical AnalysissCorrelation coefficients be-
tween the amount of AmpB recovered within the TRL, HDL, and
LDL plasma fractions and the amount of fC, CE, TC, TG, and TP
within these fractions and plasma lipoprotein composition were
determined using Pearson’s Test (Tables 3 and 4). Differences in
plasma distribution of AmpB and ABLC following incubation in
plasmas obtained from different human subjects with varying lipid
concentrations were determined by two-way analysis of variance
without repeated measures (INSTAT; Human Systems Dynamics).
Critical differences were assessed by Newman-Keuls and Tukey
post hoc tests. A difference was considered significant if the
probability of chance explaining the results was reduced to less
than 5% (p < 0.05). All data were expressed as a mean ( standard
deviation.

Table 1sTotal and Lipoprotein Plasma Lipid and Protein Concentrations in Samples from Seven Different Human Subjectsa

TRLb LDL HDL totalc
plasma
sample C TG P C TG P C TG P C TG P

patient I 11.6 32.1 7.0 36.8 14.3 19.2 23.3 20.1 128.9 77.6 83.1 4406.5
(0.1) (2.4) (0.9) (1.1) (2.1) (0.3) (0.7) (0.4) (15.9) (3.0) (2.4) (262.5)

patient II 45.5 53.5 25.8 16.9 102.3 79.3 26.5 63.9 318.9 106.4 233.7 4616.6
(2.6) (3.0) (3.7) (3.7) (3.0) (2.1) (2.9) (2.4) (18.0) (5.7) (10.1) (165.0)

patient III 54.7 175.1 39.1 41.6 26.2 34.1 23.0 28.8 305.8 125.9 250.5 4564.2
(0.9) (11.9) (1.6) (2.4) (1.7) (3.9) (1.0) (1.1) (60.5) (1.9) (10.8) (341.7)

patient IV 18.3 20.7 6.0 66.7 18.6 28.2 58.5 51.9 239.7 144.3 114.3 4728.0
(1.8) (1.6) (2.2) (3.6) (1.6) (1.4) (7.4) (19.2) (38.8) (5.6) (14.4) (317.6)

patient V 70.0 157.8 49.1 68.4 34.0 98.1 56.4 24.5 215.9 206.8 227.4 4963.5
(3.3) (7.3) (1.5) (5.0) (5.2) (3.1) (10.7) (5.8) (6.4) (7.0) (8.6) (311.5)

patient VI 39.0 31.3 10.8 94.8 20.6 35.5 65.8 35.0 215.7 211.7 110.3 4750.0
(1.5) (1.0) (1.7) (4.5) (1.8) (5.6) (4.5) (3.1) (24.8) (13.6) (8.1) (506.7)

patient VII 47.1 144.3 74.6 102.2 46.9 55.8 59.7 43.9 175.1 219.6 258.2 4749.2
(3.5) (2.8) (8.9) (5.4) (3.9) (6.7) (10.1) (1.6) (11.3) (16.2) (4.3) (164.4)

a Data are expressed as mean ± standard deviations (n)6 replicates). b Units in mg/dL. c Total values represent all plasma lipoprotein and lipoprotein-deficient
fractions (which includes R-1 glycoprotein and albumin). Abbreviations: TRL, triglyceride-rich lipoproteins (including chylomicrons and very low-density lipoproteins);
LDL, low-density lipoproteins; HDL, high-density lipoproteins; C, cholesterol (esterified and unesterified); TG, triglycerides; P, protein.

Table 2sPlasma Lipoprotein and Lipoprotein-Deficient Distribution of
Amphotericin (AmpB) and Amphotericin B Lipid Complex (ABLC) (20
µG/mL) Following Incubation for 60 min at 37 °C in Samples from
Seven Different Human Subjectsa

TRLb LDL HDL LPDP
plasma
sample AmpB ABLC AmpB ABLC AmpB ABLC AmpB ABLC

patient I 12.2 0.9 5.7 2.0 7.0 79.4 66.8 11.6
(0.8) (0.1) (0.2) (0.04) (0.1) (0.2) (10.2) (1.2)

patient II 2.3 ND 2.5 1.3 12.3 61.4 72.9 25.0
(0.3) (0.8) (0.04) (1.5) (2.2) (1.6) (1.7)

patient III 1.5 0.2 1.6 ND 7.0 89.7 89.8 2.7
(0.2) (0.2) (0.2) (1.0) (1.8) (1.0) (0.2)

patient IV 4.2 ND 4.7 ND 4.5 86.6 80.4 4.5
(0.5) (0.7) (0.2) (3.9) (6.6) (0.2)

patient V 4.0 0.3 1.3 0.5 3.3 73.3 89.5 19.4
(0.03) (0.3) (0.02) (0.4) (0.9) (3.0) (3.8) (1.8)

patient VI 0.5 ND 2.2 0.5 7.3 50.0 77.4 42.6
(0.1) (0.5) (0.5) (1.3) (8.4) (8.7) (4.3)

patient VII 10.6 0.8 1.6 1.0 1.6 71.3 69.1 22.4
(0.4) (0.01) (0.2) (0.1) (0.3) (0.1) (2.8) (3.6)

a Data are expressed as mean ± standard deviations (n ) 3 replicates).
b Percent of initial AmpB or ABLC concentration incubated. Abbreviations:
TRL, triglyceride-rich lipoproteins (including chylomicrons and very low-density
lipoproteins); LDL, low-density lipoproteins; HDL, high-density lipoproteins;
LPDP, lipoprotein-deficient plasma fraction (which includes R-1, glycoprotein
and albumin); AmpB, amphotericin B; ABLC, amphotericin B lipid complex;
ND, non detectable. Percent of drug recovery for incubations in all patients
ranges from 82.9 to 99.8%.

Table 3sCorrelational Analysis Comparing the Amount of AmpB
Recovered to Lipid and Protein Contents and Compositions of the
Separated Lipoprotein and Lipoprotein-Deficient Plasma Fractions
Following the Incubation of ABLC (20 µg/mL) for 60 min at 37 °C in
Plasmas from Seven Different Human Subjectsa

r value

component
or ratio

TRL−
AmpB*

LDL−
AmpB**

HDL−
AmpB

LPDP−
AmpB

TC −0.26 −0.33 −0.37 NA
CE NA
fC 0.02 0.25 −0.66 NA
TG 0.33 0.57 −0.16 NA
PL −0.15 −0.17 −0.66 NA
TP 0.01 −0.15 0.04
Core lipid content 0.21 −0.14 0.27 NA

(CE + TG)
Coat lipid content −0.12 −0.01 −0.78c NA

(fC + PL)
TC:TP ratio −0.62 −0.21 −0.42 NA
TG:TP ratio 0.71 0.21 0.23 NA
PL:TP ratio −0.60 0.03 0.03 NA
TG:TC ratio 0.75 0.33 −0.04 NA

a Calculations are based on the Pearson correlation coefficient values with
significance. Abbreviations: ABLC, amphotericin B lipid complex; TRL,
triglyceride-rich lipoproteins (which includes very low-density lipoproteins and
chylomicrons); LDL, low-density lipoproteins; HDL, high-density lipoproteins;
LPDP, lipoprotein-deficient plasma (which includes R-1-glycoprotein and
albumin); TC, total cholesterol; CE, cholesteryl ester; fC, free cholesterol; TG,
total triglycerides; PL, phospholipid; TP, total protein. b NA, not applicable;
analysis was not performed due to a lack of sufficient data. c P < 0.05. *n )
4; three patients had nondetectable AmpB concentrations. **n ) 5; two patients
had nondetectable AmpB concentrations.
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Results
Distribution of Amphotericin B (AmpB) and Am-

photericin B Lipid Complex (ABLC) following Incu-
bation in Plasma from Human Subjects with Varying
Lipid ConcentrationssTable 1 reports differences in
total plasma and lipoprotein cholesterol (esterified and
unesterified), triglyceride, and protein concentrations that
were observed for the seven different patient samples
measured.

Table 2 reports the human plasma lipoprotein and
lipoprotein-deficient fraction distribution of AmpB and
ABLC in seven different plasma samples following incuba-
tion at 37 °C for 60 min. For plasma incubated with AmpB,
0.5%-12.2% of the original AmpB concentration incubated
was recovered in the TRL fraction, 1.3%-5.7% was recov-
ered in the LDL fraction, 1.6%-12.3% was recovered in
the HDL fraction, and 66.8%-89.8% was recovered in the

LPDP fraction. For plasma incubated with ABLC, nonde-
tectable levels to 0.9% of the original AmpB concentration
incubated was recovered in the TRL fraction, nondetectable
levels to 2.0% was recovered in the LDL fraction, 50.0%-
89.7% was recovered in the HDL fraction, and 2.7%-42.6%
was recovered in the LPDP fraction. Similar findings were
observed following the incubation of AmpB and ABLC at
1, 5, and 10 µg AmpB/mL of plasma (data not shown).

When AmpB and ABLC were incubated in the LPDP
fraction, the majority of the drug (>92%) was recovered in
the density fraction from 1.21 to 1.25 g/mL, suggesting that
the distribution of AmpB and ABLC is not a function of
formulation density (data not shown).

When correlations between the amount of AmpB recov-
ered within the TRL, LDL, HDL, and LPDP fractions
following ABLC incubation and the amount of TC, CE, fC,

Figure 1sHuman plasma samples run on the HDL gel formats. Lane 1 contains the standards: T, thyroglobulin; F, ferritin; C, catalase; L, lactate dehydrogenase;
A, bovine serum albumin. Lane 2 is total HDL (including both HDL3 and HDL2) separated by ultracentrifugation. Lane 3 is HDL2 separated by ultracentrifugation,
2a-HDL2b, and 2b-HDL2a. Lane 4 is HDL3 separated by ultracentrifugation, 1a-HDL3a, and 1b-HDL3b. Lipoproteins and proteins in the standards were stained with
Coomassie Brilliant Blue as described in the text (methods section).

Figure 2sDistribution of amphotericin B lipid complex (ABLC) (20 µg of AmpB/
mL of plasma) following incubation within human plasma that has been treated
with DTNB (15 mM). ABLC was incubated in plasma pretreated with DTNB
18 h prior to the experiment or in untreated plasma (control) for 60 min at 37
°C. Following incubation the plasma was separated into its triglyceride-rich
lipoprotein (TRL), low-density lipoprotein (LDL), high-density lipoprotein (HDL),
and lipoprotein-deficient plasma (LPDP) fractions by ultracentrifugation and
assayed for AmpB by HPLC. N ) 3; data are expressed as mean ± standard
deviation. *p < 0.05 vs control.

Table 4sCorrelational Analysis Comparing Amount of AmpB
Recovered to Lipid and Protein Contents and Compositions of the
Separated Lipoprotein and Lipoprotein-Deficient Plasma Fractions
Following the Incubation of AmpB (20 µg/mL) for 60 min at 37 °C in
Plasmas from Seven Different Human Subjectsa

r value

component
or ratio

TRL−
AmpB

LDL−
AmpB

HDL−
AmpB

LPDP−
AmpB

TC −0.44 −0.32 −0.59 NA
CE NA
fC −0.10 −0.06 0.47 NA
TG 0.11 0.20 0.22 NA
PL −0.34 −0.71 −0.20 NA
TP −0.32 −0.63 0.58
Core lipid content 0.10 −0.72 −0.50 NA

(CE + TG)
Coat lipid content −0.30 −0.50 0.02 NA

(fC + PL)
TC:TP ratio −0.49 0.39 −0.30 NA
TG:TP ratio 0.70 0.31 0.01 NA
PL:TP ratio −0.56 0.47 −0.10 NA
TG:TC ratio 0.60 0.11 0.80c NA

a Calculations are based on the Pearson correlation coefficient values with
significance. Abbreviations: AmpB, amphotericin B; TRL, triglyceride-rich
lipoproteins (which includes very low-density lipoproteins and chylomicrons);
LDL, low-density lipoproteins; HDL, high-density lipoproteins; LPDP, lipoprotein-
deficient plasma (which includes R-1-glycoprotein and albumin); TC, total
cholesterol; CE, cholesteryl ester; fC, free cholesterol; TG, total triglycerides;
PL, phospholipid; TP, total protein. b NA, not applicable; analysis was not
performed due to a lack of sufficient data. c P < 0.05.
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TG, PL, TP, core lipid content, and coat lipid content within
these fractions were calculated for all seven patient plasma
samples, only one statistically significant relationship was
observed. As HDL coat lipid content (fC + PL) increased,
the amount of AmpB recovered in this fraction proportion-
ally decreased (Table 3).

When correlations between AmpB amount recovered in
each lipoprotein and lipoprotein-deficient fraction and
lipoprotein composition were determined following AmpB
incubation, only one statistically significant relationship
was observed. As the HDL TG:TC ratio increased, the
amount of AmpB recovered in HDL proportionally in-
creased (Table 4).

Amphotericin B (AmpB) and Amphotericin B Lipid
Complex (ABLC) Distribution within Plasma HDL2
and HDL3 SubfractionssTable 5 shows the human
plasma HDL2 and HDL3 distribution of AmpB and ABLC
in plasma. The distribution of AmpB and ABLC in the
HDL2 and HDL3 and LPDP fractions of plasma incubated
at 37 °C for 60 min showed the following differences. For
plasma incubated with AmpB and separated into HDL2 and
HDL3 subfractions, only 6.8% of the total drug incubated
was recovered from the HDL3 fraction, with the remaining
drug being found within the LPDP fraction (Table 5). For
plasma incubated with ABLC and separated into HDL2 and
HDL3 subfractions, >95% of the initial concentration of the

drug incubated was recovered from the HDL3 fraction, with
the remaining drug located within the LPDP fraction (data
not shown).

When ABLC was incubated in plasma pretreated with
DTNB for 18 h, the percentage of AmpB recovered in the
HDL fraction was significantly decreased and the percent-
age recovered in the LPDP fraction was significantly
increased compared to controls (Figure 2). Furthermore,
the percentage of AmpB recovered in the HDL3 and HDL2
fractions was significantly decreased compared to the HDL3
and HDL2 fractions in untreated control plasma (Table 6).

Discussion
We have previously observed that AmpB predominantly

associates with HDL in human serum when AmpB is
incorporated into a lipid complex containing DMPC and
DMPG.16 When annamycin (Ann), an anticancer anthra-
cycline analogue, and Nys were incorporated into liposomes
with the same phospholipid composition, the majority of
Ann and Nys was recovered in the HDL fraction.8,18,22 Since
HDL and LDL are not found in an equimolar ratio in
human plasma but at LDL cholesterol/HDL cholesterol
ratios varying from 4:1 to 6:1,7 these data suggest that a
mechanism(s) besides random probability or mass lipopro-
tein cholesterol levels must drive these drug-liposome
complexes toward HDL rather than LDL. One such mech-
anism appears to be related to liposome composition. We
have observed that the DMPG component of ABLC pre-
dominantly distributes into HDL because of its interaction
with the protein components (apolipoproteins AI and AII)
of HDL.7,19

In this study, consistent with our previous findings,7,19

differences in AmpB lipoprotein distribution were observed
following the incubation of free AmpB or ABLC in human
plasma (Table 2). In particular, independent of plasma
lipoprotein lipid and protein concentration, the majority
of AmpB was recovered in the LPDP fraction (which
contains albumin and R-1-glycoprotein) following the in-
cubation of free AmpB (Table 2). However, the majority of
AmpB was recovered in the HDL fraction following the
incubation of ABLC (Table 2).

Previous studies with AmpB have suggested that an
alteration in plasma lipid concentrations modify this drug’s
pharmacological behavior. Chavanet and co-workers have
demonstrated that an increase in plasma triglyceride
concentration led to a reduction in AmpB toxicity in rats.24

These findings suggested that triglycerides, or their main
vehicle in serum, chylomicrons, and VLDL, were involved
in the protective effect against AmpB toxicity. Souza and
co-workers have further shown that a triglyceride-rich
emulsion that behaves in vivo in rats as chylomicrons was
able to reduce the in vivo and in vitro toxicity of AmpB.25

Our laboratory has recently shown enhanced AmpB-
induced kidney toxicity within patients who exhibited
elevated serum LDL cholesterol concentrations.14

In the present study, we have observed differences in
the plasma distribution of AmpB when ABLC was incu-
bated in plasmas from seven different human subjects
(Table 2). It appears that these differences can be attrib-
uted to differences in the lipoprotein lipid and protein
concentration profile of the plasmas (Table 1). In particular,
increases in HDL coat lipid content (which contains free
cholesterol and phospholipid) resulted in less AmpB re-
covered in this fraction following the incubation of ABLC
(Table 3). However, increases in the TG:TP ratio within
HDL resulted in more AmpB recovered in this fraction
following the incubation of free AmpB (Table 4). These
findings suggest that the AmpB lipoprotein distribution
following the incubation of free AmpB is regulated by

Table 5sChemical Composition by Dry Weight of Plasma HDL2 and
HDL3 and Amphotericin B Concentrations Recovered in HDL2 and
HDL3 following the Incubation of Amphotericin B or Amphotericin B
Lipid Complex (20 µg/mL) in Human Plasma for 60 min at 37 °C

component units HDL2 HDL3

ABLC %a ND 98.6 (0.2)*
AmpB %a ND 6.8 (0.2)* c

Mr × 10-6 0.36 0.18
density g/cm3 1.09 1.15
protein %b 41 55
phospholipids %b 30 23
triglycerides %b 4.5 4.1
cholesteryl ester %b 16 12
free cholesterol %b 5.4 2.9

a Data are presented as mean ± standard deviation (*n ) 3 replicates) for
the drug distribution work. Abbreviations: ABLC, amphotericin B lipid complex;
AmpB, amphotericin B. HDL, high-density lipoproteins; Mr; molecular weight;
ND, non detectable concentration. b Percent of initial drug incubated. c Percent
chemical composition by dry weight from ref 26. d P < 0.05 vs ABLC.

Table 6sPlasma Lipid, Protein and Amphotericin B (AmpB)
Concentrations Recovered in HDL2 and HDL3 following the Incubation
of Amphotericin B Lipid Complex (20 µG/mL) in Human Plasma
(control) or Human Plasma Pretreated with Dithionitrobenzoate
(DTNB) for 60 min at 37 °C

high-density
lipoprotein fraction

coat lipid content
(fC + PL) mg/dL

CE,
mg/dL

AmpB,
(%)a

HDL3

control 101 26.0 60.8
(13) (1.7) (6.6)

DTNB-treated 126* 25.2 15.1*
(10) (5.3) (3.6)
HDL2

control 51 30.4 11.6
(13) (9.4) (0.6)

DTNB-treated 39 18.4 8.6*
(6) (5.3) (0.6)

a Data are presented as mean ± standard deviation (n ) 6 replicates). *P
< 0.05 vs control. Abbreviations: ABLC, amphotericin B lipid complex; AmpB,
amphotericin B. HDL, high-density lipoproteins; TC, total cholesterol; CE,
esterified cholesterol; PL, phospholipid. apercent of the original ABLC
concentration incubated in human plasma.
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different plasma HDL components (triglycerides and cho-
lesterol) than following the incubation of ABLC, which
appears to be regulated by HDL coat lipid content (free
cholesterol and phospholipids).

We further observed that the majority of the AmpB
recovered in the HDL fraction following the incubation of
ABLC was found in the HDL3 fraction following experi-
ments in two different human plasmas (Tables 5 and 6).
In addition, when the HDL3 coat lipid content (fC + PL)
was artificially elevated by DTNB, the percentage of AmpB
recovered in this fraction was significantly decreased
compared to controls following the incubation of ABLC
(Table 6 and Figure 2). These findings suggest that the
compositional and structural differences of HDL3 as com-
pared to HDL2 may play an important role in determining
the plasma distribution of the drug. In particular, since
HDL3 has a lower percentage by weight coat lipid content
(free cholesterol and phospholipids) than does HDL2

26

(Table 5), the lower percentage of AmpB recovered in the
HDL fraction as HDL coat lipid content increased (Table
3) may be a function of the percentage of HDL3 particles
within the HDL fraction. This is supported by our observa-
tion that increases in the HDL3/HDL2 particle ratio in
plasmas from different subjects resulted in a greater
percentage of AmpB recovered in the HDL fraction (r >
0.70; P ) 0.05) following the incubation of ABLC (data not
shown). Taken together, these findings suggest that HDL
coat lipid content (specifically HDL3) may be an important
factor in determining which lipoprotein AmpB associates
following the incubation of ABLC.

In conclusion, we have determined that the plasma
distribution of AmpB is altered when incorporated into a
lipid complex composed of DMPC and DMPG. Further-
more, not only does the relative levels of individual
lipoproteins but also the HDL coat lipid content defines
the distribution of AmpB among plasma lipoproteins of
different human subjects and may be an important con-
sideration when predicting and/or evaluating the pharma-
cokinetics and toxicity of these compounds following
administration to patients with varying lipid profiles.
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Abstract 0 Trialkylammonium acetoxymethyl esters of dexanabinol
were synthesized and evaluated as water-soluble prodrugs. Syntheses
were performed by conventional methods; solubility in water and
stability in buffers and human plasma were determined by HPLC,
and in vivo tissue distribution studies were performed in a rat model.
Most of the new derivatives were soluble in water (∼50 mg/mL). They
were relatively stable in water, while rapidly hydrolyzed in human
plasma. Distribution studies indicated that peak concentrations of drug
both in blood (30 µg/mL) and brain (2 µg/mL) were rapidly (5 min)
achieved after iv administration of a selected prodrug to rats. The
blood concentration decreased faster than brain levels which were
detectable even after 24 h. Some of the examined esters could be
further developed as water soluble prodrugs of dexanabinol.

Introduction

Dexanabinol (HU-211), [(6aS-trans)-6,6-dimethyl-3-(1,1-
dimethylheptyl)-1-hydroxy-6a,7,10,10a-tetrahydro-6H-diben-
zo[b,d]pyran-9-methanol] (1), a synthetic, nonpsychotropic
cannabinoid,1 is a noncompetitive N-methyl-D-aspartate
(NMDA) receptor antagonist2 and an effective radical
scavenger.3 The compound is currently in clinical trials as
a neuroprotective agent with potential use in the treatment
of brain damage associated with stroke, head trauma, and
cardiac arrest.4-6

An obstacle in the development of dexanabinol as a
single-dose neuroprotective agent, considering the intra-
venous route as the best way of administration, is its very
poor solubility in water, which makes formulation in
aqueous compositions extremely difficult. The large dimeth-
ylheptyl side-chain and potential formation of stable,
lipophilic molecular aggregates, such as dimers, mediated
by strong hydrogen bonding7 account for this behavior.

Cosolvent systems containing cremophor EL used in vivo
and in phase I and II clinical trials are associated with
allergic-type side effects and, accordingly, not unanimously
accepted. Other technologies for solubilization of dexanab-
inol in aqueous compositions, including water-soluble pro-
drug approaches, have been investigated.

Various polar combinations or combinations bearing
permanent charges were synthesized for dexanabinol as
esters at either the allylic hydroxyl or phenolic function-

alities. They included glycinate and N-substituted glyci-
nates,8,9 esters of amino acids containing tertiary or
quaternary heterocyclic nitrogen,10 and hemiesters of di-
carboxylic acids8 and phosphates;11 more than 30 combina-
tions were used in a preliminary screening process in which
solubility in water and stability in water and plasma (rat
and human) were determined. The results demonstrated
that only trialkylammonium glycinate salts possessed
properties required by prodrugs: solubility and stability
in water and rapid hydrolysis in human plasma.

The in-depth investigation of trialkylammonium moiety
containing glycinates, targeting identification of a prodrug
of practical use for dexanabinol, has been considered in this
work. Syntheses, solubility, and stability determinations,
in vivo tissue distribution in a rat model and preliminary
formulation experiments of a selected prodrug, are pre-
sented herein.12

Materials and Methods
SynthesissConventional procedures were used for the syn-

thesis of the novel derivatives. Melting points are uncorrected and
were determined on an Electro-thermal melting point apparatus
(Fisher Scientific). Elemental microcombustion analyses were
performed by Atlantic Microlabs, Inc., Atlanta, GA. Proton (1H)
and carbon (13C) nuclear magnetic resonance spectra (NMR) were
recorded on a Varian XL-300 spectrometer. Samples were dissolved
in an appropriated deuterated solvent, and chemical shifts were
reported as parts per million (δ) relative to tetramethylsilane (0.00)
which served as an internal standard. Coupling constants (J) are
reported in hertz. The progress of various reactions were followed
by thin-layer chromatography (TLC). TLC was performed on EM
Reagents DC aluminum foil plates coated to a thickness of 0.2
mm with silica gel (60 mesh). All solvents and chemicals were of
reagent grade. Dexanabinol was synthesized in-house.

(6aS-trans)-9-(Chloroacetoxymethyl)-6,6-dimethyl-3-(1,1-
dimethylheptyl)-1-hydroxy-6a,7,10,10a-tetrahydro-6H-di-
benzo[b,d]pyransA solution of dexanabinol (4.93 g, 12.7 mmol)
and chloroacetic anhydride (2.05 g, 12.0 mmol) in chloroform (20
mL) was stored under argon in a dark room at 22 °C for 4 days.
The reaction mixture was poured onto crushed ice (100 g),
neutralized with 5% aqueous NaHCO3, and extracted with chlo-
roform (200 mL). The extract was washed with 5% aqueous
NaHCO3 (100 mL) and dried over anhydrous MgSO4. The solvent
was evaporated, and the residue was purified by column chroma-
tography (silica gel, hexanes:diethyl ether, 9:11) to give 4.73 g
(80%) of the product as a sticky oil of 98% purity (HPLC). Anal.
Calcd for C27H39ClO4: C, 70.03; H, 8.49; Cl, 7.66. Found: C, 70.28,
H, 8.56; Cl, 7.46.

[(6aS-trans)-6,6-Dimethyl-3-(1,1-dimethylheptyl)-1-hydroxy-
9-(trimethylammonioacetoxymethyl)-6a,7,10,10a-tetrahydro-
6H-dibenzo[b,d]pyran] Chloride (2)sAnhydrous trimethyl-
amine (0.65 g, 11.0 mmol) was added via a needle to a solution of
(chloroacetyl)dexanabinol (1.90 g, 4.1 mmol) in anhydrous toluene
(30 mL) and stirred under argon in a flask with a septum at 40
°C for 3 days. The precipitate was filtered, washed with toluene
(20 mL), and dried in a vacuum oven (0.5 Torr, 60 °C, 4 h) to give
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2.05 g (96%) of product of 98% purity (HPLC); mp 212 °C. Anal.
Calcd for C30H48ClNO4: C, 69.01; H, 9.27, Cl, 6.79; N, 2.68.
Found: C, 68.93; H, 9.26; Cl, 6.82; N, 2.69.

(6aS-trans)-9-(Bromoacetoxymethyl)-6,6-dimethyl-3-(1,1-
dimethylheptyl)-1-hydroxy-6a,7,10,10a-tetrahydro-6H-di-
benzo[b,d]pyransA modified previously described procedure9

was used, starting from dexanabinol (3.40 g, 8.8 mmol) and
bromoacetic anhydride (3.43 g, 13.2 mmol) in anhydrous toluene
(20 mL). After stirring 20 h at 22 °C, ethyl ether (20 mL) and 5%
aqueous NaHCO3 were added, and the mixture was stirred
vigorously for 30 min. The organic phase was dried on MgSO4,
the solvent evaporated, and the resulting oil dried in a vacuum
oven (0.5 Torr, 80 °C, 6 h). No column chromatography was
required, the purity of compound (4.08 g, 91%) being 98% (HPLC
peak area). Anal. Calcd for C27H39BrO4: C, 63.90; H, 7.75; Br,
15.74. Found: C, 63.79; H, 7.80; Br, 15.68.

[(6aS-trans)-6,6-Dimethyl-3-(1,1-dimethylheptyl)-1-hydroxy-
9-(trimethylammonioacetoxymethyl)-6a,7,10,10a-tetrahydro-
6H-dibenzo[b,d]pyran] Bromide (3) (reported earlier9)sA so-
lution of (bromoacetyl)dexanabinol (1.10 g, 2.2 mmol) and anhydrous
trimethylamine (0.25 g, 4.3 mmol) in hexanes (20 mL) was kept
at - 5 °C for 3 days. The resulting precipitate was filtered, rinsed
with hexanes, and dried in a vacuum oven (0.5 Torr, 70 °C, 4 h)
to give 1.10 g (90%) of product with 98.6% purity (HPLC); mp 215
°C. Anal. Calcd for C30H48BrNO4: C, 63.59; H, 8.54; N,2.47; Br,
14.01. Found: C, 63.75; H, 8.62; N, 2.45; Br, 14.08.

[(6aS-trans)-6,6-Dimethyl-3-(1,1-dimethylheptyl)-1-hydroxy-
9-(triethylammonioacetoxymethyl)-6a,7,10,10a-tetrahydro-
6H-dibenzo[b,d]pyran] Bromide (4) (reported earlier9)sA so-
lution of (bromoacetyl)dexanabinol (1.00 g, 1.97 mmol) and
triethylamine (0.35 mL, 2.50 mmol) in hexanes (10 mL) was stored
under argon in a dark room at 22 °C for 3 days. The deposited
crystalline material was separated by decantation, washed with
hexanes, and dissolved in hot tetrahydrofuran (1.7 mL). The
solution was diluted with diethyl ether (10 mL), filtered through
a sintered glass funnel, and stirred at 22 °C for 2 days. The
obtained precipitate was filtered, washed with diethyl ether, and
dried in a vacuum oven (0.5 Torr, 50 °C, 24 h) to give 404 mg (34%)
of product of 98% purity (HLPC); mp 127 °C. Anal. Calcd for
C33H54BrNO4: C, 65.11; H, 8.94; Br, 13.13; N, 2.30. Found: C,
65.23; H, 8.80; Br, 13.42, N, 2.42.

[(6aS-trans)-6,6-Dimethyl-3-(1,1-dimethylheptyl)-1-hydroxy-
9-(N,N-dimethyl-N-ethylammonioacetoxymethyl)-6a,7,10,-
10a-tetrahydro-6H-dibenzo[b,d]pyran] Bromide (5)sA solu-
tion of (bromoacetyl)dexanabinol (622 mg, 1.23 mmol) and N,N-
dimethylethylamine (0.162 mL, 1.50 mmol) in anhydrous diethyl
ether (10 mL) was stored under argon at - 5 °C for 4 days. The
obtained precipitate was separated by filtration, rinsed with
diethyl ether, and dried in a vacuum oven (0.5 Torr, 60 °C, 4 h) to
give 0.69 g (97%) of product of 98.6 purity (HPLC); mp 134 °C.
Anal. Calcd for C31H50BrNO4: C, 64.12; H, 8.68; Br, 13.76; N, 2.41.
Found: C, 63.87; H, 8.69; Br, 13.99; N, 2.37.

[(6aS-trans)-6,6-Dimethyl-3-(1,1-dimethylheptyl)-1-hydroxy-
9-(N-methyl-N,N-diethylammonioacetoxymethyl)-6a,7,10,-
10a-tetrahydro-6H-dibenzo[b,d]pyran] Bromide (6)sA solu-
tion of (bromoacetyl)dexanabinol (622 mg, 1.23 mmol) and N,N-
diethylmethylamine (0.182 mL, 1.50 mmol) in anhydrous ether
(10 mL) was stored at 22 °C for 1 week and then at - 15 °C for an
additional week. The resulting precipitate was filtered, rinsed with
diethyl ether, and dried in a vacuum oven (0.5 Torr, 50 °C, 2 h) to
give 424 mg (59%) product of 91.9% (HPLC) purity; mp 134 °C.
Anal. Calcd for C32H52BrNO4: C, 64.63; H, 8.81; Br, 13.44; N, 2.36.
Found: C, 64.35; H, 8.81; Br, 13.58; N, 2.42.

[(6aS-trans)-6,6-Dimethyl-3-(1,1-dimethylheptyl)-1-hydroxy-
9-(triproylammonioacetoxymethyl)-6a,7,10,10a-tetrahydro-
6H-dibenzo[b,d]pyran] Bromide (7)sA solution of bromoacetyl
dexanabinol (622 mg, 1.23 mmol) and tripropylamine (0.285 mL,
1.50 mmol) in diethyl ether (5 mL) was stored under argon at 22
°C for 10 days. The resulting mixture was triturated with an
additional portion of diethyl ether (5 mL). The crystals were
filtered, washed with diethyl ether (2 × 5 mL), and dried in a
vacuum oven (0.5 Torr, 60 °C, 1 h) to give 720 mg (90%) product
of 97.5% purity (HPLC); mp 158 °C. Anal. Calcd for C36H60-
BrNO4: C, 66.44; H, 9.29; Br, 12.28; N, 2.15. Found: C, 66.52; H,
9.35; Br, 12.41; N, 2.30.

SolubilitysThe solubility of the novel derivatives in deionized
water (pH 5.6-5.7; determined with a Ionalyzer7 model 501, Orion
Research pH meter) was determined by preparation of saturated

solutions at 21 °C (sonication for 60 min), filtration of the
undissolved material, and determination of the concentration of
the resulting solutions by HPLC. Calibration solutions of 0.1, 0.25,
0.50, and 1.00 mg/g concentrations were prepared. The four-point
calibration had correlation of 0.99991. Average results of three
determinations are reported.

StabilitysThe stability in aqueous buffers and human plasma
of selected prodrugs was determined.

Sample Preparation and Incubation Conditions for Stability in
BufferssStock solutions were prepared by dissolving prodrugs in
water (pH 6.1) at concentrations of 50 mg/mL. Work solutions were
prepared by diluting stock solutions with buffers of various pHs
to final concentrations of 5 mg/mL. Samples were then incubated
at 21 °C. Aqueous samples were analyzed by HPLC at various
time points (pHs were determined each time both at the beginning
and at the end point of determinations and proved to be un-
changed). For HPLC determinations 100 µL of work solutions were
diluted with 900 µL water to concentration of 0.5 mg/mL. Buffers
used were: pH 7.4, Dulbeko’s phosphate saline buffer (2.00 g/L
KCl; 2.00 g/L KH2PO4; 8.00 g/L NaCl; 1.78 g/L Na2HPO4); pH 9,
0.05 M solution of tris(hydroxymethyl)aminomethane 5.47 g/L; pH
1.2 (simulated gastric fluid): 1 g of NaCl, 1.6 g of pepsin, 3.5 mL
of HCl dissolved in 500 mL solution (according to USP XXII); pH
5.5: 0.1 N citric acid (6.4 g/L) (pH, 2.2) adjusted with 1 N NaOH;
pH: 3.0 was prepared from 0.05 M K2HPO4 (pH 8.95) by adjusting
pH with 0.1 N HCl. Aliquots were analyzed by HPLC, and
concentrations of dexanabinol resulting from hydrolysis were
determined. Hydrolysis followed first- order kinetics, and half-lives
of compounds were calculated by plotting time versus the natural
logarithm of peak area. Average values for three experiments were
reported.

Sample Preparation and Incubation Conditions for Stability in
BloodsStock solutions were prepared at concentrations of 30 mg
prodrug/mL in pH 7.4 buffer (0.05 M, µ ) 0.15). Work solutions
were obtained by diluting stock solution with freshly collected
blood to give 3 mg/mL or 200 µg/mL concentrations. Samples were
incubated at 37 °C, and HPLC determinations were performed at
various time points by extracting 100 µL samples with acetonitrile
(900 µL for higher concentration and 400 µL for the lower
concentration), followed by vortexing and immediate centrifugation
and analysis.

Assay MethodsHigh performance liquid chromatography (HPLC)
(reversed-phase) was used for quantitative determinations. The
HPLC consisted of a Spectra-Physics SP 8810 precision isocratic
pump, Spectra-Physics SP 4290 system 2 integrator, Spectra-
Physics SP 8880 autos ampler, Kratos Spectroflow 757 UV
absorbance detector, and a Hewlett-Packard-HP3365, series II,
version 3.33 Chemstation. The chromatographic conditions: HPLC
columns, Alltima C8, 5 µm, 250 × 4.6 cm; mobile phase: aceto-
nitrile: buffer (5 mL acetic acid and 5 mL triethylamine/L), 75:25
(v/v); flow rate: 1.0 mL/min; UV detection: 230 nm; volume of
injection: 10 µL.

In Vivo Tissue Distribution StudiessThe tissue distribution
of a selected prodrug (2) was determined in a rat model. Male
Sprague-Dawley rats (250-300 g body weight) were injected via
tail vein with an aqueous (deionized water) solution of prodrug at
6.75 mg/kg body weight dose (250 g rats received ∼200 µL of
solution obtained by dissolving 25 mg prodrug in 3 mL water, the
final pH being ∼5). Animals were sacrificed by decapitation at 5,
15, 30, 60, 120, 240, 480, and 1440 min, and blood and brain
tissues were collected. Three rats were used per time point. The
research adhered to the “Principles of Laboratory Animal Care”
(NIH publication no. 85-23, revised in 1985).

Sample PreparationsPlasma was obtained from trunk blood by
centrifugation (1500 rpm). Brain was removed and rinsed with
ice-cold saline. Samples were kept frozen until extraction. Aceto-
nitrile (4 mL) was added to plasma (1 mL) followed by addition of
the internal standard, a deuterated dexanabinol, synthesized in-
house13 (0.1 µg dexanabinol-d5 in DMSO). Brain was weighed and
homogenized in 2 mL of deionized water, and then acetonitrile (4
mL) was added, followed by the addition of the internal standard
(0.5 µg/g brain). Multistep liquid-liquid extraction was then
applied (both for plasma and brain homogenate). After the protein
precipitation by acetonitrile, the supernatants were removed and
concentrated to ∼1 mL. A solution of NaOH (2 N, 2 mL) was added,
followed by extraction with hexane/ethyl acetate (9/1, v/v) (4 mL).
The organic phase was separated and washed with 0.1 N aqueous
HCl solution (4 mL), and the solvent was evaporated under a
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stream of nitrogen gas. Sample reconstitution was done in the
HPLC mobile phase (100 µL). Average recovery for 1 was 55-
60%.

Analytical MethodsLC/MS methods were developed for deter-
mination of concentrations of 1 in plasma and brain. HPLC
separation was done on a Supelco (Bellefonte, PA) LC-CN
(cyanopropylsilica) 3.3 cm × 4.6 mm i.d. analytical column,
protected with a Supelguard LC-CN (2 cm × 4.0 mm i.d.)
cartridge. The mobile phase was 45% methanol and 55% aqueous
acetic acid (1% v/v) at 1.0 mL/min flow rate. The solvent delivery
system consisted of a Kratos (Manchester, UK) Spectroflow 400
isocratic pump. A Finnigan MAT (San Jose, CA) LCQ7 ion-trap
mass spectrometer with the manufacturer’s APCI source was used.
Injection volume was 5 µL. Retention time for analyte and internal
standard was 2.70 min. Selected-ion monitoring (SIM) of the
protonated molecules m/z 387.40 and 392.33 were used for the
analyte and internal standard, respectively.

Quantitation was based on calibration by tissue spiked with
known amount of analyte (0.1, 10, and 150 µg/mL plasma and 0.1,
1.0, and 5.0 µg/g brain) and the ratio of the area under the peak
for the analyte ion (m/z 387.40, 1-amu window) to the area under
the curve for the ion of the internal standard (m/z 392.33, 1-amu
window) was used for regression to concentration (linear fitting,
with quadratic weighing for concentration).

Results and Discussion
The investigated prodrugs are summarized in Figure 1.

The synthetic procedures included acylation of dexanabinol
(1) with chloroacetic or bromoacetic anhydride, followed by
reaction of the resulting haloacetyl dexanabinol with
appropriate tertiary amines. The allylic hydroxyl group is
chemically more reactive than the sterically hindered and
more rigid phenolic group. Accordingly, the acylation was
quite specific, resulting in allylic esters without formation
of any side products. The bromoacetate of dexanabinol
reacted rapidly with trimethylamine, even at low temper-
ature (-5 °C), affording high purity product with good
yield. Consecutive substitution of methyl groups with ethyl
groups led to slower reactions, lower yields, and products
with lower melting points; the isolation of triethylammo-
nium derivative, which proved to be quite lipophilic and
soluble in common organic solvents, was difficult. However,
this trend was surprisingly reverted to some degree in the
case of derivatives containing higher alkyl groups, such as
the tripropylammonium derivative.

To determine the influence of the counterion on the
solubility of the quaternary derivatives, the chloride of the
trimethylammonium acetate was also synthesized.

Attempts to use a similar procedure for the synthesis of
trialkylammonium propionate derivatives of dexanabinol
failed, because the reaction of bromopropionyl ester with
tertiary amines gave predominantly dehydrobromination
(elimination of hydrogen bromide) with formation of the
acrylic ester, rather than the quaternization. While the
dimethylamino derivative could be obtained from acrylate,

by reaction with dimethylamine, its quaternization with
methyl iodide was not possible since the resulting trimeth-
ylammonium derivative easily eliminated hydrogen iodide
with formation of the acrylate.14

Prodrugs of practical use should have adequate solubility
and sufficient stability in water to allow for formulation
and storage. On the other hand, they should rapidly convert
to the active parent drug within the body, particularly in
blood since the administration is performed intravenously.

Solubility studies indicated that all of the investigated
prodrugs were soluble in water. The determined solubilities
were around 50 mg/mL (53.4, 52.2, 47.5, 47.0 mg/mL for
3, 2, 6, 4, respectively) except for compound 5 which proved
to be less soluble (5 mg/mL) (no data are available for 7).
This spectacular increase in the solubility of the esters, as
compared to dexanabinol which is insoluble in water, is a
result of two factors: (1) the ionic character of the molecule
induced by the permanently charged ammonium moiety,
and (2) the prohibition of formation of strong dimers by
double hydrogen bonding. It is difficult to explain some
anomalies in solubilities in the examined series. While
derivatives 2 and 3 were expected to have the best
solubility due to smaller, less lipophilic alkyl groups linked
to the quaternary nitrogen, the much lower solubility of 5
compared to 4 and 6 is unusual. The counterion, Cl- or
Br- in 2 and 3, respectively, does not have much influence,
the two otherwise similar esters having almost the same
solubility in water.

The esters were relatively stable in aqueous buffers. In
each case, the stability was higher at the pH of distilled
water (5.5), as compared to physiological pH (7.4) (Table
1).

Stability of selected prodrugs was determined at other
pHs as well. At basic pH (9.0), the tested prodrugs were
rapidly hydrolyzed (half-lives could not be calculated due
to the fast rate of hydrolysis), while at strongly acidic pH
(such as at 1.2, the pH of the stomach fluid) their stability
increased considerably.

The results indicate that esters of 1 can be easily
dissolved in water (buffered or unbuffered), but since the
resulting solutions are not stable enough to allow for long
time storage, they should be stored in the form of lyophi-
lized powders and reconstituted a short time before their
use.

Stability of 2 and 4 in human whole blood and plasma
was determined at body temperature (37 °C). At concentra-
tion of 200 µg/mL, half-lives were 102 and 114 min (whole
blood) and 47 and 90 min (plasma) for 2 and 4, respectively.
At lower concentration, which better reflects the real
situation (doses used in clinical trials are in the range of
∼100-300 mg dexanabinol/person), 2 hydrolyzed even
faster, t1/2 in plasma being 26.3 min at 50 µg/mL and very
short at 20 µg/mL (70% of prodrug hydrolyzed at time point
zero). This difference indicates saturation at higher con-
centration. As demonstrated during preliminary studies,8,9

glycinate esters containing quaternary ammonium moieties
are substrates for blood esterases and as a result are
readily hydrolyzed. There are numerous esters containing

Figure 1sStructures of dexanabinol (1) and its prodrugs.

Table 1sStability (half-lives) of Prodrugs in Buffersa

half-lives (t1/2) (days, mean ± SEM) at various pH

prodrug 1.2 3.0 5.5 7.4

2 114.0 ± 4 52.00 ± 5 26.11 ± 1 14.64 ± 0.5
3 NA NA 11.96 ± 0.8 3.64 ± 0.4
4 140.3 ± 5 51.30 ± 0.6 27.68 ± 0.9 11.94 ± 0.6
5 NA NA 14.80 ± 1 10.30 ± 0.8
6 NA NA 19.90 ± 0.7 10.45 ± 0.9

a SEM ) standard error means. NA ) data not available.
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quaternary ammonium groups which are good substrates
for enzymes which possess an anionic site. That includes
obviously acetylcholine which is hydrolyzed by acetlycho-
linesterase present in postsynaptic membranes and also
in plasma. Cholinesterases from plasma (pseudocholin-
esterases) are less specific than those from brain and they,
or related esterases, might have a role in the hydrolysis of
dexanabinol esters. These results indicate that the qua-
ternary ammonium moiety containing esters can be used
as prodrugs since they rapidly release the active 1 after
their intravenous administration.

In vivo tissue distribution studies were performed in a
rodent model. A selected prodrug (2) was administered
intravenously to groups of rats, animals were sacrificed at
various time points, and blood and brain concentrations of
1 were determined. These studies also addressed analytical
method development for LC-MS, which offered an improve-
ment over the gas chromatographic separation developed
for compounds with similar structures, where sample
derivatization was needed.15 The HPLC assay developed
during this study has benefits over similar methods using
alkyl silica bonded phases, because the endogenous lipids
extracted from the tissue elute before the analyte upon
using cyanopropylsilica bonded phase. The short (3.3-cm),
3-µm particle-size column afforded reduced analysis time
(5 min), compared to the 15-cm or 25-cm (5 µm) columns
employed previously. A representative total-ion current
chromatogram and the APCI mass spectrum of 1 are shown
in Figure 2.

The in vivo distribution results are presented in Table
2 and in Figure 3. In agreement with the in vitro experi-
ments performed in rodent blood,9 a rapid hydrolysis of the
prodrug was noticed. At 5 min following the administration,
plasma levels of ∼30 µg/mL were obtained. At the same
time point, brain concentrations of dexanabinol reached a
peak concentration of 2 µg/g as well. As the blood concen-
tration of dexanabinol decreased following a typical two-
compartment pharmacokinetic model, brain concentrations
also became lower. However, the brain/blood concentration
ratio increased from 0.07% at 5 and 15 min to 0.13, 0.35,
0.65, 2.48, 2.68, and 3.90 at 30, 60, 120, 240, 480, and 1440
min, respectively. Apparently, the lipophilic compound was
retained by the brain tissues, while eliminated from blood.
Even after 24 h, detectable levels of dexanabinol were
identified in brain. It is important that peak concentrations
of drug can be obtained rapidly (5 min) after administra-
tion, since the faster the neuroprotectant agent reaches the

target, the more effective it is. It has to be mentioned that
distribution results generated in rodent model might be
different in humans, since esterases in mice and rats are
much more active than in more evolved mammals. How-
ever, the in vitro experiments indicated that the selected
combinations are good substrates for human blood es-
terases as well. It is then safe to affirm that the presented
distribution study can be extrapolated to humans. Table 2
also contains some important pharmacokinetic parameters,
calculated from the concentration-time profiles, including
area under the curve, clearance, mean residence time, etc.

No control experiments, using 1 dissolved in a cosolvent
system were performed. Such a study, in which 1 (5 mg/
kg) was administered to rats in a cremophor/ethanol
vehicle,17 has been available for comparison and indicated
a different tissue distribution profile. For example, the
blood levels of dexanabinol were lower (maximum 4.5 µg/
mL) and brain concentrations higher (maximum 10 µg/g)
as compared to the results of the present study. The
comparison of data might be misleading due to a variety
of differences induced by solvents, including effects on the
permeability of the blood-brain barrier.

Preliminary formulation studies were performed for
selected prodrugs. Compounds 2 and 3 were dissolved in
pure water (concentrations of ∼50 mg/mL), and the result-
ing solutions were filtered through S&S Nylon-66 mem-

Figure 2sRepresentative LC-MS total-ion current (TIC) chromatogram of an
extract of plasma spiked with 1.5 µg/mL dexanabinol (1). Inset: atmospheric
pressure chemical ionization (APCI) mass spectrum of the peak indicated.

Table 2sPlasma and Brain Concentrations of Dexanabinol (1) after iv
Administration of 6.75 mg/kg Prodrug (2, equivalent to 5 mg/kg of 1)
to Male Sprague−Dawley Rats

concentrations (average ± SEM)

time (min) plasma (µg/mL)a brain (µg/g)

5 29.36 ± 5.86 2.06 ± 0.31
15 10.73 ± 1.19 0.75 ± 0.11
30 4.34 ± 2.54 0.57 ± 0.16
60 1.26 ± 0.47 0.44 ± 0.05

120 0.40 ± 0.12 0.26 ± 0.05
240 0.25 ± 0.07 0.37 ± 0.08
480 0.19 ± 0.09 0.51 ± 0.08

1440 0.12 ± 0.03 0.47 ± 0.16

a Area under the curve ) 14.51 µg mL-1 h, clearance ) 0.345 L kg-1

h-1, mean residence time ) 8.0 h. Two-compartment pharmacokinetic model16

for plasma concentration of 1, c ) Ae-Rt + Be-ât: A ) 33.7 µg/mL, B )
0.392 µg/mL, R ) 0.066 min-1, â ) 0.0011 min-1 (nonlinear curve fitting by
Scientist for Windows, Version 2.0, MicroMath, Inc., Salt Lake City, UT).
kel ) 0.0393 min-1, k12 ) 0.0259 min-1, k21 ) 0.0019 min-1, volume of the
central compartment ) 0.147 L kg-1; apparent volume, steady state ) 2.201
L kg-1.

Figure 3sConcentration versus time profile of dexanabinol (1) in rat plasma
(9, solid line) and brain (2, dashed line) after iv administration of 6.75 mg/kg
of prodrug 2.
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brane (45 µm pore size) and then freeze-dried in a Labconco
freeze-dryer, model 77500, equipped with a Sargent-Welch
vacuum pump, at a vacuum of 10 mmHg and temperature
of - 50 °C for 6 h. The resulting powder was stored in dry
conditions in dark, closed containers. The compound was
analyzed by HPLC following the lyophilization and at a 1
month interval for 3 months; no degradation was regis-
tered, the purity being constantly 98%.

Conclusions
Several quaternary nitrogen-containing glycinate esters

of dexanabinol were synthesized and investigated. Most of
these combinations possess the required properties to be
used as water-soluble prodrugs; they are soluble and fairly
stable in water, but rapidly hydrolyze in human blood. In
vivo distribution studies performed in a rat model indicated
the brain uptake of 1, when administered intravenously
in the form of a prodrug, as a result of the rapid hydrolysis
of the water-soluble ester. The prodrugs should be formu-
lated as freeze-dried powders and reconstituted in water
prior to their use. Prodrugs might present an advantageous
alternative to the currently used formulations of dexanab-
inol.
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Abstract 0 The intestinal epithelium is a significant barrier for oral
absorption of hydrophilic drugs because they cannot easily traverse
the lipid bilayer of the cell membrane and their passage through the
intercellular space (paracellular transport) is restricted by the tight
junctions. In this report we show that dodecylphosphocholine (DPC)
can improve the paracellular permeability of hydrophilic compounds
across Caco-2 cell monolayers by modulating the tight junctions. The
results show that the alkyl chain as well as the zwitterionic head group
of DPC are required for its activity. DPC appears to act by modulating
the permeability of tight junctions as evidenced by the fact that
treatment of Caco-2 cell monolayers by this agent results in a
decreased transepithelial electrical resistance (TEER), increased
permeability of paracellular markers (e.g., mannitol) with no change
in the permeability of the transcellular marker testosterone, and
redistribution of the tight junction-associated protein ZO-1. The effect
of DPC on Caco-2 cells (e.g., decrease in TEER) is reversible, and
is not caused by gross cytotoxicity (as indicated by the MTT test) or
by nonspecific disruption of the cell membrane (as indicated by only
slight nuclear staining due to the nonpermeable DNA-specific dye
propidium iodide). We propose in the present study a parameter,
potency index, that allows comparison of various enhancers of
paracellular transport in relation to their cytotoxicity. The potency index
is a ratio between the IC50 value (concentration at which 50% inhibition
of control mitochondrial dehydrogenase activity occurs in the MTT
test) and the EC50 value (concentration at which TEER drops to 50%
of its control (untreated) value). By this parameter, DPC is significantly
safer than the commonly used absorption enhancer palmitoyl carnitine
(PC), which has the potency index of ∼1 (i.e., no separation between
effective and toxic concentration).

Introduction

The intestinal epithelium represents a major barrier to
absorption of orally administered drugs and nutrients into
systemic circulation. The translocation of drug molecules
across the intestinal epithelium occurs by passive diffusion
via transcellular or paracellular route, or through carrier-
mediated active or facilitated transport. The intercellular
space of the intestinal epithelium restricts the passage of
molecules because of the presence of junctional complexes
(tight junctions, intermediate junctions, and desmosomes).1,2

Hence, the intestinal epithelium is a significant barrier for
hydrophilic molecules because they cannot easily traverse
the lipid bilayer of the cell membrane, and their passage
through the intercellular space is restricted by the tight
junctions, i.e., zonula occludens (ZO).

Numerous classes of compounds with diverse chemical
properties, including detergents, surfactants, bile salts,
Ca2+ chelating agents, fatty acids, phospholipids etc., have
been reported to enhance the intestinal absorption of not
only small drug molecules but also relatively large polypep-
tides drugs.3-19 Many of these enhancers act as detergents/
surfactants and increase the transcellular transport of
drugs by disrupting the structure of the lipid bilayer and
rendering the cell membrane more permeable and/or by
increasing the solubility of insoluble drugs. Others act as
Ca2+ chelators, and improve the paracellular transport of
hydrophilic drug molecules by disrupting the tight junc-
tions after the removal of extracellular Ca2+ from the
medium. Several phospholipid-like agents, many of which
are lysophosphatidylcholines,8-12 medium chain fatty
acids,16-18 and acyl carnitines (e.g., palmitoyl carni-
tine),3,5,13-15 appear to increase the paracellular perme-
ability of hydrophilic compounds by mechanism(s) other
than Ca2+ chelation. Although the exact mechanism(s) of
action for many of these agents is yet to be determined, at
least one mechanism by which they appear to exert their
effect on the tight junctions is via upregulation of intra-
cellular Ca2+.16-18

A major concern regarding the use of these agents to
enhance intestinal absorption is their postulated linkage
to the epithelial damage and toxicity associated with the
compromised mucosal function and morphology.6,7 While
these compounds are extensively used as absorption/
transport enhancers, it is difficult to assess their relative
potency and toxicity because of limited data available on
concentration vs effect and also because of the use of
different agents in different model systems. For example,
palmitoyl carnitine (PC) has been used as a transport
enhancer at a concentration range of 0.1-0.4 mM14,15 in
Caco-2 cell culture model. In our hands, PC was effective
as transport enhancer in Caco-2 cell culture model at
concentrations above 0.4 mM (cf., Figures 2, 5).

Our preliminary results have shown that dodecylphos-
phocholine (DPC), which lacks the glycerol moiety present
in lysophoshatidylcholines, enhances the transport of hy-
drophilic compounds across Caco-2 cell monolayers by
modulating the tight junctions (and perhaps other junc-
tional complexes).20 These results suggest that the activity
of LGPC and other lysophosphatidylcholines9 as enhancers
of paracellular permeability is due to the presence of alkyl
chain and a zwitterionic group and not due to the glycerol
functionality. DPC contains these structural features in the
simplest possible configuration. Hence, in this paper we
report a systematic evaluation of DPC as an enhancer of
paracellular transport of hydrophilic compounds across
Caco-2 cell monolayers. Furthermore, we have compared
DPC with several absorption enhancers in order to deter-
mine its potency as a paracellular transport enhancer and
its cytotoxicity relative to the potency and cytotoxicity of
other well-established absorption enhancers. While several
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reports of the use of Caco-2 cells to evaluate toxicity of
absorption enhancers have appeared recently,20-24 we
propose in the present study a parameter, potency index,
that allows comparison of various paracellular transport
enhancers in relation to their cytotoxicity.

Materials and Methods
ReagentssCaco-2 cells were purchased from American Type

Culture Collection (Rockville, MD). Eagle’s Minimum Essential
Medium (EMEM), 0.25% trypsin/0.02% ethylenediamine-tet-
raacetic acid-sodium salt (EDTA-4Na), goat serum, and fetal
bovine serum (FBS) were obtained from Gibco (Grand Island, NY).
Nonessential amino acids (NEAA), Hank’s balanced salt solution
(HBSS), 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium (MTT),
palmitoyl-DL-carnitine chloride (PC), sodium caprate (CA), sodium
dodecyl sulfate (SDS), palmitic acid (PA), dodecyltrimethylammo-

nium chloride (DTAC), phosphorylcholine (pC), and DL-carnitine
hydrochloride were purchased from either Sigma (St. Louis, MO)
or Aldrich (Milwaukee, WI). Dodecylphosphocholine (DPC), 1-myris-
toyl-sn-glycero-3-phosphate sodium (MGP), 1-lauroyl-sn-glycero-
3-phosphocholine (LGPC) were purchased from Avanti Polar
Lipids (Alabaster, AL). N-(2-Hydroxyethyl)piperazine-N′-2-ethane-
sulfonic acid (HEPES) and penicillin /streptomycin were obtained
through the Tissue Culture Facility (UNC at Chapel Hill, NC).
Transwell plates and inserts (12 wells/plate, 3.0 µm pore and 1.0
cm2 area, polycarbonate) were purchased from Corning-Costar
(Cambridge, MA). [3H]Mannitol, [3H]-PEG-900, [3H]-PEG-3500,
and [14C]testosterone were obtained from DuPont NEN (Boston,
MA). Lucifer Yellow (LY) and propidium iodide were obtained from
Molecular Probes (Eugene, OR).

AntibodiessRabbit polyclonal antibody against ZO-1 was
purchased from Zymed Laboratory, Inc. (San Francisco, CA).
Fluorescein isothiocyanate (FTIC)-labeled Goat anti-Rabbit IgG
antibodies were purchased from Sigma (St. Louis, MO).

Caco-2 Cell CulturesCaco-2 cells were maintained in EMEM,
containing 10% fetal bovine serum, 1% l-glutamine, 1% NEAA,
and antibiotics (100 U/mL of penicillin and 100 µg/mL of strep-
tomycin) in 75 cm2 culture flasks. The cultures were kept at 37
°C in an atmosphere of 5% CO2, 95% air, and 90% relative
humidity. Cells were passaged after 95% confluency and were
seeded with a density of 1.2 × 105 cells/mL onto porous polycar-
bonate filter membranes with a pore size of 3.0 µm and a surface
area of 1.0 cm2. Cells of passage number 40-55 were used
throughout. Media were changed every 2 days after seeding until
late confluence (21-23 days). Just before the experiments, the
culture medium was replaced with transport buffer (HBSS con-
tained 25 mM HEPES and glucose) and incubated for 1 h at 37
°C.

Preparation of Enhancer SolutionsAll the compounds
being evaluated as transport enhancers were dissolved in a HBSS
that contained 25 mM HEPES at pH 7.4. The stock solutions (50
mM) of the test compounds were obtained by dissolving them in
HBSS-buffer/ethanol (60:40, v/v) and were stored at -20 °C. Just
before the experiments, the enhancer solutions were thawed and
diluted to the appropriate concentrations by HBSS buffer and
sonicated for 5 min in an ice bath.

Critical Micelle Concentration (CMC)sThe CMC of all
tested enhancers was determined by measurement of surface
tension as a function of concentration of enhancers in HBSS
(contained 25 mM glucose and 25 mM HEPES) buffer at room
temperature. For this study, a Kruss K10T digital tensionmeter
(Hamburg, Germany) was used.

Cell Viability AssaysThe cell viability was measured by the
MTT test25 as performed for evaluation of the cytotoxic effects of
absorption enhancers to Caco-2 cells.26 Approximately 3 × 103 cells
(in 100 µL of cell culture medium) were seeded into the wells in a
96-well tissue culture plate (Corning-Costar, Cambridge, MA). The
cells were then cultured under the same condition as the mono-
layer preparation for 72-96 h before use. Just prior to the start
of each experiment, the medium was removed from the wells, and
100 µL of the enhancer solution in HBSS was added to each well.
After exactly 20 min, 20 µL of a 5 mg/mL MTT solution was added
to each well, and the cells were incubated for another 90 min. Then
100 µL of 5% SDS in 0.02 M HCl/isobutanol (1:1, v/v) solution was
added to stop the reaction and solubilize the reaction products.
The absorption was measured at 590 nm with a multiwell scanning
spectrophotometer (Bio-Rad, Hercules, CA).

Transepithelial Electrical Resistance (TEER)sThe mono-
layers were treated on the apical side with the absorption
enhancers at various concentrations dissolved in 0.5 mL of HBSS.
The volume of HBSS on the basolateral side was 1.5 mL.
Measurements of the effects of these enhancers on TEER across
Caco-2 monolayers were performed using an EVOM Epithelial
Tissue Voltohmmeter (World Precision Instruments, Sarasota, FL)
at room temperature and 37 °C. The resistance due to the cell
monolayers was determined in the presence or absence of the
enhancers after subtracting the contribution of the blank filter
and the HBSS. The control TEER values were in the range of 500-
600 Ω‚cm2.

Cytoplasmic Membrane PermeabilitysThe DNA-interca-
lating dye, propidium iodide, was used to discern cells with
damaged membranes. Caco-2 cells (5.0 × 104 cells/mL) were seeded
on to glass coverslips. After 5 days, the completely confluent cell
monolayers were used for propidium iodide staining. After expo-

Figure 1sChemical structures of the compounds evaluated as transport/
absorption modulators.

Figure 2sEffect of absorption enhancers and their analogues on TEER across
Caco-2 cell monolayers. All the agents (0.75 mM) were applied to the apical
compartment of the monolayers for 20 min at room temperature. Mannitol
transport was measured (Papp) after the treatment by the agents and was
compared to the control Papp value obtained with the untreated cells.
(Abbreviations not used in the text: PA, palmitic acid; CA; sodium caprate).
[ :Papp(treated)/Papp(control).
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sure by DPC at 0.75 mM, 1.0 mM, and 1.25 mM, the monolayers
were rinsed twice with PBS and then incubated with propidium
iodide (30 µg/mL PBS) for 3 min. After rinsing twice with PBS,
the cells were fixed for 10 min in 3.7% formaldehyde in PBS on
ice and then rinsed four more times in PBS. In a separate
experiment, the same DPC-exposed monolayer samples, after
rinsing with PBS, were incubated in cell culture medium for 8 h
and then stained by propidium iodide. Experiments excluding the
enhancer were run as controls. The preparations were mounted
on glass slides in a 1:1 solution of PBS and glycerol and examined
under a fluorescence microscope.

ImmunohistochemistrysCaco-2 cell monolayers were pre-
pared as described under “Cell Culture” for transport experiments,
and those with TEER values 600-800 O‚cm2 were used for the
immunohistochemistry study. The cell monolayers were first
treated with 0.75 mM DPC for 20 min. Then the monolayer was
washed twice after removal of DPC-containing medium. The cells
were fixed in 3.7% paraformaldehyde, rinsed in 1x PBS and
permeabilized using 0.25% Triton X-100. After further rinsing, the
cell monlayer was blocked with PBS containing 10% FCS, 10%
goat serum, and 0.2% Tween 20. The primary antibody (rabbit
polyclonal antibody against ZO-1), diluted in PBS containing 10%
FCS/10% goat serum/0.2% Tween 20, was applied to the cell
monolayers and incubated for 2 h. After several washes with 1x
PBS/0.2% Tween 20, the monolayer was blocked again and then
incubated for another 2 h with the FITC-labeled goat anti-rabbit
IgG antibody that was diluted in PBS containing 10% FCS/10%
goat serum/0.2% Tween 20. After rinsing in PBS, the filter was
cut out, mounted in glass slides, and examined using Zeiss confocal
microscope fitted with 60× objective. ZO-1 staining excluding DPC
was run as a control. The final images were stored digitally and
transferred to Adobe Photoshop for graphical representation.

Transport ExperimentssTransport studies were performed
at room temperature on filter-grown Caco-2 monolayers with [3H]-
labeled mannitol (80 µM, 0.5 µCi/mL), [PEG-900 (100 µM, 0.5 µCi/
mL) and PEG-3500 (100 µM, 0.5 µCi/mL), [14C]testosterone (100
µM, 0.1 µCi/mL), or LY (100 µM). The enhancer solution in HBSS
(0.5 mL) was added to the apical side of the cells and 1.5 mL of
HBSS was added to the basolateral side. After treatment for 20
min, the enhancer solutions were discarded, and the monolayers
were washed once with fresh HBSS. Then 0.5 mL of HBSS solution
containing one of the compounds was applied to the apical side.
Transport rates were determined by measuring the radioactivity/
fluorescence associated with the transported compounds present
in the BL side at 20-min intervals. The amount of radioactivity
was measured by liquid scintillation counting in a PACKARD 1600
TR analyzer (Downers Grove, IL). Transported LY was quantitated
with Perkin-Elmer LS50B Luminescence Spectrometer (Beacon-
sfield, Buckinghamshire, England).

Data AnalysissAll transport experiments were carried out
under sink conditions, such that the concentration of the com-
pounds in the receiver compartment was always less than 10% of
the concentration in the donor compartment. TEER was measured
prior to each experiment to ensure the confluency of the cell
monolayer. The apparent permeability coefficient was calculated
using the following equation:

where dQ/dt (mol transported/sec) is the flux of the marker
compound across Caco-2 cell monolayer, A (cm2) represents the
diffusional area of the inserts, and Co (M) denotes the initial
concentration of marker compound in the donor compartment. All
measurements and transports were in triplicate and expressed as
mean ( SD values.

Results
Comparative Effect of DPC, PC, and LGPC on

TEER and Mannitol Transport Across Caco-2 Cell
MonolayerssBecause both TEER and mannitol perme-
ability across Caco-2 cells are indicators of tight junction
integrity of the cell monolayer, relative effect of compounds
on these two indicators reflects their relative ability to
modulate tight junctions. PC15 and lysophosphosphatidyl-
cholines9 (e.g., LGPC) have been reported as absorption

enhancers. The structural features that are common to
these very different classes of molecules include a several-
carbon-long alkyl chain, an anionic functionality (carboxyl
or phosphate group), and a cationic functionality (tri-
methylaminoalkyl group). We have chosen DPC as a model
compound to confirm the role of these structural features
in affecting the paracellular permeability. This is because
DPC contains all three structural moieties in relatively
simple configuration (see Figure 1). In a preliminary
study,20 we have reported that DPC, PC, and LGPC (at 0.75
mM) cause a decrease in TEER to less than 10% of the
control value and a significant increase in mannitol perme-
ability across Caco-2 cell monolayers. To elucidate the
common structural features that may be responsible for
the effect of these compounds on tight junctions, we have
evaluated the effect of several other compounds that
represent only a partial structure of DPC, PC, or LGPC
on TEER and mannitol permeability across Caco-2 cell
monolayers at the same concentration (0.75 mM) as that
used for the above three compounds (Figures 1 and 2).
Interestingly, compounds with an 11- to 15-carbon alkyl
chain and either an anionic group or a cationic group (e.g.,
sodium caprate,27 palmitate,27 DTAC, or MGP) did not
show any effect on TEER or mannitol transport at the
concentration used. Similarly, compounds containing the
zwitterionic functionality without the alkyl chains (e.g.,
carnitine or phosphorylcholine) did not cause any change
in TEER or permeability of mannitol. These findings are
in agreement with previous findings that the structural
components of PC, i.e., carnitine chloride and palmitic acid,
had no effect on the transport of paracellular markers
across Caco-2 cell monolayers.15 While DPC, LGPC, and
PC appear different structurally, they all contain an alkyl
chain and a zwitterionic functionality. All three compounds
are quite effective at causing a decrease in TEER and an
increase in mannitol permeability across Caco-2 cells. Thus,
it is reasonable to conclude that the glycerol functionality
of LGPC is not necessary for the activity, and that the
minimum structural features contributing to the activity
of these compounds include a medium to long alkyl chain
and a zwitterionic group. While these results do not show
that a zwitterionic compound containing a short alkyl chain
is not very effective as an enhancer of paracellular perme-
ability, a previous report9 clearly suggests that such is the
case.

Effect of DPC on TEER as a Function of Time and
ConcentrationsThe influence of DPC on TEER across
Caco-2 monolayer was monitored as a function of time at
several concentrations (Figure 3). At room temperature,
monolayers treated with up to 0.5 mM DPC showed very
little change in TEER with only 0-20% drop for the first
30 min. However, when the concentration of DPC was
increased to 0.75 mM, a rapid decrease in TEER (within 3
min) was observed. The drop in TEER as a function of
concentration exhibited a sharp inflection between 0.5 mM
and 0.75 mM of DPC. Interestingly, the drop in TEER as
a function of concentration is more gradual and uniform
at 37 °C (data not shown) than at room temperature. To
determine whether the effect of DPC on Caco-2 cell
monolayers is reversible, apical HBSS containing DPC was
replaced with fresh cell culture medium after 30 min of
treatment. In all cases, TEER returned to the control value
upon removal of DPC when measured after 10 h. This
indicates that DPC treatment does not lead to the disrup-
tion of the monolayer or cell lysis (see cytotoxicity of tight
junction modulators).

The effect of DPC on TEER was much more pronounced
when it was applied to the apical side than to the baso-
lateral side of Caco-2 cell monolayers (Figure 3 insert).
Furthermore, the decrease in TEER achieved after baso-

Papp ) (dQ/dt)‚(1/A)‚(1/Co)
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lateral application of DPC was much more gradual than
that achieved after apical application; in fact, the magni-
tude of maximum decrease in TEER after basolateral
application of DPC never approached that seen with the
apical application. We have confirmed that the delayed and
decreased effect of DPC when applied on the basolateral
side is not due to the polycarbonate membrane, as it does
not constitute a significant barrier to the transport of DPC
(data not shown). The asymmetry in the effect on TEER
suggests that the effect of DPC on TEER or mannitol
permeability is not due to its permeation into the cells,
followed by an intracellular change. Rather, the effect
appears to be due to different interactions with the tight
junction components depending on whether DPC is on the
apical or the basolateral side. It is also possible that the
observed difference in the effect on the decrease in TEER
is due to interactions of DPC with cell membrane on the
apical versus the basolateral side that lead to different
effects on the structure and function of the tight junctions.

Effect of DPC on the Transport of Paracellular
MarkerssTo determine if DPC-induced drop in TEER is
accompanied by an increase in the tight junction perme-
ability, we measured transport rates of a few paracellular
markers across the Caco-2 cell monolayers. The enhancing
effect of DPC pretreatment of the cell monolayers on the
transport of hydrophilic paracellular markers was concen-
tration-dependent (Figure 4). At low concentration of DPC
(less than 0.5 mM), the permeability of all paracellular
molecules was the same as that of the control. In general,
DPC-induced decrease in TEER correlated with an increase
in transport of the paracellular markers. At 0.75 mM
concentration (a nontoxic concentration, see cytotoxicity of
tight junction modulators), DPC pretreatment increased
the apparent permeability constant (Papp) across Caco-2
cells for mannitol by 12-fold, for LY by 16-fold, and for PEG-
900 by 2.2-fold. It caused no significant enhancement in
the Papp value for PEG-3500, a large MW paracellular
marker. Furthermore, DPC did not affect the transport rate
of testosterone, a transcellularly transported marker,
indicating that cell membranes were not compromised or
disrupted by DPC at 0.75 mM concentration.

The enhancement in permeability of paracellular mol-
ecules is treatment-dependent. When DPC was coadmin-

istered with the paracellular markers after the initial
pretreatment by DPC for 20 min (0.75 mM), further
enhancement in the transport rates was observed for these
compounds. Especially the transport of PEG-3500, a larger
molecular weight marker, could be effectively enhanced
with pre- plus cotreatment with DPC (data not shown).

Comparison of Potency of the Tight Junction
ModulatorssThe absorption enhancers are used at dif-
ferent concentrations and in different model systems by
different groups. Because of this, it is impossible to
establish the concentration at which a given enhancer is
effective or to determine (from the literature) relative
potencies of different enhancers. Hence, we define the term
EC50, the concentration at which an enhancer decreases
the TEER of the cell monolayer to 50% of the initial
(control) value, and propose that the enhancers should be
tested at several concentrations in order to define their
effective concentration(s) and their relative potencies. This
will allow a more meaningful translation of the results from
different groups and comparison of relative potencies of
different enhancers. While TEER at a given value may not

Figure 3sEffect of DPC on TEER (ambient temperature) across Caco-2 cell monolayers as a function of time and DPC concentration. In all cases TEER values
returned to the control value when measured 10 h after removal of DPC (after 30 min treatment). The insert displays the effect of 1.0 mM DPC on TEER when
it was applied to AP or BL side of the cell monolayers.

Figure 4sEnhancement of transport of paracellular markers by DPC after
20 min pretreatment. Testosterone was included as control (marker for
transcellular transport) to ensure that the cell membrane was not disrupted
and that the integrity of the cell monolayer was not compromised. O: relative
TEER (%).
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be indicative of the paracellular permeability of compounds,
the changes in TEER over a range of the enhancer
concentrations correspond well with the changes in para-
cellular permeability.28 Therefore, the EC50 values provide
a good indicator of the potency of a given compound in
causing an increase in paracellular permeability. Such an
approach has been previously used by Anderberg et al.29

to compare the efficacy of surfactant excipients. The effect
of five agents on TEER is compared as a function of
concentration in Figure 5. The EC50 values for PC (0.42 (
0.06 mM), LGPC (0.65 ( 0.04 mM), and DPC (0.65 ( 0.05
mM) indicate that DPC and LGPC are equipotent, with
PC showing a somewhat higher potency than the other two
compounds. Interestingly, the EC50 value for DPC in-
creased from 0.65 mM to 0.74 mM when the temperature
increased from 20 ïC to 37 ïC (data not shown). The anionic
MGP was significantly less effective as it caused less than
20% drop in TEER at concentration as high as 1.5 mM.
The cationic compound DTAC actually caused a concentra-
tion-dependent increase in TEER at concentrations above
0.2 mM. Similar increase in TEER by cationic compounds
has been observed previously.30,31

Cytotoxicity of the Tight Junction Modulatorss
The reversibility of the effect of DPC on TEER across
Caco-2 cell monolayers (Figure 3) suggests that its effect
is not secondary to cytotoxicity resulting in disruption of
the cell monolayer. To further evaluate the cytotoxicity of
these enhancer-related agents toward Caco-2 cells, the
viability of the cells was directly measured using the MTT
test.25,26,29 MTT is a tetrazolium salt that is oxidized by
mitochondrial dehydrogenases in living cells to give a dark
blue formazan product. Damaged or dead cells show
reduced or no dehydrogenase activity. Reports of this and
other related tests to assess the cytotoxicity of absorption
enhancers toward Caco-2 cells have appeared
recently.20-24,26,29 The results depicted in Figure 6 indicate
that at 0.1 mM concentration, none of the agents were
cytotoxic. However, at higher concentrations (more than
0.2 mM), the toxicity caused by the agents showed signifi-
cant differences. To quantitatively compare the cytotoxicity
of the enhancer-related agents, the IC50 values (concentra-
tion at which the enhancer produces 50% inhibition of the
mitochondrial dehydrogenase activity measured by the
MTT method) were determined. DPC (IC50 ) 0.92 ( 0.03
mM) and LGPC (IC50 ) 0.84 ( 0.02 mM) were ap-
proximately 2-fold less cytotoxic than PC (IC50 ) 0.45 (
0.05 mM) toward Caco-2 cells. SDS, used as a positive
control, had an IC50 value of ∼0.2 mM (data not shown). It

is interesting to note that for the extensively used absorp-
tion enhancer PC there is no separation between its EC50
and its IC50 value. Both DPC and LGPC are likely to be
somewhat better as absorption enhancers than PC, as their
IC50 values are ∼50% greater than their EC50 values. It is
important to note that the “cytotoxic” effect of DPC (and
other agents) reported here may actually be “cytostatic”
effect as evidenced by the fact that removal of DPC from
the solutions bathing the cell monolayers results in resto-
ration of TEER over several hours.

Effect of DPC on the Apical Cell Membrane
IntegritysTo ensure that the effect of DPC and related
enhancers was predominantly due to modulation of the
tight junctions and not due to compromised apical mem-
brane, we have evaluated DPC-induced DNA staining by
propidium iodide. This probe fluoresces when it interacts
with DNA, but can access DNA only if the cell membrane
and the nuclear membrane are compromised, as it does not
permeate intact membranes.32 When Caco-2 cells were
treated with different concentrations of DPC prior to
propidium iodide staining, fluorescence microscopy showed
that the permeability of the cell membrane remained low
after 20 min of exposure to 0.75 mM DPC, but increased
at 1.0 mM and 1.25 mM DPC exposures (Figure 7). After
removal of DPC and incubation in cell culture medium for
8 h, the membrane integrity was restored for 0.75 and 1.0
mM DPC treatment, but not after treatment with 1.25 mM
DPC. These results suggest that above 1 mM concentration,
DPC causes irreversible damage to the cell membrane and/
or the nuclear membrane.

Effect of DPC on ZO-1 RedistributionsZO-1 is a
tight junction-associated protein,33,34 which is localized on
the cytoplasmic surface just beneath the membrane. When
Caco-2 cells are treated with a rabbit antibody to ZO-1 (and
visualized by treatment with FTIC-labeled goat anti-rabbit
IgG antibody), the fluorescence image obtained with a
confocal microscope clearly indicates a uniform distribution
of ZO-1 at intercellular junctions (Figure 8A). Interestingly,
treatment of these cells with DPC (0.75 mM) appears to
cause a redistribution of ZO-1 as indicated by discontinuous
ZO-1 labeling (Figure 8B). Thus, DPC appears to affect the
spatial distribution of ZO-1 in Caco-2 cells by inducing its
dissociation from the plasma membrane.

Discussion
To date, numerous compounds have been evaluated and

used as absorption enhancers for orally administered
drugs.3-20 These enhancers fall in one of two categories:
Ca2+ chelators that act by reducing the extracellular Ca2+

Figure 5sRelationship between concentration of the transport modulators
and TEER. The cell monolayers were treated with the compounds for 20 min
at ambient temperature. The measurements were made in triplicate and
expressed as mean ± SD.

Figure 6sMitochondrial dehydrogenase activity (MTT) in Caco-2 cells after
treatment with transport modulators at various concentrations. All measure-
ments were made in triplicate and expressed as mean ± SD.
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concentration and thus compromising the integrity of the
tight junctions, and detergents/surfactants that may act
by causing a perturbation in the lipid bilayer of cell
membrane as well as by a variety of intracellular
mechanisms.15-18,22,23 Among the latter class of compounds,
PC has been one of the most extensively studied and used
absorption enhancers. It appears to function by increasing
the intracellular concentration of Ca2+ ions; however, the
exact mechanism of its action is yet to be understood.15,17

Also included in the latter class of compounds are phos-
pholipid derivatives such as lysophosphatidylcholines9,35,36

that appear to increase the permeability of peptides such
as human growth hormone and a vassopressin derivative
by unknown mechanism(s). These compounds have several
features that make them particularly attractive as absorp-
tion enhancers. They occur in biological membranes as
products of phospholipid metabolism8,9 and are further
metabolized to relatively nontoxic endogenous products.
Furthermore, their absorption-promoting effects are spon-
taneously reversible upon their removal.

In the present study we have demonstrated that DPC,
a zwitterionic amphiphile that lacks the glycerol moiety of
lysophosphatidylcholine, is equally effective as the lyso-
phosphatidylcholine LGPC in improving the permeability
of hydrophilic compounds across Caco-2 cell monolayers.
We have further showed that the presence of an (medium
to long) alkyl chain and a zwitterionic functionality are
essential for its activity. Thus, our studies have defined

the minimum structural requirements of the phospholipid
derivatives for their activity as absorption enhancers. It is
interesting to note that while PC is a member of a different
chemical class than phospholipids, its structural features
essential for absorption-enhancing activity are quite similar
to those for DPC; i.e., presence of an alkyl chain and a
zwitterionic functionality (see Figures 1, 2). This is an
important finding as the structures of DPC and PC can
form the basis of a systematic structure-activity relation-
ship that could lead to a more definitive information
regarding the biochemical mechanism underlying their
activity as absorption enhancers.

Our studies have shown that DPC, like PC, increases
the permeability of the Caco-2 cell monolayers toward
hydrophilic compounds predominantly by modulation of the
tight junctions and not by disruption of the cell membrane.
This was evidenced by a decrease in TEER and an increase
in the permeability of paracellular markers (e.g., mannitol,
LY, etc.) with no change in the permeability of the
transcellular transport marker testosterone. While the cell
membrane was rendered somewhat permeable to pro-
pidium iodide at high concentration of DPC, it was clear
that DPC did not cause extensive damage to the cell
membrane at the concentrations that caused significant
decease in TEER and an increase in mannitol permeability.
Furthermore, our evidence that DPC caused significant
redistribution of the tight junction-associated protein ZO-1
(Figure 8) provided confirmation that this compound

Figure 7sEffect of DPC treatment on the permeability of Caco-2 cells to propidium iodide. Caco-2 cells were treated with propidium iodide; control cells exclude
propidium iodide and show no nuclear fluorescence (A). Cells were exposed for 20 min to 0.75 mM (B, E), 1.0 mM (C, F), and 1.5 mM (D, G) DPC. Propidium
iodide was applied immediately after DPC treatment (B, C, D) or after DPC was removed and the cells were allowed to recover for 8 h (E, F, G). The frames
are photographs of the images obtained by fluorescence microscope using 10x objective.

Figure 8sEffect of DPC treatment on the distribution of the tight junction-associated protein ZO-1 in Caco-2 cells. Untreated cells (A) or those treated with 0.75
mM DPC (B) were allowed to react sequentially with ZO-1 antibody and FITC-labeled anti-rabbit IgG as described in the Methods Section, and examined with
a fluorescence confocal microscope. Bar ) 50 µm.
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increases the permeability of Caco-2 cell monolayers by
modulation of the tight junctions.

Our results show that DPC causes a rapid decrease in
TEER as has been observed for other agents that act via
modulation of tight junctions, such as PC15 and sodium
caprate.16 The decrease in TEER is more gradual and less
extensive when DPC is applied from the basolateral side,
suggesting that the effect on the apical side is due to
modulation of the tight junctions directly or through
perturbation in the apical membrane that is not as acces-
sible from the basolateral side due to the presence of the
tight junctions. The decrease in TEER and increase in the
permeability of the paracellular markers caused by DPC
was concentration dependent, with a sharp inflection
occurring (for drop in TEER) between 0.5 and 0.75 mM
concentration (Figure 3). The inflection did not correspond
to a change in solution properties of DPC; for example, the
critical micelle concentration (CMC) for DPC was found to
be 0.96 mM. In fact, our results suggested that the effect
on TEER was not related to the CMC of these agents, as
CMC for PC was more than 1 order of magnitude lower
(0.015 mM) than that for DPC despite their somewhat
similar potency in causing a decrease in TEER. When the
Caco-2 cell monolayers were exposed to DPC, LGPC, and
PC at concentrations above CMC for 20 min and then
washed, the TEER values rapidly decreased and the
transport rates of mannitol were also significantly en-
hanced compared to the control (data not shown). These
results suggest that the monomer and the micelle, at least
for these agents, are both active as modulators of the tight
junctions.

It has been shown previously14 that treatment with
paracellular enhancers such as EGTA or PC causes a
greater enhancement in the permeability of anionic or
cationic compounds than of the neutral molecules. Our
results confirm this finding in that the permeability of
anionic LY was enhanced to a greater extent than that of
neutral mannitol by pretreatment of Caco-2 cell monolayers
with DPC (Figure 4). As expected, the enhancement in the
permeability of the larger neutral molecules (PEG-900 and
PEG-3500) is much smaller than that achieved with a
smaller neutral molecule like mannitol (Figure 4).

It is important that we are able to compare different
absorption enhancers not only in terms of their potency in
causing an increased transport of drug molecules, but also
in terms of the separation between their potency as
enhancers and their potency in causing cellular toxicity.
Hence, we propose the use of the parameter PI (potency
index) that is a ratio of IC50 and EC50, where IC50 refers to
the concentration that causes a 50% decrease in mitochon-
drial dehydrogenase activity (an indicator of cytotoxicity
in MTT test) and EC50 refers to the concentration that
causes 50% decrease in TEER with respect to untreated
control. We have used TEER as a surrogate for perme-
ability of a paracellular marker because it is an easy
measurement and EC50 values for TEER relate well to the
similar index for permeability of a paracellular marker.28

While it has been reported frequently that a change in
TEER does not parallel a change in the permeability of
paracellular markers, when these effects are measured over
a concentration range and expressed as relative change
they do indeed relate well with each other as has been
shown.28 The potency index for DPC is 1.42; for LGPC, 1.29;
for PC, 1.07; for SDS, 1.11; and for MGP, less than 0.22.
The larger potency index would mean a better separation
between the activity and cytotoxicity of an enhancer, and
thus a greater potential for an agent to be useful as an
absorption enhancer. DPC possesses better separation
between activity (tight junction modulation) and cytotox-
icity than all other absorption enhancers evaluated, al-

though less than 2-fold separation is not adequate for safe
use of such an agent as an absorption enhancer. Interest-
ingly, for one of the more extensively used agent PC, the
potency index is approximately 1, indicative of no separa-
tion between toxic and effective concentrations. Clearly, the
relationship between such parameters obtained in vitro to
the activity and toxicity of such agents in vivo needs be
evaluated extensively before the in vitro parameters can
be used to compare different enhancers. However, use of
such parameters should make the comparison of enhancers
more meaningful when they have been evaluated in dif-
ferent groups and in different model systems rather than
reporting the activity at one or two arbitrary concentra-
tions. The comparisons of the efficacy of absorption en-
hancers evaluated by different groups can be made even
more meaningful if one of the enhancers is used as a
reference compound so that the potencies of the other
enhancers can be expressed in relation to the EC50 of the
reference compound.
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Abstract 0 The oral route is the preferred route of delivery for a
large number of drug molecules. However, the intestinal epithelium
presents a formidable barrier for delivery of drugs into systemic
circulation. Phospholipids are among compounds that enhance the
absorption of drugs across the intestinal epithelium. In this paper, we
describe structure−activity relationships for phospholipid derivatives
as enhancers of paracellular permeability across Caco-2 cell mono-
layers. In a series of 2-alkoxy-3-alkylamidopropylphosphocholine
derivatives, compounds with a long chain at C-3 (R3) and short chain
at C-2 (R2) were potent in causing a decrease in transepithelial
electrical resistance (TEER) and an increase in mannitol transport,
but also showed significant cytotoxicity. Compounds with 9−11 carbons
at C-3 and 6−10 carbons at C-2 provided good separation (up to
2.7-fold) between activity and cytotoxicity. Notably, a good correlation
(r2 ) 0.93) was observed between EC50 (TEER) [concentration that
caused a drop in TEER to 50% of its control (untreated) value] and
EC10× (mannitol) [concentration that caused 10-fold increase in mannitol
transport over the control (untreated) value], confirming that a decrease
in TEER is associated with enhanced permeability of the hydrophilic
compounds across Caco-2 cell monolayers. Compounds with medium
to long carbon chains at C-2 and C-3, and the total carbons in the
alkyl chains > 20, showed poor activity and no cytotoxicity.

Introduction
The oral route is the preferred route of delivery for a

large number of drug molecules. However, the intestinal
epithelium presents a formidable barrier for delivery of
many drugs into systemic circulation. Lipophilic drug
molecules can cross this barrier by diffusion through the
cell membranes, whereas small hydrophilic compounds
diffuse through the intercellular space via the paracellular
route. Some drugs can act as substrates for the carrier
proteins present in the intestinal epithelium (e.g., amino
acid, di/tripeptide, glucose, etc.), and are absorbed by a
carrier-mediated active transport process. For those hy-
drophilic drugs that are likely to traverse the intestinal
epithelium via the paracellular route, the intestinal barrier

is particularly formidable because of the presence of the
tight junctions that severely restrict the free passage of
solutes through the paracellular space.1,2 Hence, develop-
ment of absorption enhancers that can improve the absorp-
tion of hydrophilic molecules via the paracellular route is
an active area of research in many laboratories. To date, a
large number of absorption enhancers with diverse chemi-
cal structures have been identified. These include bile salts,
medium chain fatty acids, phospholipids, acyl carnitines,
Ca2+ chelators, surfactants, and detergents.3-23

Among many compounds that can enhance the intestinal
absorption of hydrophilic drug molecules, phospholipid-like
agents with medium length fatty acid chains are of special
interest, because they are ubiquitous in living organisms
and are found in the membranes and membranous or-
ganelles of all living matter.7 In two separate studies,
formulations containing dodecanoylphoshatidylcholine
achieved ∼8-13% bioavailability (with respect to the iv
bolus dose) of insulin after intranasal administration to
healthy volunteers.8,9 Lysophosphatidylcholine, containing
a mixture of palmitoyl and stearoyl side chains, signifi-
cantly increased the nasal absorption of human growth
hormone in rats, rabbits, and sheep.10 Palmitoyllysophos-
phatidylcholine11 as well as its analogues12 increased the
permeability of poorly permeable vasopressin analogues
across Caco-2 cell monolayers by almost 2 orders of
magnitude. The increase in the permeability was achieved
at concentrations of the enhancer that did not perturb the
membrane significantly (trypan blue exclusion).12 Lyso-
phoshatidic acid caused a decrease in transepithelial
electrical resistance (TEER) and an increase in sucrose flux
across cultured brain capillary endothelial cells.13 Our
recent studies have shown that dodecylphosphocholine
(DPC) can cause an increase in the permeability of hydro-
philic compounds and a decrease in TEER across Caco-2
cell monolayers by modulation of the tight junctions.14

Very little information is available regarding the mech-
anism by which the phospholipid derivatives are able to
enhance the absorption of drug molecules or the structural
requirements for their activity. In vitro studies11-14 suggest
that these agents increase the paracellular permeability
of compounds by modulation of the tight junctions. Studies
with the brain endothelial capillary cells13 suggest that
such agents may alter the permeability of the tight junc-
tions by intracellular mechanisms such as tyrosine phos-
phorylation of proteins at focal contact, recruitment of focal
adhesion components, and activation of yet undefined
signaling pathways. Our studies have shown that DPC
displaces some of the tight junction (zonula occludens)-
associated protein ZO-1 at a concentration that causes a
decrease in TEER and an increase in paracellular perme-
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ability across Caco-2 cells.14 Our studies with DPC14 have
further suggested that the presence of a medium (or long)
alkyl chain and a zwitterionic headgroup are essential for
the activity of phospholipid-like agents as enhancers of
paracellular permeability across Caco-2 cell monolayers.
Similar requirements (i.e., alkyl chain and zwitterionic
headgroup) for enhancement of paracellular permeability
by structurally unrelated acyl carnitines14,15 suggest the
possibility of an emerging structure-activity relationship
for enhancement of paracellular permeability across intes-
tinal epithelium by modulation of tight junctions.

In this paper, we describe a more definitive and detailed
study to delineate the structure-activity relationship for
phospholipid-like agents as enhancers of paracellular
permeability across Caco-2 cell monolayers. An excellent
group of compounds for such a structure-activity relation-
ship study is a series of 2-alkoxy-3-amidopropylphospho-
choline derivatives22 with varying lengths of alkyl chains
at C-2 and C-3 positions. As proposed in our previous
study,14,23 we have applied the concept of potency index in
developing the structure-activity relationship. Embedded
in the potency index are two parameterssone reflecting
the potency of the compounds as modulators of the tight
junctions, i.e., transepithelial electrical resistance (TEER),
and the other reflecting their potency in causing cytotox-
icity by indiscriminate damage to the cell membrane (MTT
test). We report here one of the first attempts to delineate
the relationship between phospholipid structure and en-
hancement of paracellular permeability in relation to the
cytotoxicity of this class of compounds.

Materials and Methods
MaterialssCaco-2 cells were purchased from American Type

Culture Collection (Rockville, MD). Eagle’s Minimum Essential
Medium (EMEM), 0.25% trypsin/0.02% ethylenediaminetetraacetic
acid-tetrasodium salt (EDTA-4Na), and fetal bovine serum (FBS)
were obtained from Gibco (Grand Island, NY). Nonessential amino
acids (NEAA), Hank’s balanced salt solution (HBSS), antibiotic
antimycotic solution, 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltet-
razolium bromide (MTT), palmitoyl-DL-carnitine chloride, sodium
dodecyl sulfate (SDS), DPC, 1-myristoyl-sn-glycero-3-phosphate
sodium (MGP), 1-lauroyl-sn-glycero-3-phosphocholine (LGPC),
3-amino-1,2-propanediol, acyl chlorides, triphenylmethyl chloride,
60% sodium hydride (in oil), alkyl halides, p-toluenesulfonic acid
monohydrate, and aqueous (40%) trimethylamine were purchased
from either Sigma (St. Louis, MO) or Aldrich (Milwaukee, WI).
N-(2-hydroxyethyl)piperazine-N′-2-ethanesulfonic acid (HEPES)
was obtained through Tissue Culture Facilities (UNC at Chapel
Hill, NC). Transwell plates and inserts (12 wells/plate, 3.0 µm pore
and 1.0 cm2 area, polycarbonate) were purchased from Corning-
Costar (Cambridge, MA). [3H]Mannitol was obtained from DuPont
NEN (Boston, MA).

Caco-2 Cell CulturesCaco-2 cells were grown in EMEM
containing 10% FBS, 1% l-glutamine, 1% NEAA and antibiotics
(100 U/mL of penicillin, 100 µg/mL of streptomycin, and 0.25 µg/
mL of amphotericin B) in 75 cm2 culture flasks. The cultures were
kept at 37 °C in an atmosphere of 5% CO2, 95% air, and 90%
relative humidity. Cells were passaged after 95% confluency and
were seeded with a density of 1.0 × 105 cells/mL on to porous
polycarbonate filter membranes with a pore size of 3.0 µm and a
surface area of 1.0 cm2. Cells of passage number 45-55 were used
in all the studies. Media were changed every 2 days after seeding
until late confluence (20-22 days). Just before the experiments,
the culture medium was replaced with HBSS transport buffer
(HTB) that contained 1x HBSS, 25 mM HEPES, and 25 mM
glucose at pH 7.4 and incubated for 1 h at 37 °C. The cell
monolayers with TEER values in the range of 600-800 Ω‚cm2 were
used for the experiments.

General Chemical MethodssCompounds 1-12 (Table 1)
were synthesized as described previously.24,25 Briefly, 3-amino-
1,2-propanediol was reacted with various acyl chlorides to give
the corresponding (alkylamido)propanediols. The primary hydroxyl
group was selectively protected as the trityl ether with triphenyl-

methyl chloride in pyridine. Reaction of the secondary hydroxyl
with sodium hydride and various alkyl halides gave the C2 alkyl
ether. Deprotection of the primary hydroxyl group with p-tolu-
enesulfonic acid in CH2Cl2/MeOH gave the 3-alkylamido-2-alkoxy-
1-propanol. The phosphocholine was formed in two steps: (1)
reaction with 2-bromoethyl dichlorophosphate and (2) amination
with aqueous trimethylamine in CHCl3/i-PrOH/DMF. Confirma-
tion of chemical structure and determination of purity of the
compounds have been reported.26,27

The stock solutions of phospholipids (80 mM) were obtained by
dissolving them in HBSS/ethanol (20:80, v/v) and were stored at
-20 °C. Just before the experiments, the phospholipid solutions
were thawed and diluted to the appropriate concentrations with
HTB (final ethanol concentrated up to 2% v/v) and sonicated for 5
min in an ice bath.

Cytotoxicity AssaysThe cell viability was measured by the
MTT assay.26,27 Approximately 3.0 × 103 Caco-2 cells (in 100 µL
of cell culture medium) were seeded into each of the wells in a
96-well tissue culture plate (Corning-Costar, Cambridge, MA). The
cells were then cultured under the same condition (see Caco-2 Cell
Culture) for 96 h, and the culture medium was changed once. Just
prior to the start of each experiment, the medium was removed
from the wells, and 100 µL of the compound solution in HTB was
added to each well. After 20 min, 20 µL of a 5 mg/mL MTT solution
was added to each well, and the cells were incubated for another
90 min. Then 100 µL of 10% SDS in 0.02 M HCl/isobutanol (1:1,
v/v) solution was added to stop the reaction. The cells without the
treatment of any compound were harvested as above and were
used as controls. Absorbance was measured at 590 nm (indicative
of the formation of the formazan product by mitochondrial dehy-
drogenase of the viable cells) using a multiwell scanning spectro-
photometer (Bio-Rad, Hercules, CA). IC50 represented the concen-
tration of the phospholipid derivatives that caused 50% cell death
as measured by the mitochondrial dehydrogenase activity.

EC50 (TEER) DeterminationsTo measure the effect of the
phospholipids on the TEER values of Caco-2 cell monolayers, the
test compounds, dissolved in 0.5 mL of HTB at various concentra-
tions, were applied to the apical side. The monolayers were treated
for 20 min at room temperature and the TEER measured using
an Epithelial Tissue Voltohmmeter (EVOM, World Precision
Instruments, Sarasota, FL) and calculated as Ω‚cm2 by multiplying
it with the surface area of the monolayer (1.0 cm2). The resistance
due to the cell monolayers was determined after subtracting the
contribution of the blank filter and HTB. From the data, EC50 for
TEER, the concentration at which the phospholipid decreases the
TEER of cell monolayer by 50% of the control (untreated) value,
was calculated.

Transport ExperimentssAll transport studies were per-
formed at room temperature on filter-grown Caco-2 monolayers.
The transport experiments were carried out under sink conditions
such that the concentration of the transported compound in the

Table 1sStructures of 2-Alkoxy-3-alkylamidopropylphosphocholines

group enhancers R3 R2 Y

I 1 C17H35 CH3 N(CH3)3

2 C16H33 C2H5 N(CH3)3

3 C17H35 C2H5 N(CH3)3

4 C19H39 C2H5 N(CH3)3

II 5 C9H19 C6H13 N(CH3)3

6 C11H23 C8H17 N(CH3)3

7 C11H23 C8H17 CH2N(CH3)3

8 C9H19 C10H21 N(CH3)3

III 9 C17H35 C8H17 N(CH3)3

10 C11H23 C10H21 N(CH3)3

11 C9H19 C12H25 N(CH3)3

12 C11H23 C12H25 N(CH3)3
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receiver compartment was less than 10% of its initial concentration
in the donor compartment. Permeability coefficients (Papp) were
calculated using the following equation:

where dQ/dt (mol transported/s) is the flux of the marker com-
pound across the Caco-2 cell monolayer, A (cm2) represents the
diffusional area of the inserts, and Co (M) denotes the initial
concentration of marker compound in the donor compartment. All
measurements were in triplicate and expressed as mean ( SD
values.

Transport without the Tight Junction BarriersTo evaluate the
maximum transport rate of mannitol without the functional
barrier of epithelial tight junctions, EDTA was used to open up
the tight junction completely.28 A solution of EDTA at concentra-
tion range of 0.001 mM to 15 mM was prepared using HTB without
Ca2+/Mg2+. The solution was applied to the apical and basolateral
sides of cell monolayer for 30 min. Then the solution was removed,
and the cells were washed once with HTB without Ca2+/Mg2+. [3H]-
Mannitol (0.5 mL of 0.1 mM, 0.25 µCi) was added to the apical
compartment, and the transport rate was determined by measur-
ing the radioactivity (PACKARD 1600 TR liquid scintillation
counter, Downers Grove, IL) appearing in the basolateral com-
partment as a function of time.

Absorption EnhancementsTo calculate the compound concen-
tration at which the permeability of mannitol is increased by 10-
fold [EC10× (mannitol)], the compound solution at concentration
range of 0.05 to 5.0 mM in HTB (0.5 mL) was added to the apical
side of the cells. HTB (1.5 mL) was added to the basolateral side.
After treatment for 20 min, the lipid solution was removed and
the monolayer was washed once with fresh HTB. Following the
measurement of the TEER, 0.5 mL of HTB solution containing
0.1 mM [3H]mannitol (0.25 µCi) was applied to the apical side.
Samples from the basolateral side were taken at 10, 20, 40, and
60 min. Transport rates were determined by measuring the
radioactivity in the basolateral side by liquid scintillation counter.

Results

Previous studies with two structurally distinct com-
pounds, i.e., DPC and PC, have shown that the minimum
structural requirements to cause a decrease in TEER and
a corresponding increase in paracellular permeability
across Caco-2 cells are (i) the presence of a medium to long
alkyl chain and (ii) a zwitterionic group.14,15 The same
structural features may also confer a similar activity to
phospholipid derivatives.7-12,14 Here we report the effect
of varying the length of alkyl chains at C-2 and C-3
positions of phospholipid derivatives on TEER, paracellular
permeability across Caco-2 cell monolayers, and cyto-
toxicity to these cells.

Effect of Synthetic Phospholipid Derivatives on
TEER and Paracellular (mannitol) Permeability
across Caco-2 CellssThe chemical structures of the
2-alkoxy-3-alkylamidopropylphosphocholines studied are
shown in Table 1. The effect of these compounds on TEER
across Caco-2 cell monolayers was determined by exposing
the cells to various concentrations of these agents on the
apical side for 20 min prior to the measurement of TEER.
The time of exposure was determined based on our studies
with DPC which showed that maximal effect on TEER was
achieved in 20 min.14 Under these conditions, the mannitol
permeability across Caco-2 cell monolayers was also de-
termined. The typical TEER-concentration profiles as well
as mannitol permeability-concentration profiles observed
are shown in Figure 1. Based on the TEER/mannitol
permeability-concentration profiles, the synthetic ether
phospholipids were classified into three groups. Compounds
in group I (1-4, Table 1) caused a precipitous drop in TEER
and a steep rise in mannitol permeability with concentra-
tion (e.g., compound 2, Figure 1A). These compounds are

characterized by a short alkyl chain (1-2 carbons) as the
R2 substituent and a long alkyl chain (16-19 carbons) as
the R3 substituent. In contrast, compounds in group II (5-
8, Table 1) caused a more gradual decrease in TEER and
increase in mannitol permeability with concentration (e.g.,
compound 5, Figure 1B). These compounds contain medium
length alkyl chains as the R2 (6-10 carbons) and R3 (9-
11 carbons) substituents, with the total carbons in both
the alkyl chains < 20. Compounds in group III (9-12, Table
1) had little or no effect on TEER or mannitol permeability
over the concentration range examined (e.g., compound 9,
Figure 1C). These compounds contain a medium length
alkyl chain as the R2 substituent (8-12 carbons) and a
medium to large alkyl chain as the R3 substituent (9-17
carbons) with the total number of carbons in both alkyl
chains > 20.

For comparison, the effect of EDTA, a known modulator
of paracellular permeability via tight junction modulation,28

on TEER and mannitol permeability is shown in Figure 2.
The mannitol permeability reached a plateau at high
concentrations of EDTA; no such plateau was reached with
2-alkoxy-3-alkylamidopropylphosphocholines (Figures 1
and 2). The compounds in groups I and II appear to be more
potent than EDTA in causing a drop in TEER and an
increase in the mannitol permeability across Caco-2 cell
monolayers.

Comparison of the Effect of Synthetic Phospho-
lipids on TEER and Mannitol Permeability across

Figure 1sEffect of concentration on TEER and mannitol permeability for
2-alkoxy-3-alkylamidopropylphosphocholines. A, compound 2; B, compound
5; C, compound 9. 9, mannitol permeability; [, TEER. Compounds were
applied to the apical side of the monolayers for 20 min at room temperature.

Papp ) (dQ/dt) (1/A) (1/Co)
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Caco-2 CellssTo express the effect of these compounds
on TEER and paracellular permeability quantitatively, we
have defined the terms EC50 (TEER)14 and EC10× (manni-
tol).22 EC50 (TEER) is the concentration of an enhancer at
which TEER drops to 50% of its control value (untreated
cells), and EC10× (mannitol) is the concentration at which
mannitol permeability is increased by 10-fold over the
control value (untreated cells). In case of mannitol perme-
ability, the term EC10× was defined instead of EC50 because
the plateau in the mannitol permeability was not always
easy to obtain (see Figure 1); hence, a percentage of
maximal effect could not always be determined. Further-
more, 10-fold increase in mannitol permeability over the
control value (∼2.5 × 10-7 cm/s) represented 50% of the
maximal mannitol permeability (25 × 10-7 cm/s) obtained
by opening up the tight junctions with EDTA (Figure 2).
The EC50 (TEER) and EC10× (mannitol) for the synthetic
phospholipids are shown in Table 2. By both these param-
eters, the compounds in group I were the most potent
phospholipid derivatives tested, the compounds in group
II showed moderate potency, and those in group III were
weakly active or inactive.

The relationship between the EC50 (TEER) and the EC10x
(mannitol) is shown in Figure 3. Clearly, an excellent
correlation exists between the EC10x (mannitol) values and
the EC50 (TEER) values. Hence, EC50 (TEER) can serve as
a reliable index of the potency of the compounds as
enhancers of paracellular permeability if the data on
mannitol permeability are not available.

Interestingly, at their EC50 concentrations, the changes
in TEER and mannitol transport caused by group II

compounds were reversible. After removal of the com-
pounds and recovery of the cells in complete cell culture
medium (10% fetal calf serum, 1% NEAA in EMEM) for 2
h, the decreased TEER and the enhanced mannitol trans-
port returned to their initial values (approximately 85-
95% TEER recovery and 90-95% recovery of mannitol
permeability). However, on similar treatment of the cell
monolayers with group I compounds, the TEER and man-
nitol transport values did not recover, indicating that tight
junction integrity cannot be restored after exposure of the
cells to group I compounds.

Cytotoxicity of the Synthetic PhospholipidssTo
evaluate cytotoxicity of the synthetic phospholipids toward
Caco-2 cells, the viability of the cells was evaluated using
the MTT method.26,27 MTT is a tetrazolium salt that is
cleaved by mitochondrial dehydrogenase in living cells to
give a dark blue formazan product. Damaged or dead cells
show reduced or no mitochondrial dehydrogenase activity.
Cytotoxicity of compounds 2, 5, and 9, representing the
compounds in groups I, II, and III, respectively, as a
function of their concentration is shown in Figure 4. The
toxicity of these compounds is expressed as IC50, which is
defined as the concentration at which the compounds
caused 50% decrease in mitochondrial dehydrogenase
activity in the MTT test. The IC50 values of all the
compounds tested are given in Table 2. Among the three
compounds shown in Figure 4, compound 2 was most
cytotoxic (IC50 ) 0.11 mM), compound 5 showed moderate
cytotoxicity (IC50 ) 1.1 mM), and compound 9 did not show
any toxicity even at the highest concentration (2.5 mM)
tested. The cytotoxicity of compounds 2, 5, and 9 was
representative of the cytotoxicity exhibited by compounds
in their respective groups.

Figure 2sEffect of EDTA concentration on TEER and mannitol permeability.
EDTA was applied on both apical and basolateral side of the monolayers for
30 min at room temperature. All measurements were in triplicate and expressed
as mean ± SD.

Table 2. Values of EC50, EC10×, IC50, and PI of the Synthetic
Phospholipids

group enhancers EC50 (TEER)a EC10× (mannitol)a IC50 (MTT)a PIb

I 1 0.14 (0.02) 0.21 (0.02) 0.16 (0.02) 1.14
2 0.12 (0.01) 0.20 (0.02) 0.11 (0.01) 0.83
3 0.16 (0.01) 0.29 (0.02) 0.16 (0.02) 1.02
4 0.28 (0.02) 0.42 (0.01) 0.25 (0.02) 0.89

II 5 0.42 (0.03) 0.73 (0.05) 1.10 (0.05) 2.62
6 0.25 (0.02) 0.70 (0.03) 0.68 (0.02) 2.72
7 0.42 (0.03) 0.73 (0.05) 1.10 (0.10) 2.62
8 0.80 (0.02) 1.35 (0.12) 1.40 (0.25) 1.75

III 9 no effect NDc >2.0 −
10 1.45 (0.02) ND 1.50 (0.05) 1.03
11 1.6 (0.1) ND 2.0 (0.2) 1.25
12 no effect ND no effect −

a Values of EC50 (TEER), EC10× (mannitol) and IC50 (MTT) are expressed
as mM; the numbers in parentheses indicate SD. b PI: the ratio of IC50/EC50

based on the data from Caco-2 cells. c ND: not detectable because of the
insolubility of the lipids at higher concentrations.

Figure 3sRelationship between EC50 (TEER) and EC10x (mannitol) for
2-alkoxy-3-alkylamidopropylphosphocholines. EC50 (TEER) and EC10x (mannitol)
have been defined in Materials and Methods.

Figure 4sRelationship between concentration and mitochondrial dehydro-
genase activity (MTT) for 2-alkoxy-3-alkylamidopropylphosphocholines that are
typical of three groups of compounds within this series. All measurements
were in triplicate and expressed as mean ± SD.

1172 / Journal of Pharmaceutical Sciences
Vol. 88, No. 11, November 1999



Discussion
A decrease in TEER and an increase in mannitol

permeability across Caco-2 cell monolayers caused by
2-alkoxy-3-alkylamidopropylphosphocholines suggest that
this class of compounds has the potential to act as absorp-
tion enhancers. Their effect on TEER and mannitol perme-
ability suggests that they are acting via modulation of the
tight junctions; however, the evidence is entirely circum-
stantial. In a previous study,14 we had presented evidence
that a long alkyl chain and a zwitterionic functionality are
essential for the activity of such compounds as modulators
of paracellular permeability. In the present study, we have
examined a limited structure-activity relationship (2-
alkoxy-3-alkylamidopropylphosphocholines) that provides
more insights on the effect of branching of the alkyl chain
on the activity (as enhancers of paracellular permeability)
and toxicity of phospholipid derivatives. The branching is
not achieved with branched alkyl chains, but rather by
introducing an ether functionality at C-2 and an amido
functionality at C-3 of a propylphosphocholine.

Surprisingly, introduction of a small alkyl group at the
C-2 position (R2) significantly enhanced the potency of
phospholipids in causing a decrease in TEER and an
increase in mannitol permeability across Caco-2 cell mono-
layers. For example, the EC50 (TEER) value of compound
2 (0.12 mM) was 3.5- to 5-fold lower than the previously
reported values for PC (0.42 mM), DPC (0.65 mM), or
LGPC (0.65 mM). Unfortunately, this structural feature
also caused the phosphocholine derivatives to be more
potent cytotoxic agents. Thus the IC50 value for compounds
2 (0.11 mM) is much lower than that for PC (0.45 mM),
DPC (0.92 mM), and LGPC (0.84 mM).14 Increasing the
length of C-2 alkyl chain to 6-8 carbon atoms while
simultaneously decreasing the length of C-3 alkyl chain
caused a decrease in the potency of the compounds as
modulators of the paracellular permeability with a concur-
rent decrease in cytotoxicity. Finally, further increase in
the length of the C-2 or C-3 alkyl chains rendered the
compound inactive.

In developing a structure-activity relationship for para-
cellular permeation enhancers, the potency of these agents
must be addressed in relation to their cytotoxicity. Hence,
we have defined the term potency index (PI), which is a
ratio of the IC50 (MTT) value of a compound to its EC50
(TEER) value.14,22 For the synthetic phospholipid deriva-
tives, the PI values are listed in Table 2 and plotted in
Figure 5. Clearly, for all compounds having a short alkyl
chain at C-2 (group I), the PI value is ∼1; i.e., the
concentration at which they can exhibit enhancement in

paracellular permeability is very similar to the concentra-
tion at which they are cytotoxic. In contrast, the compounds
in group II, with medium length alkyl chains at C-2 and
C-3 (total carbons < 20), have PI values in the range of
1.75-2.72 and achieve the best separation of activity as
paracellular permeation enhancer and cytotoxicity among
all the compounds tested including those tested in our
previous study.14 This PI range is significantly greater than
that for the extensively investigated enhancer PC (PI =
1). Compounds 6 and 7 exhibit comparable PI values
despite the fact that their cationic and anionic centers are
separated by two and three carbons, respectively. Thus a
small change in the distance between the cationic and the
anionic centers does not lead to any change in activity or
toxicity. Some compounds in group III (medium to long
alkyl chains at C-2 and C-3 and total carbons > 20) have
PI values of approximately 1, whereas others are too
inactive to determine either the EC50 or the IC50 value.

In conclusion, with this limited series of compounds, we
have been able to demonstrate that the structure-activity
(modulation of paracellular permeability) relationship for
synthetic phospholipid derivatives is distinct from the
structure-toxicity relationship. Interestingly, the separa-
tion of activity and toxicity is most pronounced (>2.5-fold)
for moderately active compounds, while the activity and
the toxicity appear to converge among the more potent
compounds. Hence, further assessment of the structure-
activity relationships should focus on phospholipid deriva-
tives with medium-size alkyl substituents at C-2 and C-3.
The relationship between relative position and distance of
the anionic and cationic centers and the activity/toxicity
should be further explored.
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Abstract 0 The aqueous interaction of the sodium salt of ibuprofen
with the cellulose ethers ethyl hydroxyethyl cellulose, EHEC, and
hydroxypropyl methyl cellulose, HPMC, has been investigated in the
concentration range 0−500 mM ibuprofen and 0.1−1% (w/w) polymer,
by cloud point, capillary viscometry, equilibrium dialysis, and fluores-
cence probe techniques. Ibuprofen forms micelles in pure water, with
the critical micelle concentration, cmc, at 180 mM. A combination of
time-resolved and static fluorescence quenching shows that micelle-
like ibuprofen aggregates are formed in the solution. The average
aggregation number of pure ibuprofen micelles in water is about 40.
In the presence of EHEC or HPMC the aggregation numbers decrease.
The interaction of ibuprofen with cellulose ethers is similar to the
normally accepted model for polymer−surfactant interaction, although
more complex. Ibuprofen adsorbs to the polymer in the form of mixed
polymer−drug micelles, noncooperatively up to cmc and cooperatively
when cmc is passed. The interaction starts below 50 mM ibuprofen
as monitored by the fluorescent probes pyrene and 1,3-di(1-pyrenyl)-
propane, P3P, with a maximum in microviscosity below cmc,
corresponding to polymer-dense mixed micelles. The study illustrates
the importance of a precise apprehension of the aggregation behavior
as a background for transport studies in drug−polymer systems.

Introduction

Amphiphilic molecules are characterized by the presence
of both polar and nonpolar regions of the same molecule.
This dual nature is responsible for the surface activity of
these substances leading to accumulation at hydrophobic
interfaces and formation of aggregates. Many types of drug
molecules, such as antihistamines, antidepressants, tran-
quilizers, local anesthetics, and nonsteroidal antiinflam-
matory drugs (NSAIDs) are known to be amphiphilic in
character and to form ordinary micelles or micelle-like
associations1 above a critical concentration value. Although
the self-association of surface active drugs usually occurs
at concentrations well above average therapeutic levels, the
local concentration can reach, under certain circumstances,
high values, for instance when the drug is instantaneously
released from a tablet or accumulated at a membrane.

Cellulose derivatives play an important role in many
technical applications and especially in the pharmaceutical
field2,3 where they have several uses such as to regulate
the rheology of a system and to control the release of the
drug. These polymers have an amphiphilic structure with
mixed hydrophilic/hydrophobic segments, thus leading to
an apparent surface activity the magnitude of which
depends on type and degree of substitution.4

The interaction between polymers and surfactants in
aqueous solution has attracted great interest during the
last 20-30 years, and the topic has recently been re-
viewed.5 As a prerequisite for a better understanding of
polymer-drug interaction there has in this laboratory been
a specific focus on the interaction of nonionic cellulose
derivatives and the common anionic surfactant sodium
dodecyl sulfate, SDS, in dilute aqueous solutions.6-8 It has
been shown that the surfactant forms interaction com-
plexes with the polymer in a cooperative manner, giving
rise to formation of a three-dimensional polymer network
where mixed micelles of surfactant and polymer act as
connecting tie points.

Since a surface active drug can form micelles by itself
or bind hydrophobically to membranes, proteins, or other
biological macromolecules as well as associate with hydro-
phobic excipients present in pharmaceutical formulations,
all these types of associations may affect the release of the
drug and alter the therapeutic effect.

The present paper deals with the general problem of the
aqueous association of surface active drugs and polymers.
The sodium salt of ibuprofen is an NSAID which is surface
active9 and was chosen as model substance, due to its,
contrary to normal surfactants, high critical micelle con-
centration (180 mM) and hence a wider molar concentra-
tion interval of interest for the buildup of the interaction.
Previous studies of NSAIDs have reported on dissolution
properties,10-12 solubility behavior,13 release,14 and other
thermodynamic properties12,15 of the drugs. In this work
we have studied the association behavior in aqueous
solutions between ibuprofen and two nonionic cellulose
derivatives ethyl hydroxyethyl cellulose, EHEC, and hy-
droxypropyl methyl cellulose, HPMC. These two cellulose
ethers are well-characterized materials16 and represent
polymers of different hydrophobicity. Both macroscopic and
microscopic system properties are presented. The results
will furthermore be discussed and compared in close
relation to previous knowledge about the features of the
corresponding polymer/SDS complexes.

Materials
The ethyl hydroxyethyl cellulose (EHEC) fraction CST-103,

DSethyl ) 1.5, MSethylene oxide ) 0.7, was obtained from Akzo Nobel
AB, Stenungssund, Sweden. The hydroxypropyl methyl cellulose
(HPMC) fraction Methocel E4MCR was obtained from Pharmacia
and Upjohn, Stockholm, Sweden. The sodium salt of ibuprofen (R-
methyl-4-[isobutyl]phenylacetic acid), 9-methylanthracene, 98% (9-
MA), and tris(2,2′-bipyridyl)ruthenium(II) chloride (Ru(bipy)3

2+)
were bought from Sigma-Aldrich Chemie, Steinheim, Germany,
and used as supplied. Pyrene (+98%), Janssen Chimica, Geel,
Belgium, was recrystallized twice from absolute ethanol prior to
use. 1,3-Bis-(1-pyrenyl)propane (P3P) was bought from Molecular
Probes, Eugene, OR, and used as supplied. Analytical grade NaCl
was obtained from Merck, Darmstadt, Germany. The standard
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procedure for producing an EHEC or HPMC stock solution is
presented elsewhere.6 After preparation, the stock solutions were
rinsed from low molecular weight material and salts using a
Spectra/Por tube dialysis membrane, Spectrum Medical Ind.,
Houston, TX, with molecular weight cut off at 12 000-14 000.
Dialysis was performed against Milli Q water (Millipore) during
1 week, and then the stock solutions were centrifugated at 20 000
rpm. The polymer concentrations of these stock solutions were
determined gravimetrically by drying samples to constant weight
at 105 °C. All polymer/ibuprofen solutions were prepared using
Milli Q water as solvent. The pH of all solutions containing
ibuprofen was close to 7.0. The pKa of the corresponding acid of
ibuprofen is about 4.6. It is thus taken that the sodium salt of
ibuprofen is quantitatively ionized. To achieve appropriate con-
centrations of the very hydrophobic substances P3P and 9-MA,
these substances were dissolved in absolute acetone of which
aliquots were dissolved in the solutions to be measured by
fluorescence.

Experimental Section
Cloud PointsThe cloud point of polymer/ibuprofen solutions

was determined visually in glass tubes and taken as the temper-
ature when the last visible sign of clouding in the solution
disappeared upon cooling.

Capillary ViscometrysThe viscosity measurements were
performed in ordinary Ostwald viscometers with a water flow time
of approximately 100 s at 20 °C. The samples were thermostated
in a Lauda CD 20 water bath for 15 min prior to measurements.
Corrections for capillary and end effects were considered unneces-
sary.

Equilibrium DialysissThe equilibrium dialysis experiments
were performed in order to determine the adsorption isotherm of
ibuprofen onto the cellulose ethers. The dialysis cell used consists
of two compartments of 2 mL volume each, separated by a dialysis
membrane (Spectra/Por with a Mw-cutoff of 12 000-14 000) ac-
cording to the principle developed by Fischman and Eirich.17 The
polymer solution was placed on one side of the dialysis membrane,
and a water solution on the other side, both sides with equal
ibuprofen concentrations at the start. The cells were maintained
at 20 °C for one week, and the ibuprofen concentrations on both
sides of the membrane were determined spectrofotometrically at
273 nm (ε ) 256.5 M-1 cm-1). Kinetic studies showed that 6 days
were needed to reach equilibrium. Since the ternary system EHEC
(CST-103)/ibuprofen/water shows phase separation at 20 °C in the
ibuprofen concentration range ≈120-200 mM, cf., Figure 1,
dialysis experiments on this system were also performed at 10 °C
in order to confirm the adsorption isotherm to be correct. The
equilibrium ibuprofen concentration not bound to the polymer
([ibu]eq), the amount of ibuprofen bound to the polymer (y, in
mmol/g polymer), and the total ibuprofen concentration ([ibu]tot)
can then be calculated. Since the system studied is salt-free, a
correction for the Donnan effect has been made as described
previously.6 The mass balance equation then becomes

where cp is the polymer concentration in grams per liter. This
methodology has been utilized in several recent investigations of
interactions in aqueous mixtures of the surfactant sodium dodecyl
sulfate and nonionic cellulose ethers.6,7,18-22

Steady-State Fluorescence MeasurementssAll steady-state
fluorescence measurements were performed at room temperature
on a SPEX Fluorolog 2 model FL1T2 spectrometer operated in the
“s” mode with 1.88 nm excitation and 0.85 nm emission bandwiths.
All fluorescence measurements including time-resolved were run
in duplicates, and the error was (5% or less. The fluorescent probe
concentrations were about 10-6 M. The concentration of the
quencher 9-MA was e 10-4 M.

Emission spectra were recorded for pyrene excitation at λ ) 334
nm. The first (I1, λ ) 374 nm) to third (I3, λ ) 388 nm) emission
intensity peak height ratio (I1/I3, the micropolarity index) of the
vibrational emission spectrum of pyrene is a qualitative measure
of the micropolarity at the probe solubilization site.23 The mi-
cropolarity index is at most 2.0 in pure water and 1.0 in
hydrophobic solvents such as toluene. It has been shown23 that
I1/I3 suddenly drops when the critical micelle concentration (cmc)
is passed since pyrene quantitatively distributes to the more
hydrophobic micellar phase if present. Micropolarity measure-
ments with pyrene have been utilized in several papers from this
laboratory on ternary surfactant/cellulose ether/water systems.7,8,22,24

P3P consists of two pyrene molecules connected by a propane
chain, making this fluorescent probe capable of forming intramo-
lecular excimers. Emission spectra were recorded between λ ) 350
nm and λ ) 500 nm for P3P excitation at λ ) 348 nm. The extent
of intramolecular excimer formation of P3P is dependent on the
local friction of the probe imposed by its surroundings.25 Hence,
the monomer (IM, λ ) 377 nm) to excimer (IE, λ ) 485 nm) emission
intensity peak ratio, IM/IE, is a qualitative index of the microvis-
cosity at the probe solubilization site. P3P have been used in this
laboratory to measure the microviscosity in polymer-surfactant
systems,8,24,26 and the method has been validated by NMR
relaxation measurements.27

Time-Resolved Fluorescence MeasurementssTime-re-
solved fluorescence measurements were recorded on a Photon
Technology International model C-72 apparatus, equipped with a
pulsed GL 3300 nitrogen laser/GL 320 dye laser as light source.
Time-resolved fluorescence quenching, TRFQ, was used here in
combination with steady-state fluorescence quenching, SSFQ, to
measure the average aggregation number, the average number
of ibuprofen monomers per aggregate or micelle, in aqueous
solution. Ru(bipy)3

2+ was used as probe and 9-MA as quencher.
The fluorescence decay or steady-state luminescence of Ru(bipy)3

2+

was recorded at λ ) 625 nm for excitation at λ ) 450 nm. In TRFQ
experiments the decay was recorded up to 1000 ns. The concentra-
tion of 9-MA was determined spectrofotometrically at λ ) 388 nm.
Fluorescence decay curves were recorded for each sample both in
the presence and absence of quencher. The lifetime of Ru(bipy)3

2+

in solutions without quencher, τ0, was determined by fitting the
decay to a single-exponential function. Suggested by Infelta et al.28

and proved by Tachiya,29 the time evolution of the quenched
fluorescence decay signal F(t) from an ensemble of probe molecules
situated in small monodisperse micelles can be expressed by

If the probe and quencher can be considered as stationary
within the micelle during the time of activation-deactivation, and
a Poisson distribution of the quencher among the micelles is
assumed, the parameters Ai in eq 2 take the simple forms

where kq is the quenching rate constant, F(0) the decay intensity
signal at time zero, and 〈n〉 the average number of quencher
molecules per micelle. Since the quencher concentration, [Q], is
known, the average aggregation number, N, can be calculated by

Figure 1sCloud point, CP, as a function of the concentration of ibuprofen,
[IbuNa], for different polymer concentrations; 2 0.1% and 9 0.5%. Filled
symbols are EHEC and open symbols are HPMC.

[ibu]tot ) [ibu]eq + cpy (1)

F(t) ) A1 exp[-A2t + A3{exp(-A4t) - 1}] (2)

A1 ) F(0) (2.1)

A2 ) 1/τ0 (2.2)

A3 ) 〈n〉 (2.3)

A4 ) kq (2.4)
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putting

where [ibu]tot - cmc represents the molar concentration of ibu-
profen monomers constituting the aggregates, taken that all
ibuprofen exceeding cmc are incorporated in micelles. In SSFQ
the micellar concentration in the solution, denoted [micelles], is
obtained from the relationship30

where I° and I are the steady-state luminescence in absence and
presence of quencher, respectively. The mean aggregation number
is then simply calculated by putting

SSFQ works well if there is no migration between probe and
quencher and if the quenching is efficient. This is the case if an
efficient probe-quencher pair is employed that distributes quan-
titatively to the micelles, and if the aggregation numbers to be
determined are small, e120.31 TRFQ showed no sign of migration
between probe and quencher for any of the solutions investigated,
as the semilogarithmic decay curves with and without added
quencher at longer times were parallel, that is, equations 2:1-4
are valid. The quenching rate constant was in all cases larger than
3 × 107 s-1. The use of TRFQ thus monitors the presence of
micelle-shaped clusters, or aggregates of finite sizes, which can
be considered as zero-dimensional entities as monitored by
fluorescence quenching. Since the concentration of micelles in the
solutions is highsup to 10 mMscompared to the highest quencher
concentration that can be used practically, which is e5 × 10-4 M,
the effect of added quencher is quite small. Therefore the aggrega-
tion numbers presented here were finally determined by SSFQ
since fitting a quenched decay time curve by global analysis only
with very low 〈n〉 available gives a higher error than using steady-
state luminescence, which has a very high signal-to-noise ratio.

Results and Discussion
A characteristic feature of nonionic cellulose ether/water

systems is the existence of reversible phase separation
including a lower critical solubility temperature, LCST,
also denoted cloud point, CP, above which the solution
becomes “cloudy”. At the CP the polymer precipitates out
of solution as a consequence of equal chemical potentials
between two phases, one richer in polymer, of solute and
solvent, respectively.32 Thus CP provides a simple and
powerful tool for qualitative characterization of the polymer
thermodynamics in systems with LCST behavior and their
interactions with low molecular amphiphiles. A more
hydrophobic cellulose ether will have a lower CP than a
more hydrophilic one. The EHEC fraction CST-103 in this
study is more hydrophobic than the HPMC fraction as can
be seen in Figure 1, where CP is plotted as a function of
the ibuprofen concentration. The CP values for the binary
0.1% EHEC/water and 0.1% HPMC/water systems are 29
and 45 °C, respectively. When ibuprofen is added, the
systems diverge even more. The CP of HPMC increases
with increasing ibuprofen concentration, slowly at first, and
with an increasing positive derivative in the ibuprofen
concentration range 150-200 mM. The EHEC fraction on
the other hand has an unaffected CP up to 80 mM
ibuprofen and then passes through a minimum at 150 mM
whereafter CP increases steeply. Both polymers thus
interact with ibuprofen which at higher drug concentra-
tions markedly increases the solubility of the polymers. The
reason for this is the formation of a micellar ibuprofen
phase into which the polymers solubilize their hydrophobic
parts. Similar CP curves have been reported for these
cellulose ethers in the presence of sodium dodecyl sulfate,
SDS.20,33 From these CP data a rough estimate of cmc of

ibuprofen in the presence of the polymer fractions can be
made; its value is found to be about 150-200 mM for both
EHEC and HPMC. The minimum in CP observed for the
EHEC/ibuprofen system is most likely a salting-out effect
due to a combination of a quite hydrophobic polymer and
the considerable ionic strength from >100 mM of the
sodium salt of ibuprofen, resulting in conformational
changes of the polymer. The salting-out effect is further
illustrated by the addition of NaCl (not shown in figure)
which lowers CP over the whole drug concentration span
for both polymers. An interesting effect is the difference
in derivatives of the CP curves between the polymer
concentrations, at higher drug concentrations. For both
polymers, the derivative is higher at 0.1% polymer than
at 0.5% polymer. This is a composition-dependent effect as
it takes more ibuprofen to increase CP by one degree by
solubilization, if more polymer is present in the solution.

Capillary viscometry is another experimentally simple
but very powerful method to explore semidilute polymer
systems since aggregation phenomena most often affect the
hydrodynamic flow properties, especially in polymer-
amphiphile systems.5 The EHEC/SDS/water system, for
example, shows a maximum in the reduced viscosity close
to the onset of polymer-surfactant interaction with respect
to the surfactant concentration, for certain compositions,
due to network formation.6 The reduced viscosity for the
EHEC/ibuprofen/water system is shown in Figure 2. The
system HPMC/ibuprofen/water follows the same trends
although the effects with this more hydrophilic polymer
are smaller. Not shown in the figure but important to note
is that the relative viscosity of the binary ibuprofen/water
system is close to 1 for the whole concentration range
investigated. The formation of pure ibuprofen micelles, as
expected, was thus not measurable by capillary viscometry.
No data are shown between approximately 100 and 200
mM ibuprofen because of the phase separation, cf. Figure
1. For the polymer concentrations shown in Figure 2, the
reduced viscosity increases at higher drug concentrations
above cmc. This evidence for EHEC-ibuprofen interaction
is most likely an effect of the extension in space of the
polymer chains, i.e., an increase in hydrodynamic volume,
as these solubilize into ibuprofen micelles. For the lowest
EHEC concentration, 0.1%, there is a decrease in the
reduced viscosity prior to the cmc, which is coupled to the
salting-out effect as discussed above. The polymer shrinks
in this region of composition, with a notable effect on the
reduced viscosity since the polymer concentration is here
below the critical overlap concentration, c*. c* is the onset
of polymer coil-coil entanglement with respect to the
polymer concentration. A similar effect, also due to in-

N ) 〈n〉([ibu]tot - cmc)/[Q] (3)

ln(I°/I) ) [Q]/[micelles] (4)

N ) ([ibu]tot - cmc)/[micelles] (5)

Figure 2sThe reduced viscosity, ηsp/c, for the EHEC/ibuprofen-system as a
function of the ibuprofen concentration, [IbuNa], for 2 0.1%, b 0.2% and 9
0.5% EHEC at 20 °C.

Journal of Pharmaceutical Sciences / 1177
Vol. 88, No. 11, November 1999



tramolecular aggregation with respect to EHEC, but most
likely not by salting-out, has been reported for the 0.1%
EHEC/SDS/water system.6 The absolute values in reduced
viscosity, e2000 mL/g for 0.5% EHEC, are low compared
to that of the maximum detected for the EHEC/SDS/water
system, about 3800 mL/g for 0.3% EHEC,6 indicating a
more flexible network with weaker intermolecular tie
points for the present system under study. Only 5 mM of
SDS is present at the maximum in reduced viscosity in the
EHEC/SDS system, which suggest that the surfactant act
as “connector” between hydrophobic sites on the polymer
chains. In the case of ibuprofen, more than 200 mM is
present at the higher values in reduced viscosity. Further-
more, the values of reduced viscosity for the EHEC/SDS
system drop well below 1000 mL/g at higher SDS concen-
trations, whereas there is an increase in the reduced
viscosity for the EHEC/ibuprofen system instead, above
1000 mL/g. One interpretation is that SDS molecules at
higher amphiphile concentrations more effectively “dress”
the hydrophobic parts of EHEC and hereby the intermo-
lecular ties between the EHEC chains diminish, as com-
pared to ibuprofen which has a lower surface activity and
also is a sterically more hindered molecule with its
aromatic ring.

The adsorption of ibuprofen to the two polymer fractions
was determined by equilibrium dialysis according to the
principle employed for the SDS/cellulose ether/water sys-
tems previously studied.6,18-20,22,33 The adsorption isotherm
expressed as the number of millimoles of ibuprofen bound
per gram of EHEC, y, as a function of the ibuprofen
concentration, is shown in Figure 3. Significant amounts
of ibuprofen bind to EHEC at [IbuNa] g 150 mM. There is
a positive second derivative in the adsorption isotherm up
to about 180 mM ibuprofen, and then there follows a steep
cooperative binding to y ) 3 at an ibuprofen concentration
of just above 200 mM. After this, y levels off on a plateau
and then decreases again after 350 mM ibuprofen. The
adsorption isotherm of HPMC is similar to that of EHEC
up to y ) 1.5 and then decreases. At the maximum in y,
about 15% at most of the total amount of ibuprofen is
EHEC-bound (cpy ) 30, cf., eq 1). This is to be compared
with the adsorption of SDS onto 1% EHEC which reaches
a maximum of y ) 3 when about 75% of the total amount
of SDS present in the solution is adsorbed (unpublished
results). There is a major difference between a polymer-
surfactant system such as EHEC/SDS and the EHEC/
ibuprofen system. The former usually shows an onset of
surfactant-polymer aggregation with respect to the sur-
factant concentration (usually denoted cac, critical ag-

gregation concentration) well below the cmc for the corre-
sponding binary surfactant/water system.5 The maximum
in adsorption is here typically reached before any ordinary
micelles are formed in the solution. The EHEC/ibuprofen
system, on the other hand, reaches the maximum in y at
concentrations exceeding the ordinary cmc. This suggests
a weaker mechanism of binding in the latter system, in
accordance with the argument that the value of cac is a
measure of the thermodynamic strength of polymer-
amphiphile adsorption, cac being lower for a stronger
binding.5 In short terms, SDS forms micelles onto EHEC
polymer chains below the cmc of SDS, whereas ibuprofen
first forms micelles into which EHEC distributes. There
is, however, significant adsorption of ibuprofen onto EHEC
from about 150 mM before free “ordinary” micelles of
ibuprofen start to form in the solution, with a cooperative
binding as a result. A small significant binding of ibuprofen
onto EHEC is also observed below 100 mM ibuprofen. This
suggests that premicellar ibuprofen clusters form on the
EHEC chains, and the result is consistent with the
fluorescence data discussed below. After the maximum,
dialysis adsorption isotherms generally show a decrease
in y, as is the case also for the EHEC/SDS/water system.20

The reason for this cannot be fully explained, but the
membrane dialysis system tends to equilibrate by increas-
ing the concentration of amphiphile on the side of the
dialysis membrane having no polymer, as soon as free
micelles are present in the solution. Thus, although it is
unclear whether the entire decrease in y is a true redis-
tribution from bound to free micelles, the dialysis experi-
ments in this higher concentration region monitor a change
in interaction between ibuprofen and the cellulose etherss
stronger for EHEC than for HPMC in accord with the
higher hydrophobicity of the former.

Fluorescence probe techniques have been utilized in this
study to give information on micellar sizes and character-
istics. The fine vibrational emission spectrum of pyrene is
sensitive to the polarity of the immediate surroundings of
the probe,23 see the Experimental Section. The micropo-
larity index I1/I3 is presented as a function of the ibuprofen
concentration in Figure 4. The binary ibuprofen/water
system gives values of I1/I3 ≈ 1.8 for low drug concentra-
tions, indicating a polar probe environment close to that
of water. At intermediate ibuprofen concentrations there
is a steep drop in I1/I3 down to ≈1.0 to 1.1 which indicates
formation of micelles. These values are comparable to those
of pyrene dissolved in most common surfactant micelles.23

The cmc, as taken at the inflection point of the sigmoidal
drop of the curve, is about 180 mM. In the presence of 1%

Figure 3sEquilibrium dialysis data for [ 1.0% EHEC, and 1.0% ] HPMC
at 20 °C. y, mmoles of iboprofen bound per gram polymer as a function of
the total concentration of ibuprofen, [IbuNa]tot.

Figure 4sThe micropolarity index, I1/I3, of pyrene in: × water solutions of
ibuprofen, [ the ibuprofen/1.0% EHEC/water system, and ] the ibuprofen/
1.0% HPMC/water system, as functions of the ibuprofen concentration, [IbuNa],
at 20 °C.
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polymer, the general trend with a drop in I1/I3 at cmc
remains, but the absolute values are now lower. The HPMC
sample gives I1/I3 ≈ 1.5 at 25 mM ibuprofen and levels off
at 0.9 at the higher drug concentrations. Hence, 1% HPMC
mediates a more hydrophobic environment for the en-
semble of pyrene molecules throughout the composition
interval (25-500 mM ibuprofen). There is, for this curve,
a significant decrease in I1/I3 in the ibuprofen concentration
range 25-100 mM which can be interpreted as adsorption
of ibuprofen onto HPMC in this composition interval. The
more hydrophobic sample EHEC, fraction CST-103, gives
even lower values of I1/I3 at ibuprofen concentrations below
cmc than that of HPMC, suggesting that EHEC forms more
polymer-dense mixed clusters with less water penetration.
Pyrene thus monitors a complex interaction pattern of
ibuprofen with both polymer samples starting at low
ibuprofen concentrations in the range 25-50 mM.

The onset of polymer-ibuprofen interaction can also be
investigated by the fluorescent microviscosity probe P3P.
As further outlined in the Experimental Section, the
intramolecular monomer-to-excimer emission intensity
ratio, IM/IE, is a qualitative index of the microviscosity at
the site of solubilization of the ensemble of probe mol-
ecules.25 For a set of cellulose ethers of varying hydropho-
bicity, it was found that the onset of SDS-polymer
interaction with respect to the surfactant concentration,
here denoted c1, as monitored by an abrupt increase in IM/
IE, correlated with a similar abrupt decrease in I1/I3 for each
polymer sample, as monitored by pyrene.26 IM/IE is pre-
sented in Figure 5 as a function of the ibuprofen concentra-
tion in the absence as well as presence of polymer. The
binary system ibuprofen/water displays an increase in IM/
IE at cmc from about 0.2 to 1.5, an increase comparable in
magnitude to that of SDS (up to about IM/IE ) 1).8 The
reason for ibuprofen micelles being slightly more rigid than
SDS micelles as monitored by P3P, might have its origin
in the stiff aromatic ibuprofen molecule as compared to the
more flexible hydrocarbon tail of SDS. Furthermore, the
flat aromatic pyrene entities of P3P might associate to the
aromatic ring of ibuprofen, with a decrease in the degrees
of freedom for P3P. The ternary EHEC/ibuprofen/water and
HPMC/ibuprofen/water systems display qualities similar
to the corresponding polymer/SDS/water systems,26 includ-
ing a well-developed maximum in IM/IE right after c1 and
a lower plateau in IM/IE at higher amphiphile concentra-
tions. The maximum in microviscosity corresponds to, as
argued earlier,8 mixed micelles or clusters with a high
molar ratio polymer/ibuprofen which effectively hinders the
molecular motion and excimer formation of P3P. At higher
ibuprofen concentrations, the mixed micelles have a lower
molar ratio polymer/ibuprofensthe mixed micelles now
resemble free not polymer bound micellesswhich increases

the molecular mobility of P3P. Also, the fraction of micelles
not bound to the polymer at higher ibuprofen concentra-
tions is large, and much larger than in the EHEC/SDS
case,8 which tends to shift the value of IM/IE toward that
of ordinary free micelles. The numerical value of the
maximum of IM/IE for the 0.5% EHEC sample is about 10.
This is more than three times the maximum value in IM/IE
observed for the 0.5% HPMC sample, which is about 3.
Consequently, as monitored by P3P, EHEC forms more
rigid and dense mixed polymer-ibuprofen micelles than
HPMC, in the lower ibuprofen concentration regime. This
finding is in accord with the higher hydrophobicity of
EHEC, and correlates with the values of IM/IE for the
corresponding polymer/SDS/water systems.26 P3P, like
pyrene, monitors the onset of polymer-drug interaction to
be in the range 25-50 mM ibuprofen for both polymer
samples. Figure 5 also illustrates that a maximum in
microviscosity does not need to be coupled to a maximum
in bulk viscosity, cf., Figure 2. The former will definitely
affect the transport properties of drug molecules in solu-
tion, but might pass undetected by only using conventional
rheological methods.

The average aggregation numbers of ibuprofen micelless
the average number of ibuprofen molecules per micelles
were determined by a combination of static and time-
resolved fluorescence quenching as described in the
Experimental Section. In the model calculation of the
aggregation numbers the cmc of ibuprofen is taken to be
180 mM throughout the calculation in accord with the data
shown above. This assumption is probably not totally
correct as there might be a redistribution of free ibuprofen
monomers into micelles above the cmc, but the calculation
still gives a good estimate of the micelle sizes and shows
the effect of the presence of polymer in the system. As can
be seen in Figure 6 where the average aggregation numbers
of all micelles present in the system, Nav, are plotted as a
function of the ibuprofen concentration, Nav for the binary
system ibuprofen/water remains about 40 in the concentra-
tion range investigated. This is in accord with the start-
stop process signifying micellization including a certain
micelle size distribution for a certain solute, solvent,
temperature, and ionic strength.5 The ibuprofen micelles
are comparable in size with many surfactant micelles, e.g.,
SDS, which have aggregation numbers in the range 60-
70 as monitored by the same technique.5 Turning next to
the ternary 1% cellulose ether/ibuprofen/water systems, no
aggregation numbers could be determined at 100 mM
ibuprofen since not enough quencher could be solubilized
in the clusters for accurate determinations. At 200 mM and
300 mM ibuprofen, the total micelle concentrations are
significantly higher if 1% HPMC is present in the solutions
as compared to the polymer-free case, cf., Table 1. This is

Figure 5sThe microviscosity inex IM/IE of P3P as a function of the ibuprofen
concentration, [IbuNa], at 20 °C. × no polymer present; 2 0.1% EHEC; 9
0.5% EHEC; 4 0.1% HPMC, 0 0.5% HPMC.

Figure 6sAverage aggregation numbers of the total ensemble of ibuprofen
micelles formed in solution, Nav, as a function of the ibuprofen concentration,
[IbuNa], at 20 °C. × no polymer present; [ 1.0% EHEC; ] 1.0% HPMC.
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an indication of polymer-bound micelles which alter the
micellar concentrations. The effect is smaller average
aggregation numbers including both polymer-bound and
free micelles, Nav, as presented in Figure 6. At 400 mM
and 500 mM ibuprofen, the effect of HPMC on Nav dimin-
ish, suggesting the total ensemble of micelles at these high
drug concentrations to be similar to the binary ibuprofen/
water system, in accord with the P3P data of Figure 5. The
more hydrophobic polymer sample EHEC CST-103 affects
the micellar concentrations and hence Nav to an even larger
degree, which seems correct as EHEC binds more ibuprofen
(ymax ) 3) than HPMC does (ymax ) 1.5) as shown by the
dialysis experiments. At higher ibuprofen concentrations,
Nav for the EHEC/ibuprofen system also strives toward that
of the binary system. The aggregation numbers of polymer-
bound micelles are hence smaller than free micelles, an
observation in line with the corresponding cellulose ether/
SDS systems.7,22 An illustrative example of this is the 300
mM ibuprofen/1% EHEC solution. The EHEC-bound ibu-
profen concentration is, with y ) 3 from Figure 3, 30 mM.
This gives, with the cmc ) 180 mM, 90 mM of ibuprofen
incorporated into free micelles. With a total micelle con-
centration from Table 1 of 4.70 mM and Nav ) 40 for free
micelles, the average aggregation number of polymer-
bound micelles becomes 12.

Conclusion
The aggregation behavior of ibuprofen in aqueous solu-

tion, with and without addition of interacting polymer, can
be well-characterized by a combination of phase equilibri-
um data, adsorption isotherms, rheology measurements,
and fluorescence probe investigations. It is shown that cmc
of ibuprofen in pure water is 180 mM, and that above cmc,
micelles are formed which resemble ordinary surfactant
micelles, as monitored by fluorescence quenching and
microviscosity measurements. In the presence of a cellulose
ether, adsorption to the polymer occurs below cmc, but the
strong cooperative part of the adsorption coincides with the
normal cmc, in contrary to the normally accepted model
for polymer-surfactant interaction.5 The more complex
interaction pattern of the ibuprofen-cellulose ether system
might be mediated by the ionic strength which varies
considerably in the investigated ibuprofen concentration
interval (0-500 mM) and thus changes the system with
changed drug concentration. The present study was un-
dertaken to provide a background for transport studies in
drug-polymer systems. Obviously the results obtained
indicate that since, for instance, aggregation numbers and
microfluidity of the mixed polymer-drug micelles can vary
considerably as a function of composition these facts must
be taken into account in order to correctly describe the
irreversible process of mass transport in drug release from
such systems.
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tion Principles of Some Technically Important Water Soluble
Nonionic Cellulose Derivatives. Part II: Surface Tension and
Interaction With a Surfactant. Carbohydr. Polym. 1996, 29,
119.

5. Interactions of Surfactants with Polymers and Proteins;
Goddard, E. D., Ananthapadmanabhan, K. P., Eds.; CRC
Press: Boca Raton, 1993.

6. Holmberg, C.; Nilsson, S.; Singh, S. K.; Sundelöf, L.-O.
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31. Almgren, M.; Löfroth, J.-E. Determination of Micelle Ag-
gregation Numbers and Micelle Fluidities from Time-
Resolved Fluorescence Quenching Studies. J. Colloid Inter-
face Sci. 1981, 81, 486.

32. Flory, P. J. Principles of Polymer Chemistry; Cornell Uni-
versity Press: Ithaca, 1953.

33. Nilsson, S. Interactions between water soluble cellulose
derivatives and surfactants. Part 1: The HPMC-SDS-water
system. Macromolecules 1995, 28, 7837.

Acknowledgments
This work has been financially supported by the Swedish

Natural Science Research Council and the Swedish Council for
the Engineering Sciences.

JS990092U

Journal of Pharmaceutical Sciences / 1181
Vol. 88, No. 11, November 1999



Solubility Parameters as Predictors of Miscibility in Solid Dispersions

DAVID J. GREENHALGH,† ADRIAN C. WILLIAMS,*,† PETER TIMMINS,‡ AND PETER YORK†

Contribution from Drug Delivery Group, Postgraduate Studies in Pharmaceutical Technology, the School of Pharmacy,
University of Bradford, BD7 1DP, U.K., and Bristol-Myers Squibb, Pharmaceutical Research Institute, Moreton,
Merseyside, L46 1QW, U.K..

Received March 18, 1999. Accepted for publication July 30, 1999.

Abstract 0 This paper reports interactions and possible incompat-
ibilities in solid dispersions of hydrophobic drugs with hydrophilic
carriers, with solubility parameters employed as a means of interpreting
results. Systems containing ibuprofen (IB) and xylitol (XYL) in varying
proportions and systems of IB with other sugars and a sugar polymer
were produced using solvent evaporation and fusion methods.
Additionally, bridging agents were employed with IB/XYL systems to
facilitate the production of a solid dispersion. Results show that IB
formed no interactions with any of the sugar carriers but interacted
with all the bridging agents studied. The bridging agents were
immiscible with XYL in the liquid state. Results of other reported drug/
carrier systems and those from the systems studied in this paper
were interpreted using Hildebrand solubility parameters. A trend
between differences in drug/carrier solubility parameters and im-
miscibility was identified with incompatibilities evidence when large
solubility parameter differences exist between drug and carrier. It was
concluded that Hildebrand parameters give an indication of possible
incompatibilities between drugs and carriers in solid dispersions, but
that the use of partial solubility parameters may provide a more
accurate prediction of interactions in and between materials and could
provide more accurate indications of potential incompatibilities.

Introduction

Solid dispersions have been employed to enhance the
dissolution rates of poorly water-soluble drugs, including
ethenzamide,1 nifedipine,2,3 furosemide,4 griseofulvin,5,6

and tolbutamide.6,7 However, although some amorphous
dispersions are currently marketed, few solid dispersions
have been developed into commercial products, due to
various limitations of these systems, including physical
instabilities on storage8,9 and problems of drug/carrier
immiscibility.10,11 If the drug and the carrier are incompat-
ible, dispersion of the drug into the carrier can be prob-
lematic, with irregular crystallization, uniformity problems,
and possibly little improvement in drug dissolution rate.
With a hydrophobic drug the carrier must be hydrophilic
to facilitate fast dissolution of the therapeutic agent into
the aqueous medium of the gastrointestinal tract. In this
paper solid dispersions of ibuprofen (IB) with various
sugars and polymer carriers were investigated. Results
were interpreted in terms of solubility parameters, an
approach which was extended to literature reports of
similar systems in order to probe the applicability of this
method for predicting drug/carrier compatibility.

Cohesive energy represents the total attractive forces
within a condensed state material and can be defined as

the quantity of energy needed to separate the atoms/
molecules of a solid or liquid to a distance where the atoms
or molecules possess no potential energy, i.e., no interac-
tions occur between atoms or molecules. Further, cohesive
energy density (CED) is the cohesive energy per unit
volume. The CED for a material can be used to predict its
solubility in other materials; if two components have
similar values, they are likely to be soluble in each other,
since interactions in one component will be similar to those
in the other component. Thus, the overall energy needed
to facilitate mixing of the constituents will be small, as the
energy required to break the interactions within the
components will be equally compensated for by the energy
released due to interactions between unlike molecules. In
addition, CED values can be transformed into Hildebrand
solubility parameters (δ), defined as the square root of the
CED,

where ∆Ev is the energy of vaporization and Vm the molar
volume.

Solubility parameters are widely used to describe the
cohesive forces within materials and have been used to
describe many physical properties of a material and predict
interactions between materials.12-14 The use of solubility
parameters to predict solubility/miscibility is attractive and
can be applied to low molecular weight materials and
polymers. Solubility parameters can be evaluated by
solubility studies of test materials in solvents of known
solubility parameter, from refractive index values by using
inverse gas chromatography, from heat of vaporization data
(not suitable for many polymers), or by calculation using
group contribution methods. The group contribution method
was used in this paper to calculate Hildebrand solubility
parameters, since these data compare well with values
obtained by other methods. For example, sulfisomidine has
a solubility parameter of 25.7 MPa1/2 calculated using
Fedors group contribution method and a value of 25.9
MPa1/2 by the peak solubility method.15 Caffeine (anhy-
drous) gives a solubility parameter of 28.0 MPa1/2 using
the group contribution method,16 28.3 MPa1/2 by the peak
solubility method,17 and 29.9 MPa1/2 by dissolution calori-
metric measurements.18

Calculation of the molar vaporization energy of a mate-
rial (and ultimately its Hildebrand parameter) using the
group contribution method involves the summation of
molar vaporization enthalpies of structural fragments in
the material. The molecular volume of the material is
derived from its density and molecular weight (molecular
weight/density) or it can be calculated using the volume of
the molecular fragment present in the material in an
additive fashion similar to the calculation of vaporization
energy. This enables the solubility parameter to be calcu-
lated using eq 1. An example of the calculation of solubility
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parameters using the group contribution method is shown
in Figure 1.

A short review of solid dispersion systems reported in
the literature has been included in this paper and the
Hildebrand solubility parameter has been calculated for
the materials used. The aim was to report any incompat-
ibilities between components in the solid dispersions and
to use solubility parameters of the drug and carrier as a
possible explanation, and subsequently as a predictor, for
the incompatibilities. Hildebrand solubility parameters
were also calculated for the materials used in this paper.

Experimental Section
MaterialssThe following materials were used as supplied:

Ibuprofen (IB) (APS-Berk Pharmaceuticals, Eastbourne, U.K.),
xylitol (XYL), sucrose, xylose, maltose, mannose, sorbitol, dextran
6, 40, 110 (Sigma-Aldrich Co. Ltd., Poole, U.K.), methanol HPLC
grade (BDH Laboratory Supplies, Poole, U.K.), poloxamer 188
(Lutrol F68) (BASF plc, Cheadle Hume, U.K.), polysorbate 20, 40,
60, 80, and polyoxyethylene 40 stearate (Croda Oleochemicals,
Hull, U.K.).

Preparation of Ibuprofen-Xylitol DispersionssFusion
MethodsIB (mp 75 °C) and XYL (mp 93 °C) were mixed at 1:1,
1:3, and 3:1 w/w to give batches of 5 g before heating to 130 °C for
1 h followed by immersion in liquid nitrogen (-196 °C) for 5 min.
After solidification, samples were stored at room temperature in
desiccators over P2O5 for 24 h before grinding and analysis by
differential scanning calorimetry (DSC) and X-ray powder diffrac-
tion (XRPD).

Solvent EvaporationsFive gram batches of IB:XYL (1:1, 1:3, 3:1,
and 1:9 w/w) were dissolved in the minimum volume of methanol
at 40 °C. The solvent was removed under vacuum (850 mbar) using
a rotary evaporator at 50 °C and 100 rpm. Samples were dried
for 24 h under vacuum in a desiccator containing P2O5. The
coevaporates formed were powders which were used without
processing.

Ibuprofen-Xylitol Solubility/Miscibility StudiessVarious
compositions of finely ground IB and XYL (0.1-16% w/w) to give
batches of 5 g were mixed in glass beakers. The mixtures were
heated to 90 °C for 30 min and were stirred every 2-3 min. Visual
inspections of the mixtures were made before the samples were
heated to 120 °C for 30 min, again being stirred every 2-3 min.
Further observations of the number of phases were made.

Miscibility Studies of Ibuprofen with other SugarssFive
gram samples of IB were heated in glass beakers to 130 °C.
Sucrose (mp 190 °C), xylose (mp 158 °C), maltose (mp 128 °C),
mannose (mp 135 °C), and sorbitol (mp 99 °C) were individually
mixed with molten IB samples at a level of 1% w/w. The mixtures
were stirred every 5 min and were maintained at 130 °C for 1 h.
Five gram samples of maltose, sorbitol, and mannose were heated
to 140 °C, whereupon 1% w/w IB was added to each sugar melt;

the three mixtures were stirred every 5 min and were maintained
at 140 °C for 1 h. This was not carried out with sucrose (mp 190
°C) and xylose (mp 158 °C) due to their high melting point and
the rapid vaporization of IB above 150 °C, as confirmed by
thermogravimetric analysis where a 12.1% weight loss in a sample
of IB was noted between 150 °C and 200 °C (heating rate 10 °C/
min). Samples were inspected for the presence of phase separation.

Preparation of Ibuprofen-Sugar CoevaporatessA 0.4 g
sample of each individual sugar (sucrose, maltose, sorbitol) was
dissolved in methanol at 65 °C, whereupon IB (1.6 g) was added
and dissolved into the sugar solutions (1:4 w/w, sugar:drug).
Solvent was removed on a rotary evaporator at 40 °C under
vacuum. The coevaporates formed were transferred to a vacuum
oven and evacuated to 850 mbar at room temperature overnight.
The dried powders were used as produced. Coevaporates were
stored in sealed vials at -18 °C for 24 h before characterization
by DSC and XRPD.

Preparation of Ibuprofen-Dextran 40 DispersionsIB (4.5
g, 90% w/w) and dextran 40 (0.5 g, 10% w/w) were dissolved in
the minimum amount of a cosolvent mixture of ethanol:water (1:1
w/w) at 60 °C. The cosolvents were removed by rotary evaporation
under vacuum at 50 °C. Samples were dried overnight in a vacuum
oven evacuated to 850 mbar at room temperature. Samples were
ground to a powder before characterization by DSC and XRPD.

Miscibility Study of Ibuprofen and Dextran 40sIB (5 g)
was heated to 120 °C and 1% w/w dextran 40 was added; the melt
was maintained at 120 °C for 1 h and was stirred every 5 min.
Visual inspection of the melt was made to note if the dextran
particles dissolved in the molten IB.

Preparation of Ibuprofen-Xylitol Dispersions incorpo-
rating Lutrol F68sSamples of IB:XYL:Lutrol F68 (1:8:1, 1:8.9:
0.1, 0.5:9.4:0.1, and 0.5:9.45:0.05) were prepared to give batches
of 5 g. The mixtures were heated to 110 °C for 30 min with stirring
every 2-3 min before being allowed to cool to room temperature.
All three components were molten at 110 °C (Lutrol F68, mp 55
°C). Samples of the melts were withdrawn using a heated Pasteur
pipet (110 °C) and placed on a heated glass slide (110 °C) to be
viewed under a microscope during cooling.

Miscibility Studies of Lutrol F68 with Ibuprofen and
XylitolsIB (2 g) was heated to 80 °C and XYL (2 g) to 110 °C in
glass beakers, whereupon 25% w/w Lutrol F68 was mixed into the
melts. Samples were stirred every 10 min and were maintained
at their respective temperatures for 2 h before being allowed to
cool to room temperature. The experiments were repeated using
10%, 5%, 2%, and 1% w/w Lutrol F68. Visual inspection of all the
mixtures was undertaken when the samples were molten.

Miscibility Studies of Other Potential Bridging Agents
with Ibuprofen and XylitolsIB at 80 °C and XYL at 110 °C
were individually mixed with other potential bridging agents, i.e.,
polysorbate 20, 40, 60, 80 and polyoxyethylene 40 stearate at 2%
and 98% w/w to give batches of 4 g. Each mixture was heated in
glass beakers to make visual assessment of the melts easier.
Mixtures were maintained at their respective temperatures for 1
h with stirring every 5 min before being allowed to cool to room
temperature. Visual inspection of all the mixtures was undertaken
when samples were molten.

Preliminary Studies of the Interaction between Lutrol
F68 and IbuprofensVarious proportions of Lutrol F68 and IB
(0-100% w/w) were mixed to give samples which had a total
weight of 5 g. Each composition was heated to 90 °C for 30 min
with vigorous stirring every 2-3 min before crash-cooling in liquid
nitrogen. After cooling, samples were immediately transferred to
a desiccator and stored over P2O5 for 24 h before characterization.
The samples were left intact until analysis but were then ground
with a mortar and pestle. All samples were characterized by DSC
and XRPD. A 1:3 w/w IB:Lutrol F68 physical mix was also
prepared and characterized by DSC and XRPD.

Characterization of Materials and DispersionssVisual
InspectionsMolten samples were viewed to assess phase separa-
tion. If components are immiscible, distinct boundaries between
the constituents are expected, i.e., two liquid layers or possibly
globules of one component in the continuous phase of the second
component.

Thermal AnalysissSamples and starting materials were ana-
lyzed using a Perkin-Elmer Series 7 differential scanning calo-
rimeter. Aluminum pierced and crimped pans were used in all
analyses. Melting points, heat of fusion, and glass transition
temperatures (Tg) quoted are the mean of three determinations,

Figure 1sCalculation of the Hildebrand solubility parameter for ibuprofen.
ZU ) molar cohesive energy. ZV ) molar volume. All group contributions to
the molar vaporization energy and molar volume were obtained from Fedors.19

Values apply at 25 °C.
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unless otherwise stated. Temperature ranges and scan rates for
each experiment are given with the results.

X-ray Powder AnalysissSamples were powdered in a mortar
and pestle before X-ray analysis. X-ray patterns were obtained
using a Siemens D5000 diffractometer (Stuttgart, Germany).
Samples were scanned from 2° to 72° 2θ (sampling interval of
0.05°) at 1°/min using Ni-filtered Cu KR radiation. Operating
voltage and current were 40 kV and 30 mA, respectively. Diffrac-
tograms of the individual starting materials and solid dispersions
were recorded.

Uniformity StudysA Philips PU 8740 UV/VIS Scanning spec-
trophotometer was used to analyze IB distribution within the 1:9
IB:XYL coevaporate. A calibration curve was constructed using
six standard solutions of ibuprofen in methanol (range 2.0-30 µg/
mL) analyzed at the λmax of 221 nm. A rectilinear relationship
between absorbance and ibuprofen concentration was obtained
between 0.08 and 1.0 absorbance (correlation coefficient of 0.9983).
XYL and methanol show no interference over the range 90-300
nm. Ten random samples (50 mg) of the unprocessed coevaporate
were dissolved, filtered (0.2 µm membrane filter), and diluted with
methanol to give a theoretical IB concentration in the range 0-30
µg/mL. Absorbance values for each sample at λmax were converted
to IB concentration and to IB concentration per gram of coevapo-
rate using the respective weights of each random sample. The
standard deviation and coefficient of variation of the IB content
of the samples were used as a measure of homogeneity in the
coevaporate.

Solubility Parameters and Review of LiteraturesHilde-
brand parameters were calculated using the molar vaporization
energies and molar volume values obtained by Fedors,19 unless
otherwise stated. These values are regarded as being less accurate
estimations of cohesive energy20 but are useful due to the great
number of groups considered compared with other data sets. This
is important as many drug molecules have complex structures.

The criterion for inclusion of solid dispersion systems in the
review was the presentation of phase diagrams in the report of
the systems. It was also important that the analysis of the phase
diagram was by more than DSC alone, such as thermomicroscopy
or capillary tube melting, so that immiscibility in the liquid state
could be reported; this would not be detected by DSC analysis.
Three systems were reported which did not include a phase
diagram, but they were included primarily due to the evidence of
liquid/liquid immiscibility by visual inspection. In these cases it
was not the degree of immiscibility in the liquid state which was
important but the fact that immiscibility had been identified. All
the solid dispersion systems reviewed were classified into arbitrary
compatibility categories based on their phase diagrams. The
categories were from A (highest compatibility) to E (lowest
compatibility).

Results and Discussion

Ibuprofen-Xylitol SystemssVisual AnalysissVisual
inspection of all compositions of the IB:XYL fusion samples
and samples from the solubility/miscibility study showed
two distinct phases in the molten state. In the solubility/
miscibility study, the mixtures at 90 °C showed particles
of XYL undissolved in the IB melts at all compositions.
Results indicate that the solubility of XYL in molten IB is
below 0.1% w/w up to 120 °C.

DSC StudiessDSC scans (25-120 °C at 20 °C/min) of
the resolidified IB:XYL fusion samples and coevaporates
in Figure 2 show melting endotherms of IB (mp 75-78 °C)
and XYL (mp 96-97 °C), in all compositions studied (1:1,
3:1, and 3:1 w/w). No evidence for interactions between
drug and carrier is given by the DSC data, supporting the
visual inspection of the melts that the drug and carrier are
immiscible. The heat of fusion, corrected for dilution within
the sample (∆Hf corr) and melting onset temperature of IB
used in the study and those of IB in the fusion and
coevaporate samples are in Table 1.

The onset of melting temperatures (Table 1) is es-
sentially unchanged for IB in the fusion and coevaporate
samples with xylitol, as compared with the starting mate-

rial, again indicating little or no interaction between the
drug and carrier. The melting endotherm of XYL in all
dispersions with IB remained unchanged in terms of onset
and peak melting temperatures compared with XYL alone.
The similarity in melting points of the two components
after fusion and coevaporation with the data for the
starting materials indicates that no major degradation of
the components occurred during the preparation procedure.
This is also the case with all other systems examined in
this work. The variability in ∆Hf corr (large standard devia-
tion) shown in both coevaporate and fusion samples for IB
is attributed to heterogeneity in the samples arising from
the immiscibility.

X-ray Powder AnalysissXRPD diffractograms of fusion
and coevaporate samples show both drug and carrier to be
present in crystalline form. Peaks characteristic of IB and
XYL are shown in all compositions and dispersion types.
No shifts in peak positions for IB and XYL were noted, and
no new peaks were observed. XRPD analysis of the
resolidified fusion and coevaporate samples indicates two
separate phases with no change in the crystal structures
of IB and XYL. X-ray analysis gave no evidence of any
interaction between the two components. Figure 3 shows
diffractograms of IB, XYL, and two samples taken from
the 1:3 IB:XYL coevaporate; one coevaporate sample shows
peaks characteristic of XYL but none of IB, while the
second sample from the same coevaporate shows the
reverse. The results illustrate that IB and XYL do not

Figure 2sDSC data for xylitol alone (A), ibuprofen alone (B), 1:1 w/w IB:
XYL fused sample (C), and 1:1 w/w IB:XYL coevaporate (D).

Table 1sMelting Point and Heat of Fusion of Ibuprofen in Various
Solid Dispersionsa

sample
onset of

melting (°C)
melting

peak (°C)
∆Hf corr

(kJ/mol)

ibuprofen 73.7 ± 0.1 75.4 ± 0.1 25.8 ± 0.2
1:1 w/w IB:XYL fusion sample 73.7 ± 0.7 78.3 ± 0.2 17.0 ± 10.0
1:3 w/w IB:XYL fusion sample 73.4 ± 0.3 76.3 ± 0.6 13.0 ± 8.0
3:1 w/w IB:XYL fusion sample 73.6 ± 0.4 79.0 ± 2.0 14.0 ± 8.0
1:1 w/w IB:XYL coevaporate 73.9 ± 0.9 77.2 ±0.5 27.0 ± 21
1:3 w/w IB:XYL coevaporate 76.0 ± 2.0 78.0 ± 2.0 33.0 ± 49
3:1 w/w IB:XYL coevaporate 74.0 ± 2.0 77.6 ± 0.8 29.5 ± 0.8
4:1 w/w IB:sucrose coevaporate 75.0 ± 2.0 80.0 ± 1.0 25.0 ± 1.0
4:1 w/w IB:maltose coevaporate 74.4 ± 0.7 78.0 ± 1.0 24.7 ± 0.1
4:1 w/w IB:sorbitol coevaporate 74.1 ± 0.4 79.6 ± 0.3 29.1 ± 0.8
9:1 w/w IB:dextran 40 coevaporate 69.7 ± 0.1 74.9 ± 0.2 19.5 ± 0.3

a ∆Hf corr ) ∆Hobs (heat of fusion of ibuprofen in sample)/theoretical % IB
in sample × 100. Note: The ∆Hf corr for ibuprofen in each sample should be
equivalent to the heat of fusion of the ibuprofen starting material, if ibuprofen
is unaffected by the presence of excipients and the drug is uniform within the
sample.
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cocrystallize in the solvent evaporation samples, suggesting
that neither drug nor carrier maintains the supersatura-
tion of the other in solution. This would lead to the two
components crystallizing out at different rates, creating
isolated domains of drug and sugar.

Uniformity Study of the 1:9 IB:XYL CoevaporatesThe
ibuprofen content, as determined by UV spectrophotometric
analysis of 10 random samples taken from the coevaporate,
gave a standard deviation of (41.9 mg/g, leading to a
coefficient of variation of 64%. This shows very poor
uniformity in the coevaporate at a scale of scrutiny of 50
mg (sample size). This provides further evidence of the
incompatibility between IB and XYL.

Miscibility Studies of Ibuprofen with Other
SugarssVisual Analysiss Inspection of molten IB indi-
vidually mixed with 1% w/w sucrose, xylose, and mannose
showed the presence of undissolved sugar particles in all
cases. Mixtures of maltose (1% w/w) with ibuprofen and
sorbitol (1% w/w) with IB showed globules of sugar in the
IB melts. Results show all sugars to have a solubility/
miscibility below 1% w/w with ibuprofen at 130 °C. Melts
of maltose, sorbitol, and mannose at 140 °C containing 1%
w/w IB again show two phases with globules of IB being
clearly visible.

Ibuprofen-Sugar CoevaporatessDSC Analysiss
Coevaporates of IB:sucrose, IB:maltose, IB:sorbitol (all 4:1
w/w) were scanned from -30 to 130°C at 20 °C/min. The
melting endotherm of IB was present in all three coevapo-
rates, and the peak temperature of IB in the coevaporate
remained unchanged in comparison to the starting material
(Table 1). This invariance suggests that there is no disrup-
tion of the IB crystal lattice or interaction between the drug
and carrier. Table 1 shows the ∆Hf corr of IB in the
coevaporates to be very different from that of IB starting
material. This was attributed to poor distribution of the
drug in the coevaporates and correlates with the visual
evidence that the sugars studied were immiscible with
ibuprofen. Figure 4 shows DSC data for the IB:sugar
coevaporates.

Many sugars are reported to form glasses.21-24 No glass
transition was noted over the temperature range from -30
to 130 °C for any of the sugar carriers in the coevaporates.
A sample of sorbitol (5 mg) was heated in the DSC to 130
°C and maintained at this temperature for 10 min, where-
upon it was cooled at 50 °C/min to -30 °C. The sample
was immediately reheated in the DSC to 130 °C at 20 °C/
min. A glass transition was observed at -2 °C with an
associated endotherm representing the enthalpy of relax-

ation. Timko and Lordi25 reported the Tg for sorbitol to be
-2 °C. Maltose has been reported to have a Tg at 95 °C24

and sucrose to have a Tg at 74 °C.26 It must be borne in
mind that glass transition temperatures can vary depend-
ing on the heating rate and with the water content of the
sample.

The melting endotherms of sorbitol and maltose were not
detected in the coevaporates by DSC analysis. The IB:
sucrose coevaporate was not heated past the melting point
of sucrose due to rapid vaporization of IB above 150 °C.
The lack of melting endotherm for the sugar carriers could
indicate that the sugars exist as amorphous glasses within
the coevaporates. Additionally, no glass transitions were
detected, probably due to the relatively low level of sugars
present in the coevaporates and resulting from sampling
heterogeneity due to segregation of the drug and carriers
in the solid dispersions. The absence of melting endotherms
for the sugar carriers is probably due to both poor homo-
geneity in the samples (carrier domains not sampled) and
amorphous deposition of the sugars.

X-ray Powder Diffraction StudiessThe X-ray diffracto-
grams shown in Figure 5 were taken 24 h after coevaporate
production. All three coevaporates produced diffraction
patterns which are almost identical to each other and
almost identical to that of ibuprofen starting material. The
individual hydrophilic carriers cannot be easily detected

Figure 3sX-ray powder diffractograms: ibuprofen (A), xylitol (B), and IB:
XYL 1:3 w/w coevaporate (C and D).

Figure 4sDSC data for ibuprofen alone (A), 1:9 w/w IB:dextran 40 coevaporate
(B), 4:1 w/w IB:sorbitol (C), 4:1 w/w IB:sucrose (D), and 4:1 w/w IB:maltose
(E).

Figure 5sX-ray powder diffractograms: ibuprofen (A), IB:sucrose 4:1 w/w
coevaporate (B), IB:sorbitol 1:4 w/w coevaporate (C), IB:maltose 4:1 w/w
coevaporate (D), and IB:dextran 40 9:1 w/w coevaporate (E).
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in any of the traces. Three samples of each coevaporate
were analyzed by XRPD, but only one run is shown, as all
the spectra produced for each coevaporate were identical.
No increase in the noise level which might indicate the
presence of an amorphous sugar can be seen, although the
X-ray powder diffractometer may not be able to detect
glassy material at a theoretical level of 20%. The XRPD
data suggest that sampling and analysis of IB rich regions
of the coevaporate has occurred. Segregation of the co-
evaporate may have occurred due to the separate crystal-
lization of the drug and carrier.

Ibuprofen-Dextran 40 CoevaporatessDSC Results
of the CoevaporatesTable 1 shows the melting peak tem-
perature of IB in the dextran 40 coevaporate to be similar
to the IB starting material, but the corrected heat of fusion
(∆Hf corr) value is very low. The onset of melting for
ibuprofen in the coevaporate is significantly lower (4 °C)
compared to that of the IB starting material. The low value
of ∆Hf corr is likely to be due to poor uniformity of the drug
in the coevaporate; miscibility studies of IB and dextran
40 show that the two components form separate phases
when mixed. The melting endotherm of IB shown in Figure
4 has a shallow onset slope which starts to rise at
approximately 55 °C, this could indicate the presence of
residual solvent in the coevaporate. Ibuprofen has a
relatively high solubility in ethanol (1-1.5 parts ethanol27)
and possibly forms a strong association with the solvent.

X-ray Powder Diffraction StudiessAll diffractograms of
the coevaporate show the crystalline structure of IB (Figure
5). One sample does show a small diffuse pattern in a
diffractogram which could indicate the presence of dextran
40. X-ray analysis of dextran 40 shows it to be amorphous
with no sharp diffraction peaks. Other samples do not show
a significant diffuse pattern characteristic of dextran 40,
indicating the absence of the carrier in the samples studied
with the possibility of regions of different drug/carrier
concentration being present in the coevaporate. The X-ray
diffractograms show no interaction between ibuprofen and
dextran 40, as no shifts in position of peaks characteristic
of ibuprofen occur. No new peaks appear in any of the
spectra. The intensity of peaks characteristic of IB in the
dextran coevaporate are lower than the peaks in the IB
starting material, even after taking into account the
dilution factor of dextran 40. This could possibly be due to
a decrease in IB particle size in the coevaporate or particle
orientation on analysis. Several changes in relative intensi-
ties of peaks characteristic of IB are shown between the
starting material and the IB-Dextran 40 coevaporate in
Figure 5. Changes in crystal habit and preferred orienta-
tion of IB may have occurred in the coevaporate. If indeed
this has occurred, it is debatable as to whether the presence
of dextran 40 is responsible for this change. It is possible
that the strong affinity of the solvent ethanol for IB has
somehow modified the growth kinetics of different crystal
faces on the growing IB crystals. The effect of solvent of
crystallization on the morphology of IB has been shown,
with needlelike crystals being produced when IB is recrys-
tallized from hexane and more equidimensional crystals
being produced when recrystallized from ethanol.28

Miscibility Study of Ibuprofen and Dextran 40s
Inspection of the IB melt at 120 °C containing 1% w/w
dextran 40 showed particles of the carbohydrate dispersed
in the melt; dextran 40 is not soluble in IB under these
conditions.

Ibuprofen-Xylitol Dispersions Incorporating Lutrol
F68sMicroscopysIn all cases the ternary dispersions
showed two phases when molten with a dispersion of the
lipophilic IB globules in the XYL continuous phase. It was
noted that with the binary system of IB and XYL in the
molten state, phase separation was quite distinct with two

completely separate regions. Vigorous stirring of the melts
created globules of one phase dispersed in the continuous
phase of the second component. The dispersion was not
stable and reverted to separate phases within a matter of
seconds on discontinuation of stirring. The incorporation
of Lutrol F68 caused visible “macroglobules” of IB in the
XYL continuous phase. The dispersion of globules was
relatively stable in comparison to the binary system of IB:
XYL, as discontinuation of stirring did not result in
complete phase separation of IB and XYL. Results suggest
that the addition of Lutrol F68 has lowered the interfacial
tension between IB and XYL. Microscopy highlighted the
two phases and showed separate crystallization of the
phases, with xylitol crystallizing first in all sample com-
positions. The IB phase crystallized 2-3 h after the
crystallization of XYL.

DSC AnalysissMany of the samples taken from the
resolidified mixtures of various ratios of drug:carrier:
bridging agent only showed the melting endotherm of XYL
(onset, 92 ( 1 °C, n ) 5) when analyzed by DSC (10-110
°C at 5 °C/min). The possibility that IB and Lutrol F68 were
amorphous in the dispersion was disproved with subse-
quent XRPD experiments and by preliminary interaction
studies. The absence of melting endotherms for Lutrol F68
and especially for IB was attributed to the phase separation
and heterogeneity observed by microscopy. A sample of the
1:1:8 IB:Lutrol F68:XYL dispersion showed a melting
endotherm of 44 °C (onset, 39 °C), which did not correspond
to the melting points of any of the components; melting
onset of Lutrol F68 is 52.0 ( 0.5 °C (Figure 5). This
suggested an interaction between components in the
sample. This was further investigated by studying disper-
sions of Lutrol F68 with IB produced by the fusion method.

X-ray Powder AnalysissDiffractograms of all resolidified
ternary mixtures showed heterogeneity in the samples with
two phases present. Peaks characteristic of IB and XYL
were identified. The absence of any shifts in peak positions
or the presence of new peaks indicated no change in the
crystal structures of IB or XYL in any of the dispersions.
XRPD did not detect any peaks characteristic of Lutrol F68
in any of the samples.

Miscibility StudiessLutrol F68 with IB and XYLs
Inspection indicated that at least 25% w/w Lutrol F68
dissolved in IB at 80 °C, whereas a 1% w/w Lutrol F68 in
xylitol mix showed a fine dispersion of Lutrol F68 at 110
°C.

Polysorbate 20, 40, 60, 80 and Polyoxyethylene 40 Stear-
ate with IB and XYLsInspection of the melts (80 °C)
showed IB to be miscible with all of the bridging agents at
2% and 98% w/w, while XYL showed two phases with every
bridging agent at the 2% and 98% w/w levels (110 °C).

Preliminary Interaction Studies of Ibuprofen and
Lutrol F68sThe resolidified IB:Lutrol F68 samples were
analyzed by DSC from 0 to 120 °C at 5 °C/min. A binary
phase diagram produced from the DSC curves of the
dispersions showed the system to be a simple eutectic with
a eutectic composition between 65 and 70% w/w Lutrol F68
(approximate mole ratio 20:1, IB:Lutrol F68) and a eutectic
melting point of 37 ( 2 °C (onset temperature). This
eutectic behavior between IB and Lutrol F68 has been
documented previously.29 Figure 6 shows DSC data on the
physical mix and fusion samples of the IB:Lutrol F68
system. It can be seen that both the physical mix and fusion
sample have a melting endotherm at approximately 37 °C.
It appears that eutectic formation can occur by simply
mixing. Three samples of the 1:3 w/w (slight excess of
Lutrol F68) physical mix were analyzed by DSC and all
show the same single melting endotherm at 39.6 ( 0.3 °C
(onset temperature).
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XRPD AnalysissDiffractograms of the IB:Lutrol F68
solid dispersions indicate IB to be crystalline and Lutrol
F68 to be semicrystalline. Figure 7 shows traces of IB,
Lutrol F68, a 1:3 w/w IB-Lutrol F68 physical mix, and
fusion sample at 25 °C. Peaks characteristic of IB and
Lutrol F68 can be seen in both the physical mix and fusion
sample. The diffractograms of the physical mix and fusion
samples in Figure 7 show that fusion of the components
does not cause interactions between the drug and carrier
on a bulk scale at 25 °C; crystal surface interactions may
occur undetected by XRPD. Little change in crystallinity
occurs on fusing the drug and carrier, as illustrated by the
similar peak intensities in the traces of the physical mix
and fusion sample (Figure 7). Further analysis of XRPD

data from the binary system shows no shifts in peak
position for IB or Lutrol F68, suggesting no changes in their
bulk crystal structures. No evidence for solid solution
formation between 10 and 90% w/w Lutrol F68 was found.

Solubility ParameterssTable 3 gives a list of drug/
carrier systems which have been used in this and other
selected studies in an attempt to produce solid dispersions
of poorly water-soluble drugs. A brief description of each
system, the solubility parameters of the components, and
the difference in solubility parameters of the two materials
are given in an attempt to identify a link between im-
miscibility problems and differences in the solubility
parameter. The systems have been categorized in terms of
miscibility, using the classification system in Table 2.

Several of the drug/carrier systems in Table 3 show a
strong link between differences in solubility parameter and
incompatibility. IB, tolbutamide, and nifedipine show
interactions with carriers that possess similar solubility
parameters (differences ranging from 1.6 to 7.0 MPa1/2) and
immiscibility problems with carriers where the difference
in solubility parameter is above 10 MPa1/2 (differences
ranging from 10.8 to 18.0 MPa1/2). The systems in Table 3
have been classified into arbitrary groups. Category B
contains several different types of phase diagram, but these
cannot be differentiated further by studying ∆δ. For
example, 70% w/w of phenobarbital dissolves in citric acid
at its melting point and ∆δ is 4.3 MPa1/2. Within the same
category naproxen shows negligible solubility in PEG 4000
at its melting point but ∆δ is only 3.5 MPa1/2. From the
data in Table 3 it is difficult to predict what type of phase
diagram will result with drug/carrier systems where the
∆δ is below 7.5 MPa1/2. However, Table 3 does show a
general trend in that systems with a ∆δ ranging from 1.6
to 7.5 MPa1/2 show complete miscibility when molten;
systems with a ∆δ from 7.4 to 15.0 MPa1/2 show some sign
of immiscibility in the liquid state, and systems with a ∆δ
above 15.9 exhibit total immiscibility over the entire
composition range. The lack of a clear link between the type
of phase diagram and ∆δ where ∆δ is relatively small (i.e.
systems in category B) may relate to the accuracy of the
solubility parameters quoted, especially with polymer
carriers. It is also considered that Fedors’ values of group
contributions are less accurate than other data sets.20

Further, Hildebrand parameters do not detail types of
interactions in materials, unlike Hansen partial solubility
parameters, which give the relative strengths of the
dispersion forces, polar forces, and hydrogen bonding forces
present in the material. If Hansen parameters were
compared between drug and carrier, clearer links between
partial solubility parameters and degree of miscibility may
be established. The lack of a clear relationship between
phase diagrams and ∆δ may also relate to the fact that
materials may exhibit two or more solubility parameters
in an effort to adapt to their environment,39 which is not
accounted for with Hildebrand parameters. This can occur
with materials that possess functional groups capable of
hydrogen bonding; this “chameleonic effect” has been
reported with sulfamethyoxypyridazine in solvents of vary-

Figure 6sDSC analysis of Lutrol F68 alone (A), ibuprofen alone (B), 1:3 w/w
IB:Lutrol F68 physical mixture (C), and 1:3 w/w IB:Lutrol F68 fused sample
(D).

Figure 7sX-ray powder diffractograms: ibuprofen (A), Lutrol F68 (B), IB:
Lutrol F68 1:3 w/w ground mixture (C), and IB:Lutrol F68 1:3 w/w fusion sample
(D).

Table 2sClassification of Miscibility

category type of phase diagram

A Both components completely miscible at all compositions in the liquid state. Large degree of solid/solid solubility (above 5% w/w). Complex formation.
B Both components completely miscible at all compositions in the liquid state. Eutectic systems (immeasurable solid solution formation), where there is

substantial solubility of one component in the second component at its melting point. Systems where there is a melting point depression of only the
highest melting point component but negligible solubility of this material in the second component at its melting point.

C Both components completely miscible at all compositions in the liquid state. Limited or no solubility of component A in B or B in A below melting point
of either component.

D Some degree of immiscibility when both components are in the liquid state.
E Complete immiscibility at all proportions when both components are molten.
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Table 3sSolubility Parameters and Classification of Solid Dispersions in Terms of Miscibility

drug/carrier system
(category) description δ (MPa)1/2 ∆δa ref

ibuprofen/PVP (A) IB forms a 1:1 drug:polymer complex in the solid state (XRPD and DSC studies). 20.9/22.5b 1.6 Najib et al.30

chlorthalidone/urea (B) Forms a eutectic system. Eutectic composition contained 35% w/w chlorthalidone. 32.6/38.5 5.9 Bloch et al.31

diazepam/PEG 4000 (B) Forms a eutectic system. Eutectic composition contained 17% w/w diazepam. 27.4/19.9c 7.5 Anastasiadou et al.32

famotidine/xylitol (B) Forms a eutectic system. Eutectic composition contained ca. 2.4% w/w famotidine. 29.6/37.1 7.5 Mummaneni and
Vasavada33

flurbiprofen/PEG 400
and 6000 (B)

Forms a eutectic system by physical mixing, coevaporation, and comelting.
Eutectic composition contained 35% w/w flurbiprofen with PEG 4000 and
33% w/w with PEG 6000.

23.7/19.9,c
23.7/19.8c

3.8, 3.9 Lacoulonche et al.34

griseofulvin/PEG 2000 (B) Melting point depression of drug (liquidus curve), but not of PEG (solidus curve).
Negligible solubility of drug in PEG at its mp. Liquidus curve meets solidus
curve at 0% drug and mp of PEG. The rising liquidus curve with increasing
amount of drug analogous to the solubility of the drug in molten PEG at
various temperatures.

23.9/20.1c 3.8 Kaur et al.35

griseofulvin/polyoxyethylene
40 stearate (POES) (B)

Melting point depression of drug (liquidus curve), but not of POES (solidus curve).
Negligible solubility of drug in POES at its mp. Liquidus curve meets solidus
curve at 0% drug and mp of POES. The rising liquidus curve with increasing
amount of drug analogous to the solubility of the drug in molten POES at
various temperatures.

23.9/19.8c 4.1 Kaur et al.35

ibuprofen/Lutrol F68 (B) Forms a eutectic system. Eutectic composition contained 30−35% w/w ibuprofen. 20.9/19.0d 1.9 Reported in this paper.
Hawley et al.29

naproxen/PEG 4000 and
6000 (B)

Melting point depression of drug (liquidus curve), but not of PEG (solidus curve).
Negligible solubility of drug in PEG at its mp. Liquidus curve meets solidus curve
at 0% drug and mp of PEG. The rising liquidus curve with increasing amount
of drug analogous to the solubility of the drug in molten PEG at various
temperatures.

23.4/19.9,
23.4/19.8

3.5, 3.6 Mura et al.36

nifedipine/ethylurea ETU (B) Melting point depression of drug (liquidus curve), but not of ETU (solidus curve).
Negligible solubility of drug in ETU at its mp. Liquidus curve meets solidus
curve at 0% drug and mp of ETU. The rising liquidus curve with increasing
amount of drug analogous to the solubility of the drug in molten ETU at various
temperatures

24.8/28.9 4.1 Suzuki and Sunada3

nifedipine/nicotinamide (B) Forms a eutectic system. Eutectic composition contained 25% w/w nifedipine. 24.8/31.8 7.0 Suzuki and Sunada3

nifedipine/PEG 6000 (B) Melting point depression of drug (liquidus curve) but not of PEG (solidus curve).
Negligible solubility of drug in PEG at its mp. Liquidus curve meets solidus
curve at 0% drug and mp of PEG. The rising liquidus curve with increasing
amount of drug analogous to the solubility of the drug in molten PEG at
various temperatures.

24.8/19.8c 5.0 Suzuki and Sunada3

phenobarbital/citric acid (B) 60−70% w/w phenobarbital is soluble in citric acid at its melting point. All mixtures
show a single homogeneous phase when molten.

29.5/33.8 4.3 Timko and Lordi37

tolbutamide/PEG 2000 (B) Melting point depression of drug (liquidus curve) but not of PEG (solidus curve).
Negligible solubility of drug in PEG at its mp. Liquidus curve meets solidus curve
at 0% drug and mp of PEG. The rising liquidus curve with increasing amount of
drug analogous to the solubility of the drug in molten PEG.

23.2e/20.1c 3.1 Kaur et al.35

tolbutamide/polyoxyethylene
40 stearate (B)

10% w/w tolbutamide dissolves in POES at its melting point; liquidus curve (drug
melting) meets solidus curve (POES melting) at 10% w/w tolbutamide and mp
of POES. The rising liquidus curve with increasing amount of drug analogous to
the solubility of the drug in molten POES at various temperatures. No mp
depression of POES at any composition.

23.2e/19.8c 3.4 Kaur et al.35

acetaminophen/dextrose (D) Liquid immiscibility over large composition range in phase diagram. Visual inspection
of melts shows two phases. Two Tgs representing glass solution of carrier in drug
in midrange of phase diagram, corresponds to two phases when both components
are molten. Single Tg at low and high % drug; single phase when drug and carrier
are molten.

30.8/43.1 12.3 Timko and Lordi25

acetaminophen/sorbitol (D) Liquid immiscibility over large composition range in phase diagram. Visual inspection
of melts shows two phases. Two Tgs representing glass solution of drug in carrier
and glass solution of drug in carrier and glass solution of carrier in drug in midrange
of phase diagram; corresponds to two phases when both components are molten.
Single Tg at low and high % drug, single phase when drug and carrier are molten.

30.8/38.2 7.4 Timko and Lordi25

nifedipine/erythritolf (D) At 25% w/w nifedipine, two liquid phases identified when components are molten. 24.8/35.6 10.8 Suzuki and Sunada3

nifedipine/ureaf (D) At 25% w/w nifedipine, two liquid phases identified when components are molten. 24.8/38.5 13.7 Suzuki and Sunada3

nifedipine/xylitolf (D) At 25% w/w nifedipine, two liquid phases identified when components are molten. 24.8/37.1 12.3 Suzuki and Sunada3

phenobarbital/sorbitol (D) Liquid immiscibility over large composition range in phase diagram. Visual inspection
of melts shows two phases. Two Tgs representing glass solution of drug in carrier
and glass solution of carrier in drug in midrange of phase diagram; corresponds to
two phases when both components are molten. Single Tg at low and high % drug;
single phase when drug and carrier are molten.

29.5/38.2 8.7 Timko and Lordi25

tolbutamide/mannitol (D) Eutectic formation. Eutectic composition contained 94% w/w tolbutamide. Formation
of two liquid phases at 40 and 80% w/w mannitol above melting point of mannitol.

23.2e/38.2 15.0 El-Banna et al.11

hexobarbital/dextrose (F) Liquid/liquid immiscibility over complete composition range. Visual inspection of
melts. Two Tgs representing pure drug and pure carrier were present over entire
composition range.

27.2/43.1 15.9 Timko and Lordi25

ibuprofen/maltose (F) Immiscible when both components are molten at 1% and 99% w/w; visual inspection
of melts.

20.9/38.9 18.0 reported in this paper
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ing polarity, with the drug showing solubility maxima in
solvents with Hildebrand solubility parameters of 30.9
MPa1/2 (lower solubility peak) and 20.9 MPa1/2 (higher
solubility peak). The Hildebrand solubility parameter of
sulfamethoxypyridazine was calculated at 25.0 MPa1/2

using Fedors’ group contribution method.39 Benzoic acid
also shows a solubility parameter of 26.9 MPa1/2 in highly
polar solvents and 23.1 MPa1/2 in less polar mixtures;39 the
calculated value was 24.4 MPa1/2. Many of the drugs in
Table 3 possess several polar and hydrogen bonding groups
within the molecule and are probably capable of interacting
with different materials in a number of different ways. The
donor-acceptor capacity of hydrogen-bonding groups in
drug and carrier must be considered to maximize interac-
tion between the two materials. One further consideration
when using solubility parameters is that δ may modify with
temperature. It is possible that different materials will
have solubility parameters which change to varying de-
grees with a change in temperature; these differences may
become significant at high temperatures and may play a
role in high melting point drug/carrier systems, for ex-
ample, phenobarbital (mp 174-178 °C) and citric acid (mp
152-156 °C). Crystallinity can also have an effect on
solubility parameters, as was shown by Egawa et al.,40

where amorphous cefalexin was shown to have higher
partial solubility parameters compared to a crystalline
sample.

However, despite the limitations of the approach, solu-
bility parameters may provide a simple and generic capa-
bility for rational selection of carriers in the preparation
of solid dispersions. From the data generated in the present
study, miscibility was shown between ibuprofen and Lutrol
F68, where solubility parameters differed only by 1.9 and
where a eutectic system was formed. Similarly, from the
literature, ibuprofen/PVP systems where ∆δ is only 1.6
were also completely miscible.30 In contrast, our data have
also demonstrated immiscibility where solubility param-
eters are markedly different; ibuprofen with maltose,
sorbitol, and xylitol did not form solid dispersions and ∆δ
values were 18.0, 17.3, and 16.2, respectively. These data
thus appear to support the validity of using solubility
parameter differences as a tool for judicial selection of
carrier components. Subsequent analysis and further
refinement of this approach would need to address other
factors such as crystallization inhibition by the excipient.

Conclusion
Ibuprofen has been shown to be incompatible with many

sugar carriers when attempting to form solid dispersions.
The coevaporate and fusion samples of ibuprofen with
xylitol and the other sugar carriers show a decreased
uniformity of the drug in the carrier compared to simple
mixing. Both coevaporates and fusion samples must be

powdered and blended to get a homogeneous dispersion.
The mixing of ibuprofen with noninteracting sugar carriers
may increase the drug’s dissolution rate to a small extent,
but overall it is probable that a drug and carrier combina-
tion where interactions between components occur will
show a faster dissolution rate of the hydrophobic drug in
aqueous medium. The use of bridging agents to facilitate
dispersion of ibuprofen into xylitol did not prove successful,
since none of the bridging agents mixed with xylitol. All
bridging agents were miscible with ibuprofen.

This paper has highlighted a trend in terms of increasing
degrees of immiscibility with increasing difference in
solubility parameter between drug and carrier. The use of
Hildebrand solubility parameters to predict compatibility
has been reported by Suzuki and Sunada41 and was found
useful for selecting a suitable polymer as a component of
combined carriers in solid dispersions of nifedipine. The
Hildebrand solubility parameters used in this paper are
relatively quick to calculate using group contribution
methods and have the advantage that data for different
structural groups are readily available, enabling calculation
of solubility parameters for many complex drug molecules.
However, it has been highlighted that the use of Hilde-
brand parameters in predicting accurately the phase
diagram and specific level of interaction between drugs and
carriers is limited. Several reasons for the observed anoma-
lies have been discussed, including the fact that Hildebrand
parameters give the overall cohesive energy in the materi-
als but less information on the relative strengths of the
various types of forces present (dispersion, polar, and
hydrogen bonding). On this basis improved predictive
qualities can be obtained using the Hansen partial solubil-
ity parameters (δd, δp, and δh). One practical problem of
calculating Hansen parameters using group contribution
methods is the limited data available on structural groups,
thus causing difficulties for complex drug molecules. A
database of partial solubility parameters for carriers and
the determination of the contribution to partial solubility
parameters of more structural groups found in drug
molecules may enable prediction of compatible carriers
which form strong associations with the drug, resulting in
anticipating solid dispersion systems with fast drug dis-
solution rates.
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Abstract 0 Cromolyn sodium (CS, disodium cromoglycate) is an
antiasthmatic and antiallergenic drug. The solid-state behavior of CS
is still not completely understood. CS forms nonstoichiometric hydrates
and sorbs and liberates water in a continuous manner, although with
hysteresis. The reported continuous changes in crystal lattice
parameters of CS, which are associated with the changes in water
stoichiometry, renders CS physically variable, which may complicate
formulation and processing. In addition, controversies still remain as
to whether CS exists as different stoichiometric hydrates, mainly
because of its variable powder X-ray diffraction (PXRD) patterns (Cox,
J. S. G. et al. J. Pharm. Sci. 1971, 60, 1458−65), which indicates a
variable crystal structure. The objectives of this study are (a) to
understand this unusual water uptake in the light of the molecular
and crystal structures of CS, (b) to understand the relationship between
the crystal structure and the PXRD patterns using Rietveld analysis,
and (c) to investigate whether CS exists as different stoichiometric
hydrates. The crystal structure of CS containing 6.44 molecules of
water per molecule of CS was determined at 295 and 173 K. The
packing arrangements in these structures (space group P1) are similar
to those in a previous report, in which the water stoichiometry is 5 to
6, but the bond lengths, bond angles, and lattice parameters are
different, reflecting the different water stoichiometries. In the crystal
structure solved at 295 K, the position of only one of the two sodium
ions could be determined. In the crystal structure solved at 173 K,
the previously undetermined sodium ion is disordered over three sites,
while four of eight water positions are partially occupied. The 2-hydroxy-
propane chain that links the two cyclic moieties of CS was found to
be flexible, perhaps allowing the CS crystal to accommodate variable
amounts of water. The lack of a fixed coordination site for the second
sodium ion may contribute to the disorder of the water molecules.
The nonstoichiometric water content of CS is mainly attributed to the
water molecules that are associated with the two unoccupied sodium
sites. From the PXRD patterns of CS powder, equilibrated at various
relative humidities, the various lattice parameters, including previously
unreported R, â, and γ values, were calculated using Rietveld analysis.
The peak shifts in these PXRD patterns are quantitatively explained
by slight changes in the unit cell parameters. The recently described
solid forms of CS were prepared and were found to correspond to
the original crystalline CS, described by Cox et al. (1971), but with
contamination by the known M mesophase in various proportions.
The present results support a variable crystal structure and not the
existence of different stoichiometric hydrates of CS.

Introduction
BackgroundsCromolyn sodium (CS, the disodium salt

of 1,3-bis(2-carboxychromon-5-yloxy)-2-hydroxypropane, also

known as disodium cromoglycate, Figure 1), was introduced
as an antiasthmatic and antiallergenic drug in 1967.1
Despite a history of more than 30 years, the solid-state
behavior of CS is still not completely understood.

In 1971, Cox et al.2 reported that CS exists as two liquid
crystalline phases (M and N) and a crystalline hydrate
phase that sorbs and liberates water continuously and
reversibly (although with a hysteresis loop) to give an
infinite series of nonstoichiometric hydrates with a limiting
composition of about 9 molecules of water per molecule of
CS. The nonstoichiometric hydrate is physically unstable,
in the sense that its composition changes readily as a func-
tion of the environmental relative humidity (RH). This po-
tential for change may complicate formulation and process-
ing. Understanding the reasons why cromolyn sodium
forms nonstoichiometric hydrates, from the perspective of
molecular and crystal structures, may help future prefor-
mulation and formulation of nonstoichiometric hydrates.

No polymorph of the crystalline hydrate phase was found
by Cox et al.2 The PXRD pattern of this phase was observed
to change considerably with the surrounding RH, which
the authors attributed to lattice expansion upon water
sorption. In the same work, the lattice parameters, a, b,
and c, of CS, were successfully calculated for RH values
from 0 to 88%. However, only the changes in these lattice
parameters a, b, and c were used to account for the shift
in the PXRD peak positions. These changes alone could
neither account for the peaks at small 2θ angle that
correspond to d-spacings much larger than a, b, or c, nor
for the observed appearance and disappearance of some
PXRD peaks, because all six parameters, a, b, c, R, â, and
γ, are actually influential. Further study is therefore
needed to understand how the properties of the crystalline
hydrate phase of CS change in response to the surrounding
RH and to explain fully the changes in the PXRD patterns
in the light of the molecular and crystal structures.

The crystal structure of cromolyn sodium with 5 or 6
water molecules per CS molecule was partially solved at
room temperature by Hamodrakas et al. in 1973.3 Unfor-
tunately, the three-dimensional coordinates of the crystal
structure were not reported or registered in any structural
database. Hamodrakas et al.3 located the positions of only
one sodium ion and two water molecules and found that
the other sodium ion and water molecules were disordered.
Therefore, to further understand the crystal structure and
to correlate it with the physical properties, redetermination
of the crystal structure is necessary.

The detailed analysis of the two liquid crystalline phases,
M and N, of CS, was provided by Hartshorne and Woo-
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Figure 1sMolecular structure of cromolyn sodium.
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dard.4 Their X-ray diffraction study showed that the M
phase has one intense sharp peak and two faint but sharp
peaks at 2.4° to 6.0° 2θ, and a broad peak at 25.5° to 26.0°
2θ. The positions of the sharp peaks were reported to vary
with the water composition, while the position of the broad
peak remained invariant. This X-ray diffraction study also
showed that the N phase, which exists at high water
compositions, gives only the broad line at 25.5 to 26.0° 2θ.
The CS crystalline hydrate phase readily converts to the
M liquid crystalline phase and does so reversibly under
certain circumstances.4 The conversion from the M to the
N liquid crystalline phase is also rapid and reversible.4
Mesophase N is a nematic liquid crystal, whereas M is a
“middle” phase in which the molecules are arranged as rods
of indefinite length, parallel to the optic axis, and with the
molecular planes oriented at 90°, on average, to the axes
of the rods.4

In 1996 and 1997, Oguchi et al.5,6 reported two new
crystalline forms of CS, termed forms B and C, and applied
designation form A to the original crystalline form of CS
reported by Cox et al.2 Oguchi et al.5,6 reported differences
between these forms of CS in their powder X-ray diffraction
(PXRD) patterns, moisture sorption diagrams, and dif-
ferential scanning calorimetric (DSC) traces. However,
doubts remain as to whether B and C are truly new
crystalline forms of CS. First of all, the hysteresis in water
sorption and desorption of B and C is still not well
explained. Second, the sharp diffraction peaks at small 2θ
angles correspond to the sharp diffraction peaks of large
d-spacings for the M liquid crystalline phase.4 Other
differences in the PXRD patterns may be attributed to the
lattice expansion caused by the uptake of nonstoichiometric
water, as reported by Cox et al.2 On the other hand, the
moisture sorption diagrams of B and C show stepwise
water uptake, which is a characteristic of stoichiometric
hydrates. Therefore, further investigations are needed to
prove or to disprove the existence of the new crystalline
forms of CS. In view of these conflicting interpretations,
this report seeks to clarify the solid-state behavior of CS
hydrates. Because the exact nature of the reported new
forms A, B, and C is not clear, they are termed materials
A, B, and C in this report.

Hypotheses To Be Testeds(1) Contamination of solid
cromolyn sodium hydrate phases by liquid crystalline
phases can occur under certain conditions, which will
complicate the PXRD patterns, the moisture sorption
isotherms, and the thermal analytical data. (2) The un-
usual nonstoichiometric water uptake of CS can be ex-
plained in light of its particular molecular and solid-state
structures.

Specific Aims of the Works(1) To redetermine the
crystal structure of CS and to locate the second sodium ion
and all the water molecules, and hence (2) to explain why
cromolyn sodium forms nonstoichiometric hydrates and
sorbs and liberates water continuously, (3) to understand

the influence of relative humidity on the PXRD patterns
of CS crystalline hydrate, and (4) to investigate whether
CS exists as different stoichiometric crystalline hydrates.

Experimental Section
MaterialssCromolyn sodium, in the form of hydrated white

crystalline powder, was a gift from Fisons, plc, Pharmaceutical
Division (now Astra Charnwood and Rhône-Poulenc Rorer, Lough-
borough, UK). The glass capillaries, 0.5 and 1.0 mm in diameter
and 0.01 mm in thickness, used to house single crystals for
structure determination and small crystallites for obtaining PXRD
patterns of CS at various defined RH values, were purchased from
the Charles Supper Company (Natick, MA). The silicon powder,
60 mesh, used as a peak position reference for the PXRD
experiments, was obtained from Aldrich Chemical Co. (Milwaukee,
WI). Methanol was obtained from Fisher Scientific (Fair Lawn,
NJ). Water was deionized and glass distilled in-house.

The single crystal used for the structural determination was
crystallized from a slightly supersaturated solution of CS in water
+ methanol mixtures (v:v ) 10:9, water activity ) 0.76).7 The
elemental analysis of the crystals was carried out to ascertain their
sodium stoichiometry.

Elemental AnalysissThe prepared single crystals were dried
at 170 °C for 30 min prior to elemental analysis by Quantitative
Technology (Whitehouse, NJ). The carbon and hydrogen weight
percentages were calculated from the evolved carbon dioxide and
water vapor upon combustion. The sodium weight percentage was
determined from atomic absorption.

Preparation of the Reported Crystalline Materials of
Cromolyn SodiumsThe three reported5 materials of CS were
prepared here by the methods outlined5,6 for further characteriza-
tion. Material A, the original CS crystal form reported by Cox et
al.,2 was crystallized from ethanol + water mixture (v:v ) 4:7,
water activity ) 0.88).7 Material B was crystallized by slow
diffusion of n-hexane + 2-propanol (v:v ) 1:1) into a 10% w/v
aqueous solution of CS. Material C was crystallized from ethanol
+ water mixture (v:v ) 6:9, water activity ) 0.87).7

Optical MicroscopysCrystals of materials A, B, and C were
observed under a video-enhanced microscope (Nikon Optiphot-Pol,
Tokyo, Japan) equipped with the Metamorph Imaging System
software (Universal Imaging Co., West Chester, PA).

Powder X-ray Diffraction (PXRD)sThe PXRD patterns of
materials A, B, and C were determined under ambient condition
using a powder X-ray diffractometer (D-5005, Siemens, Munich,
Germany) with Cu KR radiation at 40 mA and 45 kV. The sample
was packed in a quartz holder and scanned at room temperature
(23 °C) at a step size of 0.05° with a counting time of 1 s per step.

The PXRD patterns of the original CS powder2 were determined
after equilibration at defined RH values. For this purpose the CS
powder was sealed in glass capillaries together with saturated salt
solutions (Table 1) of known relative humidity values8,9 and
allowed to equilibrate at 23 °C for more than one week. After
equilibration, the PXRD patterns were obtained using a micro-
diffractometer (Bruker AXS, Siemens, Munich, Germany), equipped
with an area detector (HI-STAR, Siemens, Munich, Germany) and
a data analysis software (General Area Detector Diffraction
System, GADDS, Siemens, Munich, Germany). Cu KR radiation
at 40 mA and 45 kV was used. The diffraction data were collected

Table 1sUnit Cell Parametersa (space group P1) of Cromolyn Sodium Hydrate Equilibrated at Various Relative Humidities (RH)8

RH (%) moles of waterb aqueous solution8 a (Å) b (Å) c (Å) R (deg) â (deg) γ (deg) V (Å3) Rp
c (%) Rwp

d (%)

0 0 pure P2O5 ∼11.08 ∼14.6 ∼92.4
6.4 2−3 LiBr 3.79 11.07 15.21 90.11 97.41 94.21 631 13.32 19.25

11.3 3−4 LiCl 3.84 11.10 15.31 90.30 97.25 94.31 646 14.67 21.89
21.6 4−5 CH3COOK 3.91 11.17 15.41 90.05 97.60 94.37 665 10.00 12.14
32.8 4.5−6 MgCl2 3.92 11.18 15.42 90.11 97.60 94.55 668 14.35 18.43
57.5 5.5−6.5 NaBr 3.93 11.19 15.55 90.07 97.22 94.63 676 7.12 9.02
75.3 6.5−7.5 NaCl 3.96 11.19 15.69 92.53 97.33 94.53 686 7.83 9.74
80.9 7−8 KBr 3.96 11.21 15.94 92.41 97.21 94.40 699 7.12 10.54

a The setting of the unit cell follows Hamodrakas et al.,3 who interchanged b and c of Cox et al.2 b Number of moles of water associated with 1 mol of cromolyn
sodium in sorption (lower number) and desorption (higher number) from Cox et al.2 c Profile residual: Rp ) ∑|yi(o) − yi(c)|/∑yi(o) × 100%, where yi(o) is the
observed signal and yi(c) is the calculated signal. d The weighted profile residual. Rwp ) [∑wi[yi(o) − yi(c)]2/∑wi[yi(o)]2]0.5 × 100%, where yi(o) is the observed
signal and yi(c) is the calculated signal.
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for 3000 s in a frame of 30° 2θ and a resolution of 0.02° 2θ. The
sample was spun at 1 cycle per 5 s to minimize the effect of
preferred orientation. At a given RH value, the same PXRD
pattern was obtained when the original CS crystals were recrys-
tallized from methanol + water mixtures (v:v ) 2:1, water activity
) 0.60)7 and gently ground in an agate mortar.

Crystal Structure Determination and RefinementsAn
elongated crystal of CS, 0.40 × 0.20 × 0.05 mm, was covered with
a thin layer of heavy oil to prevent moisture exchange with the
environment, was attached to a glass fiber with epoxy resin, and
was mounted on a goniometer (SMART system, Siemens, Munich,
Germany) for data collection at 173 and 295 K. A cryogenic nitro-
gen stream was used to obtain the low temperature, 173 K. To
determine the crystal structure of CS with low water content, a
crystal was equilibrated at 23 °C and at 0, 11.6, or 21.6% RH for
more than one month in a sealed glass capillary 0.5 mm in diam-
eter,10 which was then mounted on the diffractometer. An initial
set of cell constants and an orientation matrix were calculated
from reflections collected from three sets of 20 frames which were
oriented such that the orthogonal wedges of reciprocal space were
surveyed. This procedure produced orientation matrixes deter-
mined from 54 reflections. Final cell constants were calculated
from a set of 3593 strong reflections of the actual data collection.

The data collection technique used was hemisphere collection.
A randomly oriented reciprocal space was surveyed to the extent
of 1.3 hemispheres to a resolution of 0.84 Å. Three major swaths
of frames were collected with 0.30° steps in ω. Because the lattice
is triclinic, some additional sets of frames were collected to provide
a more accurate absorption correction.

A successful direct-methods solution (SHELX-V5.0, Siemens
Industrial Automation, Inc., Madison, WI) was calculated and
revealed most non-hydrogen atoms from the E-map. Several full-
matrix least squares/difference Fourier cycles were performed
which located the remainder of the non-hydrogen atoms. All non-
hydrogen atoms were refined with anisotropic displacement
parameters. All hydrogen atoms were placed in ideal positions and
refined as riding atoms with individual (or group, if appropriate)
isotropic displacement parameters.

Lattice Parameter DeterminationsThe unit cell parameters
of the original CS crystal form equilibrated at various RH values
were refined using a Rietveld module (DBWS, Cerius 2, San Diego,
CA), which interfaces with the DBWS11 program for Rietveld
refinement. Because CS gives complex diffraction patterns with
severe peak overlap, it is difficult to index and to measure
accurately the positions of each diffraction peak, as required for
conventional unit cell parameter least squares refinements. The
Rietveld method, which obtains a global least-squares fit between
the calculated and the observed powder patterns, is a well-accepted
method for refining accurate unit cell parameters.12 The crystal
structure of the original CS crystal form, solved at 295 K, was
used as the starting trial structure. The diffraction intensities,
peak shape (modeled by pseudo-Voigt profile shape function),
systematic instrumental error in powder pattern measurement,
and the unit cell parameters were refined.

Calculation of Theoretical Powder X-ray PatternssThe
theoretical PXRD pattern of a given structure was calculated from

the crystal structure using suitable software (Diffraction Simula-
tion Module, Cerius2, San Diego, CA).

Results and Discussion

Crystal Structure of the Original Crystalline Phase
of Cromolyn SodiumsThe CS structure was initially
determined at 295 K and is similar to the structure
previously reported.3 The space group was determined as
P1, a chiral space group, even though the molecule itself

Table 2sIsotropic Temperature Factors and Occupancies of the
Sodium Ions and Oxygen Atoms in the Water Molecules in the
Cromolyn Sodium Structure Solved at 173 K

atom isotropic temperature factor occupancya

Na(1) 0.0384 1
Na(2) 0.0316 0.316
Na(3) 0.0419 0.319
Na(4) 0.0518 0.365
O(12) 0.1049 1
O(13) 0.0325 1
O(14) 0.0922 0.684
O(15) 0.0940 0.681
O(16) 0.1239 0.635
O(17) 0.0623 0.439
O(18) 0.7954 1
O(19) 0.1773 1

a The occupancies of Na(2), Na(3), and Na(4) add up to 1. The occupancies
of O(12)−O(19) add up to 6.44.

Table 3sCrystallographic Data, Data Collection, Solution and
Refinement Parameters for the Crystal Structure of Cromolyn Sodium
Prepared from Methanol + Water Mixtures (v:v ) 9:10, water activity
) 0.76) and Solved at 173 K

Crystallographic Data
empirical formula C23H26.88Na2O17.44

crystal habit, color plate, colorless
crystal size 0.40 × 0.20 × 0.05 mm
crystal system triclinic
space group P1

a ) 3.8715 (3) Å, R ) 92.868 (1)°
b ) 11.0771 (8) Å, â ) 95.864 (2)°
c ) 15.6930 (12) Å, γ ) 94.400 (2)°

volume 666.36 (9) Å3

Z 1
formula weight 628.34
density (calcd) 1.566 Mg/m3

absorption coefficient 0.162 mm-1

F(000) 326

Data Collection
diffractometer Siemens SMART Platform CCD
wavelength 0.71073 Å
temperature 173 (2) K
θ range for data collection 1.31 to 25.05°
index ranges −4 e h e 4, −13 e k e 13, 0 e l e 18
reflections collected 5034
independent reflections 2329 (Rint ) 0.0382)

Solution and Refinement
system used SHELXTL-V5.0
solution direct methods
refinement method full-matrix least-squares on F2

weighting scheme w ) [σ2(Fo
2) + (AP)2 + (BP)]-1, where

P ) (Fo
2 + 2Fc

2))/3, A ) 0.1658,
and B ) 0.3236

absorption correction SADABS (Blessing, 1995)14

max. and min transmission 1.000 and 0.581
absolute structure parameter 0.5 (12)
data/restraints/parameters 2327/4/419
R indices (I > 2σ(I) ) 1976) R1 ) 0.0825, wR2 ) 0.2133
R indices (all data) R1 ) 0.0934, wR2 ) 0.2280
goodness-of-fit on F2 1.036
largest diff peak and hole 0.991 and −0.425 eÅ-3

Figure 2sThermal ellipsoid diagram, showing the atomic labeling scheme,
of cromolyn sodium crystallized from methanol + water mixtures (v:v ) 9:10,
water activity ) 0.76) and solved at 173 K.
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is achiral. Examination of the molecular structure shows
that the carbon atom bonded to the hydroxyl group can act
as a chiral center in the crystal because the two cyclic
moieties attached to this carbon are inequivalent in three-
dimensional space. The CS crystallized as a racemic
conglomerate of the two packing enantiomers. The struc-
ture solved at 173 K was a mirror image of the structure
solved at 295 K and of that reported in the literature.
Inversion was necessary for direct visual comparison of the
three structures. The structures solved at 295 and 173 K
were essentially identical. The intramolecular bond lengths
and bond angles differed by less than 0.04 Å or 2°.

The structure was determined at 173 K in an attempt
to locate all the water molecules and sodium ions. The
smaller thermal motions at the lower temperature allowed
better refinements of the water and sodium positions. The
sodium positions are differentiated from the water positions
by their coordination environment and smaller displace-
ments (Table 2). Table 3 shows the crystallographic data
and refinement parameters. Figure 2 is the thermal
ellipsoid diagram with the atomic labeling scheme, while
Figure 3 displays the crystal packing of 2*2*2 unit cells.
Both Figures 2 and 3 show the ordered sodium ions,
Na(1), and the disordered sodium ions, Na(2), Na(3), and
Na(4), at 173 K, discussed in the next paragraph. Table 4
compares the intramolecular bond lengths and angles of
the structure solved at 173 K with those of the structures
solved at 295 K. Table 5 gives the sodium coordination
distances in the structure solved at 173 K.

For the structure solved at 173 K, one sodium cation,
Na(1), is tightly held in coordination with five neutral
oxygen atoms of one ketone, one alcohol, and one ether
group and two water molecules (Figure 4a). The second
sodium ion is disordered over three partially occupied sites,
Na(2), Na(3), and Na(4), in a maze of Na-O contacts
(Figure 4b, c, and d, respectively). Four out of eight water
positions are partially occupied. The occupancies of the
sodium ions and water molecules are provided in Table 2.
The three disordered sodium positions, Na(2), Na(3), and
Na(4), all appear to have inferior coordination when
compared to Na(1). All three disordered sodium positions
have at least one water oxygen that must be displaced, due
to unrealistically short contacts, if they are to occupy these
sites. These contacts are Na(2)/O(14), Na(3)/O(15), and
Na(4)/O(16). A restraint was used to force the sum oc-
cupancy of the three partially occupied sodium positions
to unity. The occupancies of the unrealistic oxygen contacts
were forced to have residual occupancy with respect to the
sodium sites. Finally, O(17) appears to be partially occupied
and not paired with a specific sodium ion. The total count
of water molecules was 6.44 per cromoglycate anion.

Elemental analysis was deemed necessary because only
one sodium ion could be located. Elemental analysis, in
duplicate, afforded as follows: C 53.11, 52.97; H 2.91, 3.02;
Na 8.32, 8.39%. These results agree well with those
calculated from the molecular formula of cromolyn so-
dium: C 53.92; H 2.75; Na 8.97%. The observed differences
between the experimental and the calculated weight per-

Figure 3sCrystal packing diagram, looking down the a-axis and showing 2*2*2 unit cells, for cromolyn sodium crystallized from methanol + water mixtures (v:v
) 9:10, water activity ) 0.76) and solved at 173 K. The smaller balls represent the oxygen atoms of the water molecules that have been located crystallographically,
while the larger balls represent the located sodium ions.
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centages were ascribed to residual moisture, which the
samples may have sorbed from the ambient environment
during transfer from the drying oven to the analyzer.
Nevertheless, these results indicate that the sodium stoi-
chiometry of the prepared single crystals is indeed two (not
one) sodium cation per cromoglycate anion, in accordance
with the requirement of charge balance. Thus, one of the
sodium ions, and some of the associated water molecules,
are disordered in the CS crystal structure, explaining why
the location of the sodium ion cannot be refined.

In the packing diagram (Figure 3), large sodium and
water channels, which occupy approximately 50% of the
cell volume, can be observed parallel to the a-axis and
perpendicular to the plane of cromoglycate anions. The
presence of relatively large sodium and water channels
allows easy passage of water molecules with minimum
energy expenditure and minimum disruption to the pack-
ing arrangements.

The entire structure of CS, equilibrated at 295 K and at
RH values of 0, 11.4, and 21.6%, could not be solved by
single crystal X-ray diffraction, suggesting significant
reductions in crystallinity and emphasizing that the water
molecules are structural elements necessary for holding
together the crystal structure. On reducing the RH, both
the water content and the crystallinity decreased gradually,
suggesting that the transition between the crystalline form
A and the amorphous form cannot be precisely defined.

Comparison of the Unit Cell Parameters of Cro-
molyn Sodium Structures with Different Water
ContentssThe lattice parameters, expressed as a function
of RH and water content (Table 1), were derived from the
PXRD patterns (Figure 5) using the Rietveld method.
Figure 6 compares the observed PXRD pattern with that
calculated after Rietveld refinement.

As the RH in the environment decreased, the unit cell
parameters, a, b, c, R, and the volume, V, also decreased

Table 4sComparison of the Intramolecular Bond Angles and Bond Lengths of the Cromolyn Sodium Structures Reported by Hamodrakas et al.3 at
298 K with Those Solved at 295 K and at 173 K in the Present Work

anglea ref 3 295 K 173 K bonda ref 3 295 K 173 K

C6−C1−01 119.5 (1.6) 122.1 122.3 (6) O1−C1 1.42 (2) 1.359 1.355 (10)
C6−C1−C2 122.6 (1.8) 122.1 120.5 (7) C1C2 1.41 (3) 1.389 1.406 (11)
O1−C1−C2 117.9 (1.4) 115.8 117.2 (6) C2−C3 1.37 (3) 1.350 1.335 (12)
C1−C2−C3 119.6 (1.7) 118.9 120.0 (7) C3−C4 1.35 (3) 1.395 1.416 (12)
C2−C3−C4 118.8 (1.8) 121.5 122.5 (7) C4−C5 1.42 (3) 1.369 1.404 (11)
C3−C4−C5 124.4 (1.8) 120.0 118.4 (8) C5−C6 1.42 (3) 1.422 1.420 (12)
C4−C5−C6 118.5 (1.6) 120.6 120.3 (70 C6−C7 1.53 (3) 1.443 1.474 (11)
C4−C5−O2 128.0 (1.6) 124.0 122.8 (7) C6−C1 1.44 (2) 1.406 1.418 (10)
C6−C5−O2 113.5 (1.5) 115.4 116.8 (2) C7−O3 1.26 (2) 1.224 1.249 (10)
C5−C6−C1 115.8 (1.8) 116.7 118.2 (6) C7−C8 1.44 (3) 1.438 1.432 (13)
C5−C6−C7 125.8 (1.5) 124.0 124.2 (7) C8−C9 1.33 (3) 1.332 1.339 (11)
C1−C6−C7 118.3 (1.7) 119.2 117.6 (7) C9−O1 1.37 (2) 1.345 1.345 (2)
C6−C7−C8 116.2 (1.5) 114.3 114.6 (7) C9−C10 1.55 (4) 1.506 1.506 (13)
C6−C7−O3 124.5 (1.6) 124.9 122.7 (8) C10−O4 1.25 (3) 1.226 1.229 (11)
C8−C7−O3 119.2 (1.7) 120.8 122.6 (7) C10−O5 1.28 (3) 1.233 1.257 (11)
C7−C8−C9 120.5 (1.9) 122.7 123.6 (7) C5−O2 1.34 (2) 1.335 1.345 (9)
C8−C9−O1 125.4 (1.8) 122.7 121.3 (7) O2−C11 1.44 (2) 1.427 1.432 (10)
C8−C9−C10 121.0 (1.9 123.5 123.4 (7) C11−C12 1.56 93) 1.503 1.500 (10
C10−C9−O1 113.7 (1.6) 113.8 115.3 (7) C12−O11 1.40 (2) 1.420 1.440 (8)
C9−C10−O4 115.7 (1.9) 117.7 117.4 (7) C12−C13 1.59 (3) 1.477 1.515 (12)
C9−C10−O5 117.9 (1.8) 115.3 115.2 (8) C13−O6 1.40 (2) 1.432 1.443 (9)
O4−C10−O5 126.3 (2.0) 127.0 127.4 (9) O6−C18 1.38 (3) 1.332 1.316 (10)
O2−C11−C12 102.1 (1.5) 106.7 105.7 (6) C18−C17 1.31 (3) 1.367 1.405 (12)
C11−C12−O11 108.6 (1.5) 108.6 109.4 (6) C17−C16 1.40 (3) 1.371 1.365 (13)
C11−C12−C13 108.6 (1.5) 111.3 111.6 (6) C16−C15 1.34 (3) 1.371 1.363 (13)
O11−C12−C13 105.9 (1.4) 110.4 109.7 (6) C15−C14 1.36 (3) 1.357 1.389 (13)
C12−C13−O6 99.9 (2.4) 106.9 106.0 (6) C14−C19 1.36 (3) 1.380 1.372 (12)
C15−C14−C19 126.8 (1.7) 123.7 123.8 (8) C14−O8 1.37 (2) 1.380 1.389 (10)
C15−C14−C8 112.7 (1.6) 115.2 113.6 (8) O8−C22 1.31 (3) 1.326 1.367 (11)
O8−C14−C19 120.3 (1.7) 121.1 122.6 (7) C22−C23 1.49 (3) 1.542 1.543 (11)
C14−C15−C16 117.6 (1.8) 119.0 118.3 (8) C23−O9 1.24 (3) 1.224 1.231 (12)
C15−C16−C17 121.1 (1.8) 120.5 120.7 (8) C23−O10 1.25 (3) 1.217 1.228 (12)
C16−C17−C18 118.7 (1.7) 120.7 121.8 (7) C22−C21 1.28 (3) 1.320 1.326 (13)
C17−C18−O6 124.4 (1.6) 124.5 124.5 (7) C21−C20 1.43 (3) 1.442 1.436 (11)
C17−C18−C19 124.0 (1.8) 120.1 118.1 (7) C20−O7 1.25 (3) 1.216 1.215 (11)
O6−C18−C19 111.6 (1.7) 115.4 117.4 (7) C20−C19 1.43 (3) 1.461 1.493 (12)
C14−C19−C18 111.5 (1.8) 115.9 117.3 (7) C19−C18 1.45 (3) 1.435 1.430 (11)
C14−C19−C20 121.7 (1.7) 120.3 119.5 (7)
C18−C19−C20 126.7 (1.8) 123.7 123.2 (7)
C19−C20−O7 125.2 (1.7) 125.9 123.5 (7)
C19−C20−C21 113.3 (1.8) 113.3 113.8 (7)
O7−C20−C21 121.3 (1.7) 120.8 122.7 (8)
C20−C21−C22 122.3 (1.9) 122.4 122.7 (8)
C21−C22−O8 124.9 (1.7) 123.7 123.6 (7)
C21−C22−C23 122.5 (1.8) 124.7 125.8 (8)
O8−C22−C23 112.1 (1.6) 111.5 110.6 (7)
C22−C23−O9 117.1 (1.8) 115.7 114.5 (8)
C22−C23−O10 114.8 (1.7) 116.8 117.4 (8)
O9−C23−O10 127.8 (1.8) 127.5 128.0 (8)
C1−O1−C9 120.0 (1.3) 119.0 120.5 (6)

a The atom parentheses are omitted for clarity.
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(Table 1). The general trend of the unit cell dimensions as
a function of RH is consistent with Cox et al.,2 but the cell
lengths differed slightly (<1%). The R angle was ap-
proximately 90° at RH e 58.5%, but was approximately
92.5° at RH g 75.4%. The â and γ angles were found to be
relatively constant, at approximately 97.5° and 94.5°,
respectively, over the entire RH values examined. At 0%
RH, CS is mainly amorphous, as indicated by the broad
amorphous halo, with only four distinguishable PXRD
peaks for the (001), (010), (01-1), and (011) planes (Figure
5). From the 2θ values of these four peaks and with the
assumption that the values of the lattice parameters, a, â
and γ, at 6.5% RH are approximately equal to those at 0%
RH, the lattice parameters b, c, and R of the CS structure
at 0% RH were estimated (Table 1).

Molecular Conformation of the Cromolyn Anions
The structure of cromolyn sodium reported by Hamodrakas
et al.3 contains 5 to 6 (∼5.5) water molecules per cromogly-
cate anion, while that solved here contains 6.44 water
molecules per cromoglycate anion. Comparison between
two structures can provide insight into the influence of
water content on the molecular conformation of the cro-
molyn anion.

The two structures show similarities in packing arrange-
ments and in most intramolecular bond lengths and bond
angles. The major differences occur in the torsional angles
of the two carboxylate groups and in the torsional and bond
angles of the 2-hydroxypropane linking chain. The part of
the 2-hydroxypropane chain that is coordinated to Na(1)
is more rigid than the part that is not (Figure 7a). The
largest changes in bond angle occur in C(12)-C(13)-O(6)
and C(13)-O(6)-C(18), and are approximately 6° and 5°,
respectively. As the water content increases from ∼5.5 to
6.44, the two carboxylate groups rotate away from each
other (Figure 7a), while the angle formed by the planes of

Table 5sSodium Coordination Distances of the Cromolyn Sodium
Structure Solved at 173 K. The Structure Corresponds to 6.44 Water
Molecules per Cromoglycate Anion

sodium ion

position occupancy sodium ion−oxygena notationb distance (Å)

Na1 1 Na1 (0,0,0)−O2 (0,0,0) 2.699
Na1 (0,0,0)−O3 (−1,0,0) 2.592
Na1 (0,0,0)−O3 (0,0,0) 2.495
Na1 (0,0,0)−O11 (0,0,0) 2.488
Na1 (0,0,0)−O12 (0,0,0) 2.508
Na1 (0,0,0)−O13 (0,0,0) 2.430
Na1 (0,0,0)−O13 (0,0,0) 2.380

Na2 0.316 Na2 (0,0,0)−O5 (0,1,−1) 2.358
Na2 (0,0,0)−O10 (0,0,0) 2.446
Na2 (0,0,0)−O14 (0,0,0) 2.316
Na2 (0,0,0)−O14 (1,0,0) 1.937c

Na2 (0,0,0)−O18 (0,0,0) 2.316
Na3 0.319 Na3 (0,0,0)−O5 (0,0,0) 2.506

Na3 (0,0,0)−O5 (1,0,0) 2.696
Na3 (0,0,0)−O14 (0,0,0) 1.990c

Na3 (0,0,0)−O18 (0,0,0) 2.316
Na3 (0,0,0)−O15 (0,0,0) 1.694c

Na3 (0,0,0)−O18 (0,0,0) 2.409
Na4 0.365 Na4 (0,0,0)−O9 (0,0,0) 2.388

Na4 (0,0,0)−O15 (−1,0,−1) 2.484
Na4 (0,0,0)−O16 (0,0,0) 1.762c

Na4 (0,0,0)−O16 (−1,0,0) 2.589
Na4 (0,0,0)−O17 (0,0,0) 2.464
Na4 (0,0,0)−O18 (0,−1,0) 2.271

a These atoms are shown in Figure 4a−d. The atom parentheses are omitted
for clarity. b (0,0,0) refers to the original unit cell. The digit 1 indicates for-
ward transition by one unit cell. The digit −1 indicates backward transition
by one unit cell. c This sodium ion−oxygen distance is unreasonably small,
so the water molecule will be displaced when the sodium ion occupies this
position.

Figure 4sCoordination environment of: (a) the first (ordered) sodium ion, Na(1), shown in two neighboring unit cells (A and B); and the second (disordered)
sodium ion at the three partially occupied sites, (b) Na(2), (c) Na(3), and (d) Na(4). The striped circles represent the sodium sites. The open circles represent
the oxygen atoms coordinated to Na(1). The dotted (gray) circles represent the oxygen atoms coordinated to Na(2), Na(3), or Na(4).
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the two cyclic moieties decreases (Figure 7b) to form a
larger water channel and stronger hydrophobic interactions
between the cromoglycate anions in the a and b crystal-
lographic directions. Because the carboxylate groups are
coordinated to the second sodium ion, Na(2), Na(3), and
Na(4), the change in torsional angles, C(8)-C(9)-C(10)-
O(5) and C(21)-C(22)-C(23)-O(9), most likely reflect the
change in its relative position.

In symmetrical molecules containing two planar moi-
eties, such as CS or biphenyl,13 the question arises whether
the planar groups are in the same plane. For biphenyl in

the crystalline state, Bushing13 found that, above the
transition temperature, the molecules have an average
coplanar conformation, whereas below the transition tem-
perature one phenyl ring is twisted relative to the other
by as much as 10° at 22 K. While the two phenyl rings in
biphenyl are linked by a covalent bond, the two cyclic
moieties in CS are linked by a flexible 2-hydroxypropane
chain, as discussed above. In the solution state, the cyclic
moieties of CS are coplanar and the molecule (divalent
anion) is symmetric. However, CS crystallizes in the space
group, P1, corresponding to a complete lack of symmetry.

Figure 5sPowder X-ray diffraction patterns of cromolyn sodium crystallites equilibrated at four relative humidities: 80.9, 57.5, 21.6, and 0% at 23 °C.

Figure 6sPowder X-ray diffraction patterns of cromolyn sodium: observed after equilibration at 80.9% relative humidity at 23 °C (top dashed line); calculated
from the Rietveld-refined crystal structure at 173 K (top full line); difference between the calculated and the observed patterns (bottom dashed line). The vertical
sticks mark the positions of the calculated diffraction peaks.
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Moreover, the crystal contains a channel parallel to the
short a-axis in which the disordered array of sodium ions
and water molecules is found. It is possible that the crystal
might achieve an ordered state with a certain water content
at a certain temperature. However, this behavior has not
been observed and would require further study.

Water Uptake of Cromolyn Sodium and Its Rela-
tionship to Structural FeaturessThe high affinity for
water and the reversible water sorption-desorption be-
havior of CS (Cox et al.,2 also summarized in Table 1) can
be understood from its molecular and crystal structures.

The hygroscopicity of CS is due to its ionic nature and
the various polar functional groups: carboxylate, carbonyl,
ether, and hydroxyl. The large sodium and water channels

along the a-axis, seen from the crystal packing diagram
(Figure 3), allow easy passage of water molecules with little
energy expenditure and minimal disruption to the crystal
packing. This feature may explain the reversible water
uptake of CS. Several factors contribute to the continuous
and nonstoichiometric uptake of water by CS. First and
foremost, the flexible 2-hydroxypropane chain linking the
two cyclic moieties can relax readily to accommodate
continuous lattice expansion caused by the continuous
uptake of water. Second, the disordered sodium ion and
the variable size of the large water channel cause the water
to be disordered and allow for variable nonstoichiometric
water contents that depend on the occupancies of the
second sodium ion and the size of the water channel.

Powder X-ray Diffraction Pattern of Cromolyn
Sodium as a Function of Relative HumiditysAs stated
above, the crystal structure of CS equilibrated at RH <
22% could not be solved by single-crystal X-ray diffraction,
suggesting significant reductions in crystallinity. As the
immediate environmental RH decreases, the PXRD pattern
of CS (Figure 5) shows peak shifts toward smaller d-
spacing (larger 2θ). Some PXRD peaks disappear and some
appear as the RH changes. These appearances and disap-
pearances can be explained by the change in the R angle
of the crystal structure. The R angle is approximately 92.5°
at RH g 75.4% and is approximately 90° at RH e 58.5%.
As the R angle changed from 92.5° to 90°, the (100) and
(004) peaks separated and the following pairs of peaks
merged: (01-1) and (011); (01-2) and (012); (02-1) and
(021); (02-2) and (022) (Figure 8).

Studies of the Different Crystalline Forms of Cro-
molyn Sodium Previously Reported5,6sThe crystalline
materials A, B, and C, prepared here following the proce-
dures outlined by Oguchi et al.,5,6 are all elongated trans-
parent slabs (Figure 9); their PXRD patterns (Figure 10)
correspond to those of the original crystal form of CS
reported by Cox et al.,2 with the exception of a diffraction
peak below 5° 2θ, attributed to the formation of M liquid
crystalline phase.4 Close examination of the PXRD patterns
of materials A, B, and C reported by Oguchi et al.,5,6 reveals
peaks corresponding to the M liquid crystalline phase.4
Excluding the peaks corresponding to the liquid crystalline
phase, the PXRD pattern of material A is identical to that
of the original crystal form of CS equilibrated at RH e 58%.

Figure 7sOverlay of the unit cells of the following two cromolyn sodium
structures solved at 295 K: the structure with ∼5.5 molecules of water per
molecule of cromolyn sodium (reported by Hamodrakas et al., 1974);3 the
structure with 6.44 molecules of water per molecule of cromolyn sodium (solved
in the present study); looking down (a) the a-axis and (b) the b-axis. The
sodium ions and water molecules are omitted.

Figure 8sTheoretical powder X-ray diffraction patterns calculated by varying
the R angle of the crystal structure of cromolyn sodium crystallized from
methanol + water mixtures (v:v ) 9:10, water activity ) 0.76) and solved at
295 K.

1198 / Journal of Pharmaceutical Sciences
Vol. 88, No. 11, November 1999



Similarly, the PXRD pattern of material B can be super-
imposed on the PXRD pattern of the original crystal form
of CS equilibrated at RH g 75.4%, with the exception of
some small shoulder peaks, which can be attributed to
fluctuations in the lattice parameters.2 The sharp diffrac-
tion peaks in the PXRD pattern of material C can also be
superimposed on the PXRD pattern of the original crystal
form of CS equilibrated at RH g 75.4%. When damp freshly
harvested materials A, B, and C were observed under the
polarized microscope, the crystals changed to a birefringent
gel within 5 min. PXRD analysis showed that this gel is
the M mesophase of CS.4 The preferential evaporation of
the alkanol used to prepare materials A, B, and C increased
the water concentration and caused the observed formation
of the M mesophase. These results indicate that materials
A, B, and C are the original crystalline hydrate form2,3 of
CS contaminated by varying proportions of M, and hence
explain the moisture sorption diagrams and the DSC
curves of Oguchi et al.5,6 The reported6 DSC curve of
material C appears identical to that of the M mesophase
in the present work. The steps observed in the reported5,6

moisture sorption diagrams are probably a reflection of the

Figure 9sPhotomicrographs of (a) material A, (b) material B, and (c) material C, prepared in our laboratory, according to procedures described by Oguchi et
al.,5-6 and submerged in silicone oil.

Figure 10sPowder X-ray diffraction patterns of (a) material A, (b) material
B, and (c) material C prepared in our laboratory, according to the procedures
described by Oguchi et al.5,6
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reduction in the number of degrees of freedom caused by
contamination with the liquid crystalline phase, M, in
accordance with Gibbs phase rule and are not evidence for
the formation of stoichiometric hydrates.

Conclusions
1. The “new forms” of CS reported by Oguchi et al.5,6 have

been prepared, characterized, and shown to be contami-
nated by the liquid crystalline phase, M, which complicated
the PXRD pattern, moisture sorption, and the thermal
analytical data.

2. Only one crystalline hydrate form of CS is observed,
is nonstoichiometric, and corresponds to that reported by
Cox et al.2

3. The crystal structure of CS with 6.44 water molecules
per cromoglycate anion has been solved at 295 and 173 K.
At 0% RH, loss of crystallinity accompanies loss of water,
suggesting that the water molecules are necessary for
holding together the crystalline structure. The second
sodium ion of the CS occupies three partial crystallographic
sites.

4. The solved crystal structure of CS is compared with
that of Hamodrakas et al.,3 which contains 5 to 6 water
molecules per cromoglycate anion. The CS crystal structure
is found to be flexible. The bond and torsional angles in
the 2-hydroxypropane linking chain can change the relative
orientations of the two cyclic moieties to accommodate
lattice expansion or contraction resulting from water
adsorption and desorption. The torsional angles of the two
carboxylate groups can also change with changing water
content.

5. The high water affinity and reversible water sorption-
desorption of CS can be explained in terms of its molecular
and crystal structure. The ionic nature and the polar
groups of CS explain its hygroscopicity. The reversible and
nonstoichiometric water sorption and desorption can be
explained by the presence of large water channels, the
flexible 2-hydroxypropane linking chain, and the disordered
second sodium ion and the surrounding water molecules.
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Abstract 0 A diffusion model for the percutaneous absorption of a
solute through the skin is developed for the specific case of a constant
donor concentration with a finite removal rate from the receptor due
to either perfusion rate or sampling. The model has been developed
to include a viable epidermal resistance and a donor−stratum corneum
interfacial resistance. Numerical inversion of the Laplace domain
solutions were used for simulations of solute flux and cumulative
amount absorbed and to model specific examples of percutaneous
absorption. Limits of the Laplace domain solutions were used to define
the steady-state flux, lag time, and receptor concentration. Steady-
state approximations obtained from the solutions were used to relate
the steady-state flux and the effective permeability coefficient to the
viable epidermis resistance, a donor−stratum corneum interfacial
resistance, receptor removal rate, and partitioning between the receptor
and donor phases. The lag time was shown to be dependent on these
parameters and on the volume of the receptor phase. It is concluded
that curvilinear cumulative amount and flux−time profiles are dependent
on the processes affecting percutaneous absorption, the shapes of
the profiles reflecting the processes most determining transport.

Introduction
The interpretation of percutaneous absorption kinetics

is highly dependent on the assumed mathematical model
representation of transport across the epidermis. This
information is then commonly applied to (1) optimize
topical formulations, (2) develop transdermal delivery
systems, (3) provide risk assessment for skin contaminants,
and (4) predict the effect of physiological processes (such
as changes in dermal blood flow) on the rate of percuta-
neous penetration.1 A number of mathematical models
have been used to describe percutaneous absorption kinet-
ics.2 Most percutaneous absorption kinetic models describe
the time dependency of the cumulative amount of solute
penetrating the epidermis into a sink receptor phase.2 The
models derived recognize constant and depleting donor
concentrations and the resistance of the viable epidermis.
When a constant donor concentration exists, the cumula-
tive amount of solute penetrating the epidermis under
steady-state conditions (Qss(t)) is linearly related to the
exposure time t:

where Jss is the steady-state flux, lag is the lag time, and
A is the area of application. The steady-state flux of solutes
through the epidermis can be expressed in terms of an
apparent permeability coefficient k′p, and the difference in

vehicle (Cd0) and receptor compartment (Cr ss) concentra-
tions:1-4

A number of studies have shown that k′p is defined by the
resistances of both the stratum corneum and viable
epidermis.4-7 Cr ss is defined by k′p, A, Cd0, and the rate of
removal of solute from the receptor compartment, desig-
nated as a clearance Clr:8

It is apparent that an increased Clr will reduce Cr ss (eq 3)
and, accordingly, increase Jss (eq 2). A number of studies
have shown that an increase in perfusion flow rate can
increase percutaneous absorption.9-11 In addition, a num-
ber of studies have shown that percutaneous absorption
of lipophilic solutes is highly dependent on the nature of
the receptor fluid and that certain receptor fluids under-
estimate in vivo absorption.12-19

We are not aware of mathematical expressions describ-
ing the curvilinear Q(t) versus time profiles associated with
nonsink conditions using a diffusion model for epidermal
transport. Guy and Hadgraft20 have given a theoretical
expression for the diffusion-controlled release of a solute
from a slab into a nonsink receptor. Curvilinear Q(t) versus
time profiles also occur when there is depletion in the donor
phase associated with the application of a finite donor.2
Parry et al.21 presented an expression for the accumulation
of solute in the receptor compartment with time when there
was no clearance of solute from the receptor. Guy and
Hadgraft22 reported a pharmacokinetic model in which the
influx into the membrane was assumed to be an exponen-
tial decline in vehicle concentration and the efflux from the
membrane was defined by a first-order rate constant.

In this paper, we derive diffusion equations for the
cumulative amount of solute penetrating through the
epidermis from a constant donor concentration into a finite
receptor volume with a finite removal clearance. Given the
potential contribution of the viable epidermis and unstirred
water layers as a resistance to transport into the dermis
or receptor,1-7 we have included this effect in our deriva-
tions. We have also included the complementary contribu-
tion of the vehicle-stratum corneum resistance, as this is
relevant to transdermal patch delivery with delivery being
controlled in part by a membrane or adhesive patch
component. The Laplace expressions for cumulative
amount-time and flux-time relationships are then used
to define steady-state flux and lag times. These expressions
were also used to characterize the effects of changing
various determinants on the profiles described by the
relationships and to explain experimental data. Given that

* Corresponding author. Fax: 61-7-3240 5806. E-mail: M.Roberts@
mailbox.uq.edu.au.

Qss(t) ) JssA(t - lag) (1)

Jss ) k′p(Cd0 - Cr ss) (2)

Cr ss )
k′pACd0

Clr + k′pA
(3)
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many receptor fluids yield percutaneous absorption fluxes
in vitro considerably lower than for in vivo with highly
lipophilic compounds,23 we have also considered the esti-
mation of the apparent permeability coefficient from the
apparent solubility of the solutes in a given receptor fluid.

Theory
Figure 1 shows a schematic diagram of the model used

in this work. Both donor and receptor phases are repre-
sented as a well stirred compartments. The transport of
solute through the stratum corneum, referred to in this
section as the membrane, is described by the diffusion
equation:

where Cm(x,t) is the concentration of solute in the mem-
brane at distance x at time t, and Dm is the diffusion
coefficient. We assume there is no solute initially present
in the membrane. The initial condition is therefore:

The boundary conditions at the donor surface (x ) 0) are
defined by the partitioning of the solute between donor
phase and membrane:

where Cd0 is the concentration in the donor phase, Km is
the partition coefficient between the membrane and donor
(Km ) Cm

ss/Cd
ss at the equilibrium between the membrane

and donor).
Donor Surface Boundary ConditionssWhen an in-

terfacial barrier exists adjacent to the membrane in the

donor phase, boundary condition 6 becomes:

where kp
d is permeability coefficient through this barrier.

In the specific case when this barrier is an unstirred
diffusion layer in the donor phase, kp

d ) Ddl/hdl, where Ddl
and hdl are diffusion coefficient and thickness of the layer.

Receptor Surface Boundary ConditionssThe bound-
ary conditions at the receptor surface (x ) hm, hm is effective
thickness of the membrane) are:

where Clr is the removal rate (mL/min) of solution contain-
ing solute from the receptor phase, Vr is the volume of the
receptor, Kr is the partition coefficient between the receptor
and donor (Kr ) Cr

ss/Cd
ss at the equilibrium between the

receptor and donor), A is the area of application, and Cr is
the concentration in the receptor. In eq 8, kp

ve is the
permeability coefficient of solute due to a barrier between
the membrane and receptor. In the specific case of the
viable epidermis or an unstirred aqueous diffusion layer
being the barrier, kp

ve ) KveDve/hve where hve is the thick-
ness of the viable epidermis/layer, Dve is the diffusion
coefficient in the viable epidermis/layer, and Kve is the
partition coefficient between the viable epidermis/layer and
donor (Kve ) Cve

ss/Cd
ss at the equilibrium between the viable

epidermis/layer and the donor). It is also noted that k′p (eq
2) can be expressed in terms of kp

sc and kp
ve by3-8 1/k′p ) 1/

kp
sc + 1/kp

ve, where kp
sc is the stratum corneum permeability

coefficient. We have limited this analysis to pseudo-steady-
state permeability coefficients kp

ve and kp
d for transport in

the viable epidermis and unstirred receptor/donor diffusion
layers, as representation of transport by the diffusion
equation unnecessarily increases the complexity of the
solutions, given that the lag time in the viable epidermis
and unstirred diffusion layers is normally very small. While
Clr in vitro is defined by either sampling rate or flow rate,
Clr in vivo is defined by the sum of removal by blood flow
and clearance by transport into deeper tissues below the
application site.3

Laplace Domain SolutionsWe now consider the
Laplace domain solution of eq 4 with boundary conditions
6-9. The Laplace transform of eq 4 with initial condition
5 is:

where hat over function (ˆ) denotes the Laplace transform.
The Laplace transforms of boundary condition expres-

sions 6-9 are:

Figure 1sSchematic diagram of the model. (A) In vitro and (B) in vivo (see
text for explanations of symbols).

∂Cm

∂t
) Dm

∂
2Cm

∂x2
(4)

Cm(x,0) ) 0 (5)

Cm(0,t) ) KmCd0 (6)

-Dm

∂Cm

∂x
|x)0 ) kp

d(Cd0 -
Cm

Km
) (7)

-Dm

∂Cm

∂x
|x)hm

) kp
ve(Cm

Km
-

Cr

Kr
) (8)

Vr

dCr

dt
) -ADm

∂Cm

∂x
|x)hm

- ClrCr (9)

sĈm ) Dm

d2Ĉm

dx2
(10)

-Dm

dĈm

dx
|x)0 ) kp

d(Cd0

s
-

Ĉm

Km
) (11)

-Dm

dĈm

dx
|x)hm

) kp
ve(Ĉr

Kr
) (12)

VrsĈr ) -ADm

dĈm

dx
|x)hm

- ClrĈr (13)
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The general solution to eq 10 is

where A1 and B1 are constants independent of x to be
determined by the boundary conditions, and td is the
parameter with the dimension of time:

Substitution of Ĉm(x,s) in the form of eq 14 to boundary
condition 11 yields for B1:

where dimensionless parameter κd is the relative perme-
ability of the diffusion layer in the donor:

and kp
sc is the permeability coefficient of membrane:

Solving boundary conditions 12 and 13 for A1 with
Ĉm(x,s) in the form of eq 14 and with B1 determined in eq
16 yields expression for A1:

where functions g1(s) and g2(s) are:

and dimensionless parameters κve, ClrN, and VrN are defined
as:

We note that the kinetic interpretations of parameters
introduced here are as follows: td is of the order of
magnitude of the diffusion time through membrane; κve is
a measure of the relative resistance of membrane (1/kp

sc)
to the resistance of the viable epidermis/aqueous layer (1/
kp

ve); ClrN is a measure of the magnitude of the removal
rate from the receptor phase (Clr) relative to transport

through the membrane (kp
scA); VrN is the ratio of the

amount of drug in the receptor phase and membrane (CrVr/
[CmVm]) assuming equilibrium exists between phases.

Substitution of A1 from 19 and B1 from 16 to eq 14 yields
the equation for the concentration in the membrane:

Flux of SolutesThe flux of solute into the receptor
phase is given by:

Hence, from eqs 25 and 26:

Amount of Solute AbsorbedsThe cumulative amount
of solute absorbed Q(t) over time t into the receptor can be
derived from the flux-time relationship for a solute:

Or in the Laplace domain:

Hence, from eqs 27 and 29:

Receptor Phase ConcentrationsCombining eqs 26
and 13 yields

Rearrangement yields the receptor concentration Ĉr(s):

Simulations and Data Analysis
Simulations in this section have been performed by numerical

inversion of functions from the Laplace domain to the time domain
using the program SCIENTIST (Micro-Math Scientific software).
Numerical inversion of the Laplace domain solutions were used
in these simulations for simplicity. The inversion of Q̂(s) to the
time domain for arbitrary t is only possible in a form of an infinite
sum of residues of function estQ̂(s) at its singularities and involves
solving bulky transcendental equations. A solution in this form

Ĉm(x,s) )

Cd0Km

s

g1(s) cosh(xstd
x

hm
) - g2(s) sinh(xstd

x
hm

)
g1(s) +

xstd

κd
g2(s)

(25)

Ĵ(s) ) -Dm

dĈm

dx
|x)hm

. (26)

Ĵ(s) )
kp

scCd0

s [( 1
ClrN + VrNstd

+ 1
κve

+ 1
κd

) cosh xstd +

( 1

xstd

+
xstd

κd [ 1
κve

+ 1
ClrN + VrNstd]) sinh xstd]-1

(27)

Q(t) ) ∫0

t
AJ(t′)dt′ (28)

Q̂(s) )
AĴ(s)

s
(29)

Q̂(s) )
kp

scACd0

s2 [( 1
ClrN + VrNstd

+ 1
κve

+ 1
κd

) cosh xstd +

( 1

xstd

+
xstd

κd [ 1
κve

+ 1
ClrN + VrNstd]) sinh xstd]-1

(30)

VrsĈr ) AĴ(s) - ClrĈr (31)

Ĉr(s) )
AĴ(s)

Vrs + Clr
(32)

Ĉm(x,s) ) A1sinh(xstd
x

hm
) + B1cosh(xstd

x
hm

) (14)

td )
hm

2

Dm
(15)

B1 )
Cd0Km

s
+

xstd

κd
A1, (16)

κd )
kp

d

kp
sc

(17)

kp
sc )

KmDm

hm
(18)

A1 ) -
Cd0Km

s
g2(s)

g1(s) +
xstd

κd
g2(s)

(19)

g1(s) ) 1 +
κve

ClrN + VrNstd
+

κve

xstd

tanh xstd (20)

g2(s) ) (1 +
κve

ClrN + VrNstd
) tanh xstd +

κve

xstd

(21)

κve )
kp

ve

kp
sc

(22)

ClrN )
ClrKr

kp
scA

(23)

VrN )
VrKr

VmKm
(24)

Journal of Pharmaceutical Sciences / 1203
Vol. 88, No. 11, November 1999



was felt to be of limited value as reliable numerical inversion
techniques are now available.24

Experimental data illustrating the effect of receptor composition
(aqueous solutions containing Volpo N 20 or bovine serum
albumin) and sampling times on the penetration of octyl salicylate
as a 10% solution in liquid paraffin through 20 µm high density
polyethylene membrane were produced by our group.18,25 In
addition, solubilities of octyl salicylate determined in Volpo N 20
6% (9.73 ( 0.21 mg/mL) and 4% bovine serum albumin (0.24 (
0.01 mg/mL)18,25 were used for data interpretation.

Results

The present model shows that, under conditions of
constant donor concentration, the cumulative amount
absorbed Q(t), the flux J(t) and the receptor phase concen-
tration Cr(t) can be expressed in Laplace domain by eqs
30, 27, and 32, respectively. These values have been
expressed in terms of six parameters reflecting both
intrinsic and extrinsic determinants of the resulting time
profiles. The two usual intrinsic variables are the stratum
corneum permeability coefficient (kp

sc) and the diffusion
time through the stratum corneum (td). The extrinsic
variables are κd, κve, ClrN, and VrN. These variables are
determined by receptor (dermal) clearance, receptor (der-
mal) volume (assuming it is effectively well-mixed), recep-
tor phase composition (affinity for solute), viable epidermal
(aqueous diffusion layer) resistance, and the vehicle-
membrane interfacial resistance. We now consider the
effects of each of these determinants on Q(t), J(t) and Cr(t)
versus t profiles. Later we express equations 30, 27 and
32 as steady state approximations and consider the explicit
effects of each determinant.

Receptor (Dermal) ClearancesThe effect of receptor
(dermal) clearance on Q(t) versus t profiles is defined by
ClrN, which expresses ClrKr relative to kp

scA (eq 23). Figure
2a shows normalized plots of Q/(kp

scACd0td) versus t/td for a
specific case where both the relative viable epidermis
resistance (κve) and relative receptor volume (VrN) equal 0.5,
and there is no donor-stratum corneum interfacial resis-
tance (κd f ∞). It is apparent that as ClrN decreases,
corresponding to a reduction in sampling rate, the cumula-
tive amount absorbed decreases in a curvilinear manner.
However, at long times, an apparent steady-state flux is
reached. Figure 2b shows that decreasing the receptor
clearance results in a lower steady-state flux (slope of
relationship), a longer time to reach steady state, and, in
this case, a negative lag time (lag2). Figure 2c and Figure
2b show that the flux is reduced and receptor phase
concentration increased by decreasing the receptor clear-
ance.

Receptor (Dermal) VolumesFigure 3a shows that the
volume of the receptor phase, as represented by VrN() VrKr/
[VmKm]), eq 24 also affects the cumulative amount-time
profiles. This analysis assumes that this volume is ef-
fectively well-mixed. The curvilinear profiles are less
pronounced as VrN increases. When VrN f ∞, the profile is
equivalent to that for infinite sampling. It is apparent from
Figure 3a that reducing the receptor volume results in the
same steady-state flux when a finite receptor volume exists,
as distinct from the much higher steady-state flux with
sink conditions as defined by VrN f ∞. Figure 3a also shows
that decreasing VrN decreases the time to reach steady
state. Consistent with this observations, VrN affects the
time for Cr(t) to reach steady state, but not the actual Cr ss,
when a finite volume exists.

Receptor Solution CompositionsThe receptor solu-
tion composition will determine the partition coefficient of
the solute between the stratum corneum and receptor
solution Kr and, in turn, ClrN() ClrKr/(kp

scA), eq 23) and

VrN() VrKr/(VmKm), eq 24). Figure 4a shows that as Kr
decreases, the cumulative amount absorbed also decreases.
It is apparent that reduced Kr is associated with a lower
steady-state flux. Given that Kr is also defined by the
solubility in the receptor divided by that in the donor when
Henry’s law applies, similar profiles can be shown for a
given vehicle or donor phase when the receptor composition
is characterized by the solubility of the solute in the
receptor phase.

Figure 4b shows that a decreased Kr (and receptor phase
solubility for solute) leads to a decreased Cr but does not
greatly affect the time to reach Cr ss. It is evident in Figure
4c that experimental data, in which the Volpo N20 con-

Figure 2s(a) Normalized cumulative amount absorbed versus normalized
time profiles for κve ) VrN ) 0.5 and κd ) ∞ based on eq 30 (κve represents
ratio of resistance of membrane, 1/kp

sc, to the resistance of the viable
epidermis/aqueous layer, 1/kp

ve, κd represents ratio of resistance of mem-
brane, 1/kp

sc, to the resistance of the vehicle−stratum corneum interface, 1/kp
d,

whereas VrN defines ratio of receptor−membrane effective distribution volumes).
The curves on each graph represent ClrN values of 0.1, 0.3, 1, 3, 10, and ∞,
with arrows indicating the increase of ClrN (ClrN defines relative rate of receptor
clearance to permeability through membrane). (b) The curve corresponding
to ClrN ) 0.1 from part a (solid line) is presented together with its steady-
state (dashed line) and quasi-steady-state (dash-dotted line) extrapolations.
Intercepts of extrapolations with x axis define negative (lag2) and positive
(lag1) lag times for the steady and quasi steady states. (c) Normalized flux
versus normalized time (t/td). (d) Normalized receptor concentration versus
normalized time.

Figure 3s(a) Normalized cumulative amount absorbed versus normalized
time profiles for different receptor phase volumes (varying VrN) with κve )
0.5, ClrN ) 0.1, and κd ) ∞. On each graph, curves represent VrN values of
0.5, 1.0, 2.0, and ∞, respectively, starting from lower curve (see Figure 2 for
simplistic description of κve, VrN, and ClrN). (b) Corresponding receptor
concentrations Cr normalized for donor concentration Cd0.
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centration in the receptor phase was reduced, is consistent
with lower penetration for receptor phase in which the
solute is less soluble. An even lower penetration is observed
for the BSA receptor phase in which octyl salicylate is 1/40
the solubility in 6% Volpo N20. Figure 4c also shows that
the effects of receptor phase variability on penetration is
diminished as the receptor sampling rate is increased.

Contribution of Viable Epidermis (aqueous diffu-
sion layer)sFigures 5a and 5b show plots of normalized
cumulative amount penetrating versus time when the
resistance of the viable epidermis is 1/10th and 10×,
respectively, that of the stratum corneum. It is apparent
that as the relative resistance of the viable epidermis or
aqueous diffusion layer increases, the steady-state flux is
reduced and the lag time increased. Further, the significant
effect of receptor clearance observed when there is a
relatively low viable epidermal resistance effectively disap-
pears when the relative resistance is high.

Contribution of Vehicle-Stratum Corneum Inter-
facial ResistancesAn effect, similar to that when viable
epidermis is significant, applies when the relative resis-
tance of the vehicle-stratum corneum interface is high.
Figure 5c and Figure 5d show that when this resistance
becomes high, the steady-state flux is reduced, lag time is

increased, and removal clearance effects are less pro-
nounced. The receptor (dermal) concentration (not shown)
is also decreased.

Steady-State ApproximationssIt is apparent in Fig-
ures 2-5 that a steady-state regime is approached at long
times (t . td) by Q(t), J(t), and Cr(t). For (t . td), the
resulting Qss(t), Jss, and Cr ss are defined by the singularity
at s ) 0. Hence, for Qss(t):

where

Writing eq 33 in an identical form to that described in
equation 1 yields expressions for the steady-state flux, Jss,
and lag time, lag, given by:

The corresponding expression for Cr ss is

Figure 4sEffect of sampling times, sampling rate, and receptor composition
on the amount absorbed versus time plots. A: Simulations with eq 48 of a
rapid sampling rate (solid lines, ClrN ) 12Kr, and VrN ) 0.1Kr) and slower
sampling rate (dashed lines, ClrN ) Kr, and VrN ) 0.1Kr) for two different
partition coefficients Kr (0.5, 10) and td ) 10h; B: corresponding receptor
concentration Cr normalized for donor concentration Cd0; C: experimental data
for 10% octyl salicylate in liquid paraffin (v-v) applied to 20 µm high density
polyethylene membranes18,25 with different receptor fluids and a high sampling
rate for the first eight hours. (O), (0), (4), and (*) represent 10% of Volpo-N
20, 6% of Volpo-N 20, 3% of Volpo-N 20, and 4% of bovine serum albumin
(BSA) in the receptor phase, respectively.

Figure 5s(a,b) Effect of epidermal resistance as described by κve (kp
ve/kp

sc)
on normalized amount absorbed versus normalized time profiles for VrN )
0.5 and κd ) ∞; (c,d) Effect of vehicle−stratum corneum resistance as
described by κd (kp

d/kp
sc) on normalized amount absorbed versus normalized

time profiles for VrN ) 0.5 and κve ) ∞. The curves on each graph represent
ClrN values of 0.1, 1, 10, and ∞ starting from the lower curve, respectively.

Qss(t) ≈ kp
scACd0(t lim

sf0
q(s) + lim

sf0

dq(s)
ds ) (33)

q(s) ) [( 1
ClrN + VrNstd

+ 1
κve

+ 1
κd

) cosh xstd +

( 1

xstd

+
xstd

κd [ 1
κve

+ 1
ClrN + VrNstd]) sinh xstd]-1

(34)

Jss ) Cd0kp
sc[1 + 1

κve
+ 1

κd
+ 1

ClrN]-1
(35)

lag )
td

6(1 +

2(ClrN
2

κd + κveClrNκd + κveClrN
2 ) + 6(ClrN

2 + κveClrN - κveVrNκd)

ClrN(ClrNκd + κveκd + ClrNκve + ClrNκveκd) )
(36)

Cr ss )
ACd0kp

sc

Clr [1 + 1
κve

+ 1
κd

+ 1
ClrN]-1
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In the absence of a significant viable epidermis and donor
diffusion layer resistance and when sink conditions apply,
the steady-state flux due to transport across the stratum
corneum Jss

sc is given by Cd0kp
sc. Hence, if the steady-state

flux Jss is defined for given values of κd, ClrN, and κve, Jss
sc

can be estimated from Jss, ClrN, κd, and κve using eq 35. It
is to be noted, that when infinite sink conditions apply,
Clr f ∞ so that ClrN f ∞, noting κve ) kp

ve/kp
sc, κd ) kp

d/kp
sc

(eqs 22, 17) and Jss
sc ) Cd0kp

sc, the steady-state flux can be
rearranged into the form:

where k′p is the apparent permeability coefficient defined
in eq 2 and Cd0 is the donor concentration.

The determinants of Jss under nonsink conditions can
be better understood by equating the definition for Jss
defined in eqs 2 and 35:

Hence, after some rearrangement

where kp
r()ClrKr/A) is an “effective” removal permeability

coefficient for the receptor. Equation 39 could therefore be
expressed as:

Hence, the “effective” permeability coefficient recognizing
nonsink condition k′′p reflects not only the stratum cor-
neum and viable epidermis permeability coefficients, but
also the “effective” removal permeability coefficient and
donor interface resistance.

Using eq 32 with s ) 0 and Ĵ(0) ) Jss the steady state
concentration in the receptor phase can be defined as:

The removal clearance is of particular importance in
determining the steady state concentration in the
receptor phase Cr ss. Noting eq 41, eq 42 can be expressed
as

Thus, even if the removal permeability coefficient
kp

r()ClrKr/A) is not rate limiting in epidermal transport, it
may be a significant determinant of local tissue concentra-
tions.

The removal permeability coefficient kp
r or ClrN is also a

major determinant of whether lag time is positive or
negative. Rearranging eq 36 yields:

It is apparent that lag time will approach td/6 when κve,
ClrN, and κd are infinitely large. Further, the potential to
have a negative lag time, as shown in Figures 2b and 3a
will only occur when ClrN is small and the receptor volume
is relatively large, so that the term in square brackets in
eq 44 becomes negative.

In summary the data shown in Figures 2-5 arise from
the explicit effects of the vehicle-stratum corneum, stra-
tum corneum, viable epidermal, and “effective” removal
permeability constants on k′′p and, hence, Jss. Jss will be
largely defined by whichever permeability constant is
smallest. The lag time will be determined not only by these
variables but also by receptor volume. Finally, Cr ss is
dependent on the relative magnitudes of Cd0Ak′′p and Clr
(eq 43).

Discussion

The present work has evolved from our overview of
mathematical models in percutaneous absorption2 and the
realization that receptor clearance effects had been only
examined to a limited extent. A major impetus for the
present study was the apparent inconsistency in the results
obtained for the penetration of sunscreens through excised
human skin and polyethylene membranes in vitro.18,25,26

It was not until we experimented with different receptor
compartments as shown in Figure 4c and confirmed that
no receptor depletion had occurred that we become aware
of the dominant role of composition and sampling or flow
rate on the absorption of the lipophilic solutes. Interest-
ingly, the most commonly used receptor fluid remains pH
7.4 phosphate-buffered saline.27 It has been suggested that
Cr(t) should not exceed 10% of its saturation solubility,28

as a consequence a greater variety of receptor phases
ranging from 25% (v/v) aqueous ethanol, 50% aqueous
methanol, various albumin solutions, and various surfac-
tant solutions27 may be necessary when the water solubility
is less than 10 µg/mL.29 However, this principle is com-
promised by effects of solubilizers, particularly on the
stratum corneum.27

The choice of a suitable receptor solution can also be
compromised by a need to maintain skin viability.19

Macpherson et al.30 have reported that the pesticide aldrin
is absorbed through skin into ethanol-water but not
aqueous receptor fluids. However, skin viability was not
supported by an ethanol-water system. It may therefore
be difficult to find a suitable receptor solution providing
both in vivo equivalent “sink” conditions and viability. In
this instance, it may be preferable to estimate kp

r from Clr
and Kr and substitute into eq 41 to find k′p, i.e., 1/k′p ) 1/k′′p
- 1/kp

r. It should be noted that a flow through in vitro
system will facilitate both skin viability31 and consistency
in Clr over time.

Numerical inversion of Laplace transforms defined by
eqs 27 to 32 have been used in this work. The validity of
such an approach has been studied by many authors
including Purves32 who showed that numerical inversion
of the Laplace transform for the two compartment disper-
sion model described by Roberts et al.33 was identical to
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6[1 +
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+ 1
ClrN

+ 1
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κveκd
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κve
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the analytical solution given by them. A better understand-
ing of the behavior of a system is often achieved by an
examination of the limits of the Laplace solution and the
resulting analytical solutions. Such an approach has been
described by Guy and Hadgraft20,22 for other models in
percutaneous absorption.

In this work we have reported the steady-state flux and
lag time which can be defined from Laplace expressions
as s f 0. The resulting expressions show the interrelation-
ship between receptor phase solubility, receptor phase
volume, and sampling rate on in vitro absorption kinetics,
thus allowing an estimation of k′p when Cr ss becomes
significant. These relationships are also important in
quantitatively interpreting the effects of perfusate flow rate
on percutaneous absorption9-11 and the reported underes-
timated in vivo absorption provided by a number of in vitro
studies on lipophilic solutes.12-19

This model is also directly applicable to in vivo studies
in both humans and animals. The expression given allows
the combined affects of epidermal transport kinetics and
changing blood flow on in vivo absorption to be understood
as codeterminants of plasma concentration-time profiles
after topical application. This effect is most explicitly
apparent in the expressions for the steady-state flux and
lag times. Cooper34 considered some pharmacokinetics of
solutes into a single compartmental model after topical
application. Similar, but more complex expressions, can be
developed when the present model is combined with the
disposition of drugs in the body. The in vivo pharmacoki-
netics are probably best described in terms of the Laplace
transform of plasma concentration Ĉp(s), or another biologi-
cal concentration effect being expressed as a potentially
complex function of parameters describing both the absorp-
tion through skin and disposition kinetics in the systemic
circulation. As discussed by Roberts et al.2 for a case when
plasma concentration does not affect the absorption kinetics
(infinite sink condition), Ĉp(s) can be expressed as a product
of the input into the systemic circulation Ĵ(s) and disposi-
tion in the body Cl(s) ie Ĉp(s) ) Ĵ(s)Cl(s). The solution for
Cp(t) is then most readily obtained by numerical inversion
of the resulting Laplace transform Ĉp(s). The steady-state
plasma concentration in this case is simply Jss/CL, where
CL is the clearance of solute from the body.

Equation 41 is an extension of expressions given by
Scheuplein and Blank35 and Robinson.36 Scheuplein and
Blank35 expressed kp

r in terms of the skin blood flow in the
upper 200 µm of the dermis. They suggested that the
removal permeability coefficient was large in comparison
to the stratum corneum permeability coefficient, except
possibly for small lipid-soluble molecules like octanol and
permeant gases. In reality, the removal permeability
coefficient in vivo is defined by both clearance into perfus-
ing blood and transport into deeper tissues.37 The latter
process, however, normally contributes only 10-30% to the
overall removal clearance (kp

rA/Kr). Benowitz et al.38 sug-
gested vasoconstriction of dermal blood vessels by intra-
venously administered nicotine as a cause for a slowing of
nicotine transdermal absorption.

Importantly, eq 43 shows that even if the removal
permeability coefficient kp

r() ClrKr/A) is not rate limiting
in epidermal transport, it may be a significant determinant
of local tissue concentrations. Increased local tissue con-
centrations have been observed when the local blood flow
has been decreased in perfused skin preparations.39,40 A
reduction of effective blood flow by vasoconstriction41 also
leads to higher local tissue concentrations. A reduced form
of eq 43 corresponding to the case of Kr ) 1, kp

ve, and kp
d not

being rate limiting has been used to explain structure-
permeability absorption relationships:1

Roberts1 has suggested that Clr , kp
scA/Kr for phenols so

that their viable epidermal concentrations reflect those
applied as aqueous solutions. In contrast, for steroids Clr

. kp
scA/Kr, and low concentrations will be found in the

viable epidermis. The resulting expression for Clr .
kp

scA/Kr is:

Equation 46 is now in the same form as the classical
steady-state plasma concentration expression associated
with a constant input rate (Cd0Akp

sc) and clearance from
the body.3

Removal rate in vitro and in vivo is a major determinant
of the apparent lag time. When kp

ve and kp
d are very large,

lag reduces to:

Thus a negative lag is predicted when VrN > (ClrN + 3)
ClrN/6. The remaining complexity of this expression and
the difficulty in estimating lag times accurately from
experimental data provides some justification in recom-
mending that lag time values be interpreted with caution.
In particular, it should be noted that short or negative lag
times may be associated with a long time to reach steady
state. We therefore consider an approximate estimate of
this time when only ClrN is rate limiting. When κve, κd f
∞, the expression for Q̂(s) reduces to:2

Inverting this equation to time domain yields:

where Qss(t) is defined in eq 1,

and γn are roots of equation:

If time to steady state tss is defined as the time for Q(t) -
Qss(t) to become less than [Q(0) - Qss(0)]/e, then tss can be
written as:

where e is the base of the natural logarithm and γ1 is the
smallest root of eq 51. When (ClrN/VrN)1/2 < π/2, it can be
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shown that (ClrN/VrN)1/2 < γ1 < π/2, and the upper bound
on tss is therefore tdVrN/ClrN. Numerical inversion of eq 48
for Q(t) was used to confirm that tdVrN/ClrN is a reasonable
approximation for tss for ClrN < 3 and when lag is negative.
Hence, whereas lag is short or negative for large VrN and
small ClrN, tss is normally long.

A number of authors have suggested that the viable
epidermis or aqueous diffusion layer may be a transport
limitation between the stratum corneum and the receptor
phase. This limitation could be due to a desorption pro-
cess22,42 or a viable epidermis/aqueous diffusion layer
resistance.4,6,7 In each case, an infinitely rapid sampling
rate is implicitly assumed. Figure 5 showed that a domi-
nant viable epidermal resistance will reduce the steady-
state flux, increase the lag time, and reduce the effect of
sampling clearance. A comparison of Figures 5a and 5b
shows that the presence of ether viable epidermis or
equivalent transport limitation or a sampling limitation
may be discerned by examining the shapes of the profiles.
A viable epidermis transport limitation will be defined by
a profile which is similar in shape to the traditional profile
in the absence of such a limitation but characterized by a
lower steady-state flux. In contrast, a sampling limitation
is defined by a curvilinear profile with a negative intercept.

The skin first-pass effect may be important in interpret-
ing some percutaneous absorption studies. Hotchkiss43 has
reviewed the vide range of solutes metabolized by skin. As
well as metabolism by skin, there may be an incomplete
availability of solutes from vehicles. Skin microflora has
been shown to metabolize benzoyl peroxide, glyceryl trini-
trate, betamethasone-17-valerate, and estradiol.43 How-
ever, the half-lives for metabolism are often long, limiting
the affect on absorption kinetics. In contrast, irreversible
adsorption (sometimes with chemical reaction) have been
observed with solutes such as hair dyes. Indeed, the
competing adsorption provided by hair for hair dyes and
other solutes44 would reduce availability further. In the
specific case when there is no epidermal resistance and
there is a “perfect” receptor sink, the values for Jss, Qss,
and Cr ss may be reduced to FmJss, FmQss, and FmCr ss

3

where Fm < 1 is the availability of unmetabolized solute
due to metabolism in the epidermis. When the epidermal
resistance is finite or there is not a “perfect” receptor sink
as well as when metabolism or irreversible binding takes
place in the stratum corneum, metabolism will affect both
the flux profiles and time lags due to the diffusive processes
involved. The appropriate model for this situation is
developed in a later paper.

The present analysis has also included a vehicle-
stratum corneum interfacial permeability constant. Such
a term is particularly relevant to transdermal patch
systems where a rate-limiting membrane or adhesive may
affect or control the rate of delivery from the patch
material. The term is also applicable to solutions in which
there is an unstirred layer in the vehicle at the interface
or when there is a partitioning limitation in the transfer
of solute from the vehicle to the stratum corneum. There
has been an assumed flux from a constant donor concen-
tration of solute in the vehicle into the stratum corneum
in certain of the percutaneous absorption kinetics models.22

This assumed flux can also be represented by the vehicle-
stratum corneum interfacial permeability constant defined
in the present model.

The present model has been limited to a constant well-
mixed donor vehicle with various permeability “barriers”
determining transport. In practice, diffusion in the vehicle
may also determine percutaneous absorption. Guy and
Hadgraft45 have recognized such an effect in their evalu-
ation of the effect of applied vehicle thickness on the
percutaneous absorption of solutes. When diffusivity in the

vehicle is rate limiting, with permeability “barriers” present,
the profiles for Q(t) versus t are described by a burst
effect.46 The shapes of the profiles do not differ greatly from
those obtained in this work, assuming a constant donor
concentration but with accumulation to steady state in the
receptor (dermis). Analysis of donor concentrations on the
vehicle-stratum corneum interface before or on completion
of a percutaneous absorption study or varying the removal
rate from the receptor is therefore required to distinguish
these two effects.

Conclusion

This work has shown that the experimental protocol and
in vivo perfusion conditions can markedly affect percuta-
neous absorption kinetics. These need to be recognized in
undertaking percutaneous absorption studies and their
perturbations on the resulting kinetics realized from the
shape of the profiles obtained, as discussed in this work.
Knowledge of the exact conditions can enable actual
permeability coefficients to be estimated from apparent
steady-state fluxes. Such calculations are particularly
pertinent that nonsink receptor conditions be used to
maintain viable skin. A major limitation in assessing the
current literature for structure-skin permeability relation-
ships47,48 is the lack of available experimental information
to make the appropriate corrections to reported steady-
state permeability constants.

A second outcome of this work is the description of the
effects of perfusate flow rate, finite receptor volume, and
viable epidermis/aqueous diffusion layer resistance on
percutaneous absorption kinetics and dermal concentra-
tions. A necessary limitation in the present work to derive
simple Laplace expressions has been the assumption of
well-stirred vehicle and receptor phases. A subsequent
paper will consider the effects of finite donor volume and
epidermal metabolism on percutaneous absorption kinetics.
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Abstract 0 The peculiar solubility behavior of propylparaben (propyl
ester of 4-hydroxybenzoic acid) in aqueous solution, when tested
separately and together with methyl-, ethyl-, and butyl-parabens, has
been investigated in detail. The results clearly indicate that the
decrease in solubility (≈50% compared to the solubility value of
propylparaben alone) is typical of those mixtures containing also
ethylparaben, as demonstrated by solubility experiments on binary,
ternary, and quaternary mixtures of the parabens. Phase diagrams of
all the six binaries show that propylparaben and ethylparaben are
the only pair that form almost ideal solid solutions near the melting
temperatures. Moreover, phase-solubility analysis shows that propyl-
paraben and ethylparaben, at room temperature, can also form solid
solutions whose solubility is related to the composition of the solid
phase at equilibrium. To achieve an independent confirmation of the
possible solid solution formation that supports the above interpretation
of the solubility behavior, the crystal structures of the four parabens
have been examined and isostructurality has been found to exist only
between ethylparaben and propylparaben. Powder X-ray diffraction
has also been performed on ethylparaben, propylparaben, and their
solid solutions obtained by recrystallization from water. The progressive
shift of distinctive diffraction peaks with phase composition clearly
indicates that propylparaben and ethylparaben form substitutional solid
solutions. The small value (<1) of the disruption index provides
thermodynamic support for substitutional solid solutions based on
isostructural crystals.

Introduction
Parabens (esters of 4-hydroxybenzoic acid) are preserva-

tives widely used in cosmetics, food products, and phar-
maceutical formulations. Parabens are generally used in
combination to take advantage of synergistic effects, are
active over a wide pH range, have a broad spectrum of
antimicrobial activity, and are most effective against yeasts
and molds.1 The antimicrobial activity of the parabens
increases as the chain length of the alkyl moiety is
increased; their aqueous solubility, however, decreases, so
the sodium salts of the parabens are also frequently used
in formulations. An alternative approach to increasing

solubility is the use of cyclodextrin complexation. Many
reports2-4 deal with the formation of inclusion compounds
with natural and semisynthetic cyclodextrins to increase
the aqueous solubility of selected parabens.

Recently5 the solubilities of four parabens (methyl, ethyl,
propyl, and butyl esters) have been measured singly and
together in water and in aqueous solutions of 2-hydroxy-
propyl-â-cyclodextrin. Aqueous solubilities (without 2-hy-
droxypropyl-â-cyclodextrin) of all parabens were found to
agree well with literature values6,7 when determined
separately. Rather surprisingly, however, when the solu-
bilities in water at 25 °C of the four parabens were
measured together, the solubility of propylparaben was
found to be reduced by approximately 50%, with relatively
small increases or decreases (within 10%) for methyl-,
ethyl-, and butyl-paraben.

Changes of solubility generally can be attributed to the
formation of hydrates, recrystallization of more stable
polymorphs, or interaction phenomena in solution as well
as in the solid state.8-11 In the system under investigation,
it is intriguing and stimulating that the solubility of only
one component (propylparaben) seemed to be significantly
affected when tested in the combination of four homologues.
The massive decline of propylparaben solubility has hith-
erto remained unexplained: furthermore no evaluation of
the physical nature or chemical composition of the solid
phases present at equilibrium has been reported.

Aiming to find a plausible explanation for the unpredict-
able behavior described above for propylparaben5 we report
here the results of investigations with the same four
homologues (methyl- (M), ethyl- (E), propyl- (P), and butyl-
(B) paraben). In particular, the solubilities in water of each
paraben from the binary, ternary, and quaternary mixtures
are measured. The solid phases recovered at equilibrium
from solubility experiments are characterized by their
thermal behavior, using differential scanning calorimetry
(DSC), thermogravimetry (TGA), and hot stage microscopy
(HSM), by their composition using high performance liquid
chromatography (HPLC), and by their structural proper-
ties, using powder X-ray diffractometry (PXRD). The
solubility profiles at ambient temperature are also inves-
tigated by means of phase solubility analysis as suggested
by Higuchi and Connors.12 Moreover, the phase diagrams
of all possible binaries are drawn from DSC measurements
and compared with the corresponding calculated ones.

Finally, to complete the physicochemical characterization
and to accomplish a comprehensive understanding of the
solid state properties of these compounds by relating
molecular scale properties and bulk properties, the crystal
structures of propylparaben and butylparaben are also
determined and critically evaluated together with those of
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methyl paraben and ethyl paraben whose crystallographic
data have been reported previously.13,14

Experimental Section
MaterialssMethyl-, ethyl-, propyl-, and butyl-paraben were

obtained from Sigma Chemical Company (St. Louis, MO) and were
used as received. Organic solvents were of chromatographic grade
purity. Double-distilled water was used for solubility experiments
and buffer preparation.

Aqueous SolubilitysThe solubility in water for each paraben,
singly or from the binary, ternary, and quaternary mixtures, was
determined by equilibrating the liquid phase with a known weight
of each component in powdered form at 25.0 ( 0.5 °C with
agitation. In all cases, a 5-day period had previously been shown
to afford equilibrium. Three independent sets of experiments were
performed on single components or their combinations.

Recrystallization from WatersMixtures containing E and
P in molar ratios of 1:1 and 1:2 were recrystallized from water by
dissolving 200 mg of the mixture in 200 mL of water at 75 °C and
allowing, after filtration, the spontaneous cooling to ambient
temperature. The crystalline solid phase which separated at
equilibrium was recovered by vacuum filtration: both the filtrate
and the solid phase were analyzed for E and P contents by HPLC.

HPLC AnalysissSamples of the solution under examination,
appropriately diluted with the mobile phase (methanol/0.04 M
ammonium acetate, 55:45, v:v), were analyzed with an HPLC
system (LC-10 AS Shimadzu, Japan); detector (UV-vis, SPD-10A
Shimadzu) at λ ) 256 nm; column (C-18 BondapaK, Waters,
Milford, MA) 10 µm, 3.9 × 300 mm; flow rate 0.8 mL min-1. Peak
integration was performed with a C-R6A Cromatopac (Shimadzu,
Japan). Linearity of response in the 0-20 mg mL-1 concentration
range was assessed for each compound from plots of peak area
against concentration.

Thermal AnalysessDifferential scanning calorimetry (DSC)
and thermogravimetry (TGA) were performed by means of a
Mettler 821e STARe system and a TG50 cell (Mettler Toledo,
Switzerland): hot stage microscopy (HSM) was carried out with
a HFS 91 Linkam hot stage (Linkam, UK) and a Nikon Labophot
microscope (Nikon, Japan).

Experimental phase diagrams of binary systems were con-
structed by plotting melting temperatures taken from DSC curves
versus composition. Solid mixtures of each binary system were
prepared by combining appropriate volumes of methanolic solu-
tions with known concentrations of each paraben and slowly
evaporating the solvent under reduced pressure. Four to six
samples for each mixture were scanned at 10 K min-1 from 40 °C
to a temperature 10 K above the melting point of the higher
melting component under a flux of dry nitrogen (100 mL min-1).

Calculation of the liquidus curves was performed using the
Schröder-Van Laar equation15 in its simplified form:

where x is the mole fraction of the more abundant component of
a mixture whose melting terminates at Tf (in Kelvin), ∆HA

f (cal
mol-1), and TA

f (also in Kelvin) are the enthalpy of fusion and the
melting point of the pure component, respectively, and R is the
gas constant, 1.9869 cal mol-1 K-1.

Phase Solubility Analyses on Binary SystemssFixed
amounts (approximately twice the quantity necessary for a
saturated solution) of the accurately weighed paraben with
increasing amounts (up to an excess with respect to its solubility)
of the second paraben under investigation were placed in 100 mL
flasks, which were then filled to volume with water. After
equilibration at constant temperature (25.0 ( 0.5 °C), the suspen-
sion was filtered through a 0.22 µm Millipore filter. The filtrate,
after appropriate dilution with the mobile phase (described under
HPLC analysis), was assayed for each paraben concentration,
while the solid residue was examined by thermal analyses (DSC
and TGA). The concentrations of both parabens in solution were
then plotted against the total amount of the second paraben in
the system. The compositions of both the solid and liquid phases
at equilibrium for each preparation were thereby precisely deter-
mined.

X-ray Crystal Structure DeterminationsLarge transparent
prismatic crystals of propylparaben and butylparaben were grown
from solution in methanol and cyclohexane, respectively, by slow
evaporation of the solvent at ambient temperature and pressure.
Crystal densities were measured at 20 °C by flotation in aqueous
KI solution. Preliminary unit cell and space group data for each
species were obtained from precession photographs taken with Cu
KR-radiation (λ ) 1.5418 Å). For the propylparaben crystal, the
space group P21/c was uniquely determined from the systematic
absences, whereas for butylparaben, extinction conditions indi-
cated the space groups Cc or C2/c. The latter, chosen on the basis
of intensity statistics which indicated a centric distribution, was
vindicated by successful structural solution and refinement.

Reflection intensity data were measured at 293(2) K on a Nonius
Kappa CCD diffractometer using Mo KR radiation (λ ) 0.71069
Å) and a crystal to detector distance of 35 mm. Both data
collections involved 1.0° φ-rotations followed by 1.0° ω-rotations
and exposure times per frame of 34 s (propylparaben) and 20 s
(butylparaben), yielding 21849 and 11601 measured reflection
intensities, respectively. Cell refinement and data reduction were
performed with programs DENZO16 and maXus17. Both struc-
tures were solved by direct methods (program SHELXS8618)
which revealed the non-hydrogen atoms of the two independent
molecules in the asymmetric unit of the propylparaben crystal and
the single molecule in that of the butylparaben crystal. The
hydrogen atoms were located in difference electron-density maps;
those attached to C were included in idealized positions in a riding
model (C-H 0.93-0.97 Å) and the hydroxyl H atoms refined freely.
All H atoms were treated isotropically and non-H atoms aniso-
tropically. Full-matrix least-squares refinement on F2 was per-
formed with program SHELXL9319. The C atoms of the alkyl
chain of the butylparaben molecule were found to be disordered,
all four occupying two alternative sites each. Final refinement
yielded site-occupancy factors of 0.61 and 0.39 for the two
arrangements.

Powder X-ray Diffraction (PXRD)sPXRD traces were re-
corded on a Philips PW1050/25 goniometer with Cu KR-radiation
(λ ) 1.5418 Å) produced at 50 kV and 40 mA. The system was
calibrated with a silicon standard which yielded peak positions of
28.45 ( 0.01° 2θ before and after each scan. All samples were
manually ground, sieved (through a 200 µm screen), and packed
successively in the same aluminum sample holder for reproduc-
ibility of conditions, taking care also to minimize preferred
orientation effects. Full PXRD traces (scan speed 1.0° 2θ min-1,
step size 0.1° 2θ, 2θ-range 8-32°) were recorded for pure ethyl-
paraben (E), pure propylparaben (P), and the two solid phases
obtained by recrystallization from water of mixtures of E and P
of molar compositions 1:1 and 1:2, respectively.

PXRD traces in the narrow 2θ-range 23.0-26.5° were recorded
for the same four samples. To optimize the resolution of these
traces, each sample was scanned in three passes, accumulating
the counts at a scan speed of 0.50° 2θ min-1 with a step size of
0.02° 2θ.

Indexing of reflections was achieved using program Lazy
Pulverix,20 with single-crystal X-ray data (unit cell, space group,
atomic coordinates, thermal parameters) for E and P as input.

Results and Discussion

SolubilitysThe solubility data from binary, ternary,
and quaternary mixtures are collected in Table 1. It is
evident that a decrease of P solubility in water (ap-
proximately 50%) can be detected only for mixtures con-
taining also E (bold figures), as shown previously by
McDonald et al.5 for the combination of the four parabens.
Furthermore, a decrease (approximately 10%) of E solubil-
ity from all mixtures containing P is also seen.

Crystal Structures of ParabenssTable 2 summarizes
the available single crystal X-ray data and selected physical
properties of the four parabens under discussion. It should
be noted that for compounds M, E, and P, the number of
molecules per unit cell (Z) exceeds the site multiplicity of
the general equivalent positions of the respective space
groups, namely 4 for both Cc and P21/c. Thus, M contains
three crystallographically independent molecules in the

ln x )
∆HA

f

R ( 1
TA

f
- 1

Tf)
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asymmetric unit while both E and P contain two. While
the occurrence of more than one molecule in the asym-
metric unit may suggest an incorrect choice of unit cell and/
or space group, we have in these instances confirmed the
data listed in Table 2 by preliminary X-ray photography
of all three compounds and by successful structural refine-
ments of not only compound P, but also M and E in recent
structure redeterminations.21 Compound B, crystallizing
in the space group C2/c, has Z equal to the number of
general equivalent positions and therefore contains only
one molecule in the asymmetric unit.

Full details of the crystal and molecular structures of P
and B will be published elsewhere.21 For the purposes of
the present study, however, the salient feature evident
from a comparison of the space group and unit cell data is
that compounds E and P are isostructural and different in
crystal structure from either M or B. The term “isostruc-
tural” is used here in the sense defined by Kálmán and
Párkányi22 to denote the fact that E and P crystallize in
the same space group with very similar unit cell dimen-
sions and with atomic coordinates which are in close
correspondence for common atoms.

Details of the common crystal packing mode in the
isostructural species E and P, as exemplified by compound
P, are illustrated in Figure 1. This figure shows that the
two crystallographically independent molecules (A, B) form
separate, but structurally analogous, infinite chains by
head-to-tail hydrogen bonding involving the OH group as
donor and the carbonyl O atom as acceptor. Within a given
chain, successive molecules are related by a 2-fold screw
axis (21) parallel to b, array A being generated by the 21

located at x ) 1/2, z ) 1/4 and array B by the 21 at x ) 0, z
) 1/4. The symmetry-independent molecules A and B are
nearly coplanar, and the resulting crystal structure, shown
in projection in Figure 2, consequently has a distinctive
layered nature. The layers lie midway between the (202)

crystal planes, thus accounting for the fact that the (202)
reflection is predominant in the PXRD patterns of E and
P.

A detailed exposition of the variations in molecular
structures and packing modes for crystals of M, E, P, and
B will be discussed elsewhere.21 Here, it is relevant to
emphasize the isostructurality of E and P (both crystalliz-
ing in space group P21/c) and to contrast their common
crystal packing arrangement with the different packing

Table 1sSolubilities of Parabens in Water (25.0 ± 0.5 °C, M × 102) as Single Components (italics), Binaries, Ternaries (M + E + P, P + E + B, P
+ M + B, M + E + B), and quaternary (M + E + P + B) Mixturesa

M E P B M + E + P P + E + B P + M + B M + E + B M + E + P + B

M 1.610 1.681 1.681 1.680 1.640 − 1.630 1.580 1.680
E 0.598 0.578 0.514 0.563 0.521 0.496 − 0.555 0.527
P 0.220 0.111 0.218 0.209 0.111 0.109 0.211 − 0.110
B 0.113 0.109 0.104 0.105 − 0.110 0.111 0.108 0.110

a Solubility values for E and P from mixtures containing both compounds are printed in boldface; n g 4; cv e 3%.

Table 2sSelected Physical and Crystallographic Data of
4-Hydroxybenzoate Esters

methyl (M)13 ethyl (E)14 propyl (P) butyl (B)

system monoclinic monoclinic monoclinic monoclinic
space group Cc P21/c P21/c C2/c
a, Å 13.568(5) 11.765(4) 12.0435(2) 20.0870(7)
b, Å 16.959(7) 13.182(1) 13.8292(3) 8.2182(2)
c, Å 12.458(6) 11.579(4) 11.7847(3) 14.7136(5)
â, deg 130.10(3) 107.76(3) 108.63(1) 121.39(1)
V, Å3 2192.9 1710.2 1860.0 2073.4
d, (calcd) g cm-3 1.382 1.291 1.287 1.244
d, (measd) g cm-3 1.361 1.25(1) 1.28(1) 1.23(1)
Z 12 8 8 8
R (on F) 0.054 0.056 0.090 0.062
obsd reflections 1098 2189 2922 1379
all reflections − − 3728 2121
wR2 (on F2) − − 0.222 0.186
MW 152.15 166.18 180.2 194.23
formula C8H8O3 C9H10O3 C10H12O3 C11H14O3

CAS reg. noa 99-76-3 120-47-8 94-13-3 94-26-8

a Provided by author.

Figure 1sHead-to-tail hydrogen bonding arrays for the two crystallographically
independent molecules A and B in propylparaben. Analogous arrays occur in
the isostructural species ethylparaben.
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modes observed in M (Cc) and B (C2/c). The molecules in
all four paraben crystals associate by head-to-tail (O-
H‚‚‚O) hydrogen bonding, leading to infinite chains, as
discussed above for E and P. However, successive molecules
of the chains in E and P are generated by 21-axes, whereas
those in B are related by translation only, as shown in
Figure 3. The resulting layered structure of B superficially
resembles those of E and P, but the layers are distorted
due to noncoplanarity of the butyl substituent and the
aromatic ring as well as to the observed disorder of the
butyl chain. The crystal packing mode in M is unique and
complicated, owing to the presence of three symmetry-
independent methyl paraben molecules. Alternate mol-
ecules in the hydrogen bonded chains have their aromatic
ring planes nearly orthogonal to one another, giving rise
to a complex packing arrangement13 devoid of the layers
which are characteristic of the crystal structures of E, P,
or B.

Cocrystallization, or solid solution formation, is a well-
known consequence of isostructurality.22 For the four
parabens involved, the increments in the volume of the
asymmetric unit of the crystal through the series M f E
f P f B are 31.1, 18.7, and 26.7 Å3, the smallest of these
being a consequence of the isostructurality of E and P. This
fact indicates that the molecules of E and P, in these crystal
packing arrangements, have a high degree of molecular
complementarity; substitution of one molecule for the other
during crystallization of physical mixtures should therefore
be favored. This conjecture was explored by means of
thermal methods of analysis and its validity subsequently
confirmed by PXRD measurements.

Thermal Analytical StudiessThermal data of the
pure compounds and their binaries are collected in Tables
3 and 4. There was no evidence of any solvate formation
(TGA measurements) for samples recrystallized from water
or methanol.

While experimental data for binaries fit the calculated
phase diagrams reasonably well for the combinations, M
+ E, M + P, M + B, E + B, and P + B, the plot of melting
point against the mole fraction for the E + P system (Figure
4) shows a large plateau region up to a mole fraction for
x(E) value of about 0.6. No eutectic melting was observed
at any composition, either in DSC runs or by HSM. It
should be noticed that all melted samples readily recrystal-
lized upon cooling; in all cases melting temperatures and
heats measured during the second runs were not signifi-
cantly different from those determined during the first
runs.

These results suggest a solid solution behavior that is
not far from ideal and that is probably substitutional,
indicating a minimal disturbance of the crystal lattice when
P molecules are progressively substituted by E, in the x(E)
range, 0 to 0.6. The smooth dependence of the melting point
of E and P combinations on the mole fraction of either E
or P, shown in Figure 4, has a barely perceptible minimum

Figure 2sThe [010] projection of the propylparaben crystal structure showing
the characteristic molecular layers situated midway between the (202) planes.

Figure 3sHead-to-tail hydrogen bonding array in the crystal of butylparaben.
For clarity only the dominant conformer of the butyl chain is shown and the
H atoms are omitted.

Table 3sThermal Dataa of the Four Parabens

methyl (M) ethyl (E) propyl (P) butyl (B)

∆Hf, J g-1 166.5 (4.9) 158.6 (5.0) 150.7 (4.7) 137.2 (4.2)
Tf, °C 126.0 (0.4) 115.8 (0.7) 96.1 (0.5) 68.6 (0.6)

a n g 4; sd in parentheses.

Table 4sObserved and Calculated Eutectics for the Binary Systems

M + E M + P M + B E + P E + B P + B

Xeut, calcda 0.46 0.35 0.78 0.40 0.24 0.33
Teut, obsd, °C 86.5 76.5 57.0 − 59.0 55.0
Teut, calcd, °C 88.5 77.8 59.8 76.0 58.3 54.6

a Mole fraction of the first component of the binary system; values calculated
by the intersection point of the liquidus curves obtained through the Schröder−
Van Laar equation.

Figure 4sPhase-diagram of the ethylparaben−propylparaben binary system.
9 ) experimental points (onset temperatures from DSC measurements).
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at x(E) near 0.4, which is close to the unrealized eutectic
composition predicted by the Schröder-Van Laar equation
in its simplified form (Table 4). This trend in melting point
is paralleled by the enthalpies of fusion (∆Hf, kJ mol-1 )
26.4 for pure E, minimum value of 20.5 at 0.436 x(E), 27.5
for pure P) and consequently by the entropies of fusion (∆Sf,
J K-1 mol-1 ) 67.8 for pure E, minimum value of 55.1 at
0.436 x(E), 74.1 for pure P). This behavior corresponds to
a continuous series of solid solutions that show minor
deviations from ideal behavior toward molecular segrega-
tion with weaker interactions between unlike molecules (E
+ P) than between like molecules (E + E or P + P).
(Extreme deviations from ideality toward complete segre-
gation would, of course, correspond to a eutectic system,
often with limited miscibility in the solid state at composi-
tions near the pure components).

A measure of the extent of lattice disorder created in the
“host” crystal lattice by “guest” molecules in solid solution
is provided by a dimensionless “disruption index” (di).23 The
di is evaluated as the negative slope of the plot of the molar
entropy of fusion, ∆Sf, of the host (+ guest) against the
ideal molar entropy of mixing, ∆Sm, of the host + guest at
low mole fractions of the guest (additive or impurity
molecules).23 If the guest simply “dilutes” the host without
causing any lattice disruption, both the solid solution and
its liquid melt will behave as ideal solutions, so ∆Sf will
not be changed by the presence of the guest and therefore
the di will be zero. If the guest disrupts the crystal lattice
of the host by forming lattice defects or imperfections,
additional disorder will be created in the host crystal lattice
but not in the liquid melt which is randomly disordered
and probably behaves almost ideally, so ∆Sf will decrease
significantly and the di will be appreciable. Thus, di
measures the extent of disruption of the crystal lattice of
the “host” by molecules of the “guest”. For solid solution in
which P is the host and E is the guest, the di is 0.6,
suggesting very little lattice disruption. A similar, but less
accurate, value is given by a solid solution in which E is
the host and P is the guest. Small values of di less than
1.0 are also given by metallic systems, e.g., for Cd or In as
the guest in InCd3 as the host or for InCd3 as the guest in
Cd as the host. Evidently, the substitution of Cd atoms for
In atoms and vice versa in these metallic systems gives
little lattice disruption, presumably because the Cd and
In atoms occupy similar volume;23 they are also neighbors
in the periodic table. The isostructurality of E and P (Table
2) readily explains the small value of di. On the other hand,
the additional methylene group in the P molecule as
compared with E explains the slight tendency toward
molecular segregation deduced above from the plots of
melting point, enthalpy of fusion, and entropy of fusion
against mole fraction of E or P in the solid solution of E +
P. By contrast, if the host and guest are different small
organic molecules and therefore possess different crystal
lattices, the di is appreciable and of the order 5 to 10.23 If
the host and guest are opposite enantiomers, or other
closely related isomers, the di is significantly larger, of the
order 20, because of the greater disorder (disruption)
created by chiral discrimination in ordered structures.24 If
the host is a molecular crystal and the guest is a polymeric
surfactant, di can be much larger, of the order 200.25

Powder X-ray Diffraction PatternssThe PXRD traces
for the pure phases E and P are shown superimposed in
Figure 5. Each individual experimental pattern matches
the computed pattern calculated from the corresponding
single crystal X-ray data, confirming that the forms present
are those listed in Table 2. The close similarity of the traces
in Figure 5 confirms the isostructurality of E and P that is
established above from the single crystal X-ray diffraction
data. Furthermore, the peaks in the trace for P occur at

slightly lower 2θ-values than the corresponding peaks for
E, in accordance with the larger unit cell parameters of P
(Table 2).

To validate the partial conclusions suggested by thermal
analyses and phase diagrams, the two samples obtained
by recrystallization of P + E mixtures from water were
subjected to a detailed study. While the original mixtures
contained P:E molar ratios of 1:1 and 2:1, HPLC analyses
yielded P:E molar ratios of 0.97:1 and 3:1 for the two
recrystallized phases, respectively. Figure 6 shows the
PXRD traces for these species. The close similarity of these
traces to each other, and to those shown for the pure phases
(Figure 5), leads to the conclusion that all four phases are
isostructural, which strongly supports the notion that the
phases obtained by recrystallization of physical mixtures
are solid solutions of E and P.

For quantitative confirmation, the narrow 2θ-range
23.0-26.5° was selected, within which two prominent,
representative diffraction peaks appeared for all four
phases. From simulated patterns of E and P, these peaks
were identified as the (310) and (202) reflections, with
calculated 2θ-shifts, ∆(2θ), of 0.52° and 0.26°, respectively,
for the pure components E and P. Figure 7 shows the PXRD
traces for E, P, and the two samples indicated as being solid
solutions. It is evident from these traces that, as the
percentage of P in the sample increases, there is a general
shift of corresponding peaks to lower 2θ-values and hence
to larger d spacings. This finding is consistent with the
expected increase in unit cell volume, which should ac-
company progressive substitution of ethyl paraben mol-
ecules by propyl paraben molecules in the solid state. In
support of this conclusion, which is based on the measure-
ment of small angular differences, it is pertinent to note
that, for the extreme members of the series of solid
solutions, E and P, the experimental ∆(2θ) values for the

Figure 5sPowder X-ray diffraction patterns of pure propylparaben (solid trace)
and pure ethylparaben (dotted trace).

Figure 6sPowder X-ray diffraction patterns of two solid phases obtained by
recrystallization of E/P mixtures with P:E molar ratios 2:1 (upper trace) and
1:1 (lower trace).
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(310) and (202) reflections are ∼0.5° and ∼0.2°, in close
agreement with the calculated values stated above. Be-
cause the unit cell involved is monoclinic, with the packing
arrangement shown in Figures 1 and 2, progressive sub-
stitution of E molecules by P molecules is expected to lead
to anisotropic unit cell expansion. From the data in Table
2, we note that the percentage increase in unit cell lengths
on proceeding from E to P are 2.4, 4.9, and 1.8% for a, b,
and c, respectively. In summary, the combined evidence
from single-crystal X-ray diffraction and powder XRD
studies confirms that E and P form substitutional solid
solutions.

Phase-Solubility InvestigationssThe phase-solubility
diagrams of the M + B and E + P systems are shown in
Figures 8 and 9. When methylparaben is progressively
added to a saturated solution of butylparaben, the satura-
tion concentration of the latter (i.e., the solubility of B,
circles in Figure 8) is not affected. The system becomes
invariant (three phases and three components, at constant
temperature and pressure) for both M and B, only when
two solid phases are in equilibrium with a liquid phase

which is independently saturated by both compounds.
Analogous patterns (not reported here) were found for other
binaries.

For the E + P system, shown in Figure 9, the addition
of increasing amounts of E to suspensions of P in water
gives rise to a phase-solubility pattern that is different not
only from the example reported above, involving no sig-
nificant interaction between components, but also from the
phase diagram for the formation of a solid stoichiometric
complex.12 In the E + P system, in fact, the concentration
of the more abundant compound (P in this example) should
remain constant until solid P is completely transformed
into the solid solution P + E of lower solubility.

By plotting the data of Figure 9 as concentration of each
paraben in the aqueous solution against the mole fraction
of P in the solid residue, Figure 10 is obtained. It is evident
that the solubilities of each paraben are affected by the
presence of the second component. E can therefore be found
in the solid-phase just after the first addition to a suspen-
sion of P in water, although its solubility is far below that
of pure E.

Within the composition range explored and represented
(x(P) in the solid residue from 0.985 to 0.45), the solubilities
of E and P are clearly linear functions of the solid
composition at equilibrium.

Conclusions
The solubility behavior for propylparaben in the mixture

of four components has been investigated in detail. As a
necessary preliminary step, we simplified the quaternary
system by examining all possible binary systems. The
results clearly show that this peculiar behavior can be
ascribed to the simultaneous presence of ethylparaben and
propylparaben, as demonstrated by the individual solubil-
ity values for binary, ternary, and quaternary mixtures.
Phase diagrams of all binaries show that, among all the
systems investigated, P and E are the only pair that form
almost ideal solid solutions.

Furthermore, phase-solubility analyses have shown that
P and E at room temperature form solid solutions whose
solubility is strictly related to the composition of the solid
phase at equilibrium.

To obtain independent structural confirmation that solid
solution formation explains the solubility behavior, the
crystal structures of propylparaben and butylparaben have
been solved, and the structural analogies between E and
P have been demonstrated. PXRD of E, P, and their
putative solid solutions each recrystallized from water show
peaks whose 2θ-positions progressively shift as the com-
position proceeds from that of one pure compound to the
other.

Figure 7sHigh-resolution powder X-ray diffraction patterns showing shifts of
the (310) and (202) peaks as a function of P:E molar ratio in the solid phase.

Figure 8sPhase-solubility diagram for the M + B system: 9 methylparaben,
b butylparaben (n g 4; cv e 3%).

Figure 9sPhase-solubility diagram for the E + P system: 9 ethylparaben,
b propylparaben (n g 4; cv e 3%).

Figure 10sRelationship between composition of the solid phase at equilibrium
and composition of the solution for each component: 9 ethylparaben, b
propylparaben. Data derived from phase-solubility analyses.
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While not forgetting that crystallization is an irrevers-
ible, nonequilibrium process, the solid with the lowest
chemical potential of E or P tends to crystallize out of the
solution that contains both E and P. This solid solution
contains a lower mole fraction of E and P than does pure
E or P, respectively, because it has a lower chemical
potential of E or P, respectively, and therefore has a lower
solubility with respect to E or P. Therefore, if E is the solid
in excess, E will tend to dissolve, whereas if P is the solid
in excess, P will tend to dissolve, and the solid solution
will crystallize out. The concentration of E or P in equi-
librium with this solid solution (the measured apparent
solubility) is less than that in equilibrium with pure E or
P (the true solubility).
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Abstract 0 The present study was conducted to characterize the
structural specificity of an anion exchange transporter in intestinal
epithelial cells. The transport of carboxylic acids with hydroxyl group-
(s) at the 2, 3, 4, and/or 5 positions with respect to carboxylate was
examined by using Caco-2 cells in the presence of bicarbonate ions
on the basolateral side to enhance the activity of the anion-exchange
transporter. In the presence of the bicarbonate ion gradient, transport
of L-lactic acid consisted of a saturable process and a nonsaturable
process as judged from the Eadie−Hofstee plot. The transport of
L-lactic acid at 1 µM was reduced by sodium azide, dinitrophenol,
and 4,4′-diisothiocyanostilbene-2,2′-disulfonic acid (DIDS). It was also
reduced by 2-, 4-, and 5-hydroxycarboxylic acids such as hydroxyacetic
acid, 4-hydroxybutyric acid, and 5-hydroxydecanoic acid, but not by
3-hydroxycarboxylic acids such as 3-hydroxypropionic acid and
3-hydroxybutyric acid. Transport of both 2- and 4-hydroxybutyric acids
involved saturable and nonsaturable processes, whereas that of
3-hydroxybutyric acid was nonsaturable and was not inhibited by DIDS.
These results indicate that 3-hydroxycarboxylic acids might not be
substrates for this anion exchange transporter in intestinal epithelial
cells, suggesting that the position of hydroxylation is significant for
molecular recognition by the transporter.

Introduction
We have demonstrated that at least two types of carrier-

mediated transport mechanisms, energized by an inward-
directed proton gradient (proton cotransport) and/or an
outward-directed bicarbonate gradient (anion-exchange
transport), are involved in the intestinal absorption of
monocarboxylic acids such as acetic acid, L- and D-lactic
acids, nicotinic acid, benzoic acid, and salicylic acid, by
means of studies using rabbit and rat jejunal brush-border
membrane vesicles (BBMVs), a human carcinoma cell line,
Caco-2, and gene products expressed in Xenopus laevis
oocytes and in mammalian cells.1-13 These carrier-medi-
ated transport processes are likely to predominate over
passive diffusion according to the pH-partition hypothesis14

in the absorption of various monocarboxylic acids across
the intestinal membrane.

Previously, we have demonstrated that pravastatin, a
3-hydroxy-3-methylglutaryl coenzyme A (HMG-CoA) re-
ductase inhibitor, and (R)-mevalonic acid, an intermediate
in terpenoid and cholesterol biosynthesis, are transported
across intestinal epithelial cells via a proton-cotransport
mechanism. However, these compounds are not trans-
ported by an anion-exchange transport mechanism in
intestinal BBMVs or in isolated intestinal tissues mounted
in Ussing-type chambers.11 Pravastatin and (R)-mevalonic
acid have a structural similarity in terms of the hydroxyl
groups at the 3 and 5 positions with respect to the
carboxylate, so such structural characteristics might de-
termine their transport across the intestinal epithelial cells
via the anion-exchange transport mechanism. The present
study was intended to characterize the common structure
of monocarboxylic acids which is required for transport via
the anion-exchange transporter in intestinal epithelial
cells, by examining the transcellular transport of substi-
tuted monocarboxylic acids, especially those with a hy-
droxyl group at the 2, 3, 4, or 5 position of the carboxylates.

Materials and Methods

Materials and Cell CulturesCaco-2 cells were obtained from
American Type Culture Collection (Rockville, MD) and cultivated
as described previously.9 All cells used in this study were between
passages 53 and 108. The cells were grown for 21 to 23 days on a
polycarbonate membrane (Transwell: 11.2 mm in diameter and
3.0 µm pore size, effective area of 1 cm2, Costar, Bedford, MA).
L-[14C]Lactic acid (5.55 GBq/mmol), [14C]-2-hydroxybutyric acid
(2.04 GBq/mmol), [14C]-3-hydroxybutyric acid (2.05 GBq/mmol),
[14C]-4-hydroxybutyric acid (2.04 GBq/mmol), and (R)-[3H]meva-
lonolactone (555 GBq/mmol) were purchased from American
Radiolabeled Chemicals Inc. (St. Louis, MO). Mevalonic acid was
prepared by hydrolysis of the mevalonolactone according to the
method reported previously.11,15 [14C]Salicylic acid (2.04 GBq/
mmol) was obtained from Moravek Biochemicals (Brea, CA). [14C]-
Benzoic acid (0.70 GBq/mmol) and [3H]mannitol (1110 GBq/mmol)
were purchased from New England Nuclear (Boston, MA). 5-Hy-
droxydecanoic acid was kindly supplied by Mochida Pharmaceuti-
cal Co., Ltd. (Tokyo). All other chemicals were of reagent grade or
the highest purity commercially available.

Transcellular Transport ExperimentssThe conditions of
each experiment are described in figure legends or table footnotes.
A typical experiment on L-lactic acid transport was performed as
follows. For the study of the transcellular transport across Caco-
2, the cells grown on a polycarbonate membrane were washed
twice with Hank’s balanced salt solution (HBSS; 0.952 mM CaCl2,
5.36 mM KCl, 0.441 mM KH2PO4, 0.812 mM MgSO4, 136.7 mM
NaCl, 0.385 mM Na2HPO4, 30 mM D-glucose, and 10 mM HEPES
for pH 7.4 or 10 mM MES for pH 6.0), and the osmolarity was
adjusted to 315 mOsm/kg.9 To initiate transport, 1.5 mL of HBSS
(pH 7.4, 37 °C) was put on the basolateral side (receiver side),
and 0.5 mL of the test solution (pH 6.0 or pH 7.4, 37 °C) containing
a radio-labeled compound was loaded on the apical side (donor
side) of a cell insert. At 15, 30, 45, and 60 min after that, 0.5-mL
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aliquots of the solution were removed from the receiver side and
replaced with an equal volume of fresh HBSS. In the case of the
bicarbonate-gradient condition, modified HBSS (0.952 mM CaCl2,
5.36 mM KCl, 0.441 mM KH2PO4, 0.812 mM MgSO4, 111.7 mM
NaCl, 0.385 mM Na2HPO4, 25 mM NaHCO3, 30 mM D-glucose,
and 10 mM HEPES, pH 7.4 with the osmolarity of 315 mOsm/kg,
37 °C), which contained a suitable amount of bicarbonate ion to
maintain the bicarbonate gradient during the experiments, was
used on the basolateral side. The amount of the radio-labeled
compound transported by cells was estimated by radioactivity
measurement and expressed as permeability (µL/mg protein),
obtained by dividing the transported amount by the initial
concentration in the donor compartment and correcting for the
cellular protein amount. Each result represents the mean (SEM
of three experiments using the same cultivation of Caco-2 cells.
Radioactivity was determined with a liquid scintillation counter
(LS6000TA, Beckman, Fullerton, CA). Cellular protein was mea-
sured by the method of Lowry et al.16 with bovine serum albumin
as a standard.

Measurement of Physicochemical PropertiessThe parti-
tion coefficient of each compound between n-octanol and HBSS
(pH 7.4), log D7.4, was determined by means of the flask shaking
method.17 The proton nuclear magnetic resonance (1H NMR; 300
MHz) spectra were obtained in dimethyl sulfoxide-d6 using tet-
ramethylsilane as an internal standard at room temperature.

Data AnalysissThe permeability coefficient (µL/min/mg pro-
tein) was determined from the slope of the initial linear portion
of the permeability (µL/mg protein) versus time (min) curves by
linear regression analysis. A permeability coefficient of 1 µL/min/
mg protein corresponded to 15.4 × 10-6 cm/s, since cellular protein
averaged 0.922 mg/cm2. To estimate the kinetic parameters for
the saturable transport across Caco-2 monolayers, the transport
rate (J) was fitted to one of the following equations, consisting of
both saturable and nonsaturable-linear terms, by using a nonlin-
ear least-squares regression analysis program (WinNonlin, SCI,
Apex, NC),

or

where Jmax is the maximum transport rate for the carrier-mediated
process, S is the concentration of substrate, Kt is the half-
saturation concentration (Michaelis constant), subscript integers
1 and 2 indicate saturable processes of high and low affinity,
respectively, and kd is the first-order rate constant. Statistical
analysis was performed by using Student’s two-tailed t test. A
difference between means was considered to be significant when
the P-value was less than 0.05.

Results
pH and Bicarbonate Ion Dependence of L-Lactic

Acid TransportsFigure 1 shows the time-courses of the
permeability of L-[14C]lactic acid and [3H]mannitol from the
apical to the basolateral side across a Caco-2 cell monolayer
in the presence or absence of a proton or bicarbonate
gradient, or both. The permeability of L-[14C]lactic acid
increased linearly with time after an initial lag period of a
few minutes, as reported previously.9 In the bicarbonate-
free condition, the permeability coefficient of L-[14C]lactic
acid at the apical pH of 6.0 was 0.365 ( 0.020 µL/min/mg
protein, being significantly higher than that (0.176 ( 0.010
µL/min/mg protein) observed at the apical pH of 7.4. In the
presence of 25 mM bicarbonate ions on the basolateral side,
the permeation rates of L-[14C]lactic acid at the apical pH
values of 6.0 and 7.4 were 1.32 and 1.33 times faster (0.482
( 0.031 and 0.233 ( 0.010 µL/min/mg protein, respectively)
than those observed in the absence of a bicarbonate ion
gradient, respectively. Since the permeability coefficients
of L-[14C]lactic acid under all conditions examined were
significantly higher than that (0.087 ( 0.001 µL/min/mg

protein) of [3H]mannitol, which reflects the paracellular
permeability, L-lactic acid transport occurred mainly by
transcellular permeation rather than through the paracel-
lular pathway.

Concentration Dependence of L-Lactic Acid Trans-
portsFigure 2 illustrates the relationship between the
initial transport rate of L-[14C]lactic acid and the concentra-
tion in the medium (from 1 µM to 20 mM) under the two
different conditions, namely at the apical pH values of 6.0
(panel A) and 7.4 (panel B), while the pH on the basolateral
side was kept at 7.4 with 25 mM bicarbonate ions. The
results indicate that the permeation rate of L-[14C]lactic
acid under both conditions involves both saturable and
nonsaturable processes, as shown in the inset of Figure 2.
When the data at the apical pH of 6.0 were analyzed by
means of an Eadie-Hofstee plot, two different types of
transport processes were observed, as illustrated in panel
A. Kinetic analysis of the concentration-dependent perme-
ation according to eq 2, gave Jmax,1 and Kt,1 values of 0.098
( 0.021 nmol/min/mg protein and 0.28 ( 0.10 mM, and
Jmax,2 and Kt,2 values of 1.46 ( 0.20 nmol/min/mg protein
and 10.9 ( 2.0 mM, respectively. The kd value was 0.056
( 0.043 µL /min/mg protein (mean ( SD). At the apical
pH of 7.4, the Eadie-Hofstee plot apparently shows a
single saturable process. Kinetic analysis of L-lactic acid
transport according to eq 1 gave Jmax, Kt, and kd values of
1.03 ( 0.36 nmol/min/mg protein, 8.26 ( 2.80 mM, and
0.056 ( 0.010 µL/min/mg protein, respectively. Accordingly,
the transport of L-[14C]lactic acid across Caco-2 cell mono-
layers seems to be bicarbonate-ion dependent. So, in
subsequent experiments, transport studies were performed
at apical and basolateral pH values of 7.4 in the presence
of 25 mM bicarbonate ions on the basolateral side to
magnify the relative activity of anion-exchange transport.

Inhibitory Effect on Monocarboxylate Transports
Table 1 shows the effects of the bicarbonate ion gradient,
metabolic inhibitors, and monocarboxylates on the trans-
port of L-[14C]lactic acid, [3H]mevalonic acid, [14C]benzoic
acid, [14C]salicylic acid, and [3H]mannitol. DNP (1 mM),
an uncoupler of oxidative phosphorylation, sodium azide

Figure 1sTime-courses of the transport of L-[14C]lactic acid and [3H]mannitol
from the apical side to the basolateral side across Caco-2 cell monolayers.
Permeability of L-[14C]lactic acid (1 µM) was measured at 37 °C by incubating
Caco-2 monolayers in HBSS buffer at an apical pH of 6.0 (0, O), or 7.4 (b,
9) with a constant basolateral pH of 7.4, in the presence of 0.952 mM CaCl2,
5.36 mM KCl, 0.441 mM KH2PO4, 0.812 mM MgSO4, 136.7 mM NaCl, 0.385
mM K2HPO4, 25 mM D-glucose and 10 mM HEPES for pH 7.4 or 10 mM
MES for pH 6.0 (circles). When bicarbonate-containing HBSS buffer at a
basolateral pH of 7.4 was used (squares), 111.7 mM NaCl and 25 mM NaHCO3

were contained instead of 136.7 mM NaCl. [3H]Mannitol (33 nM; 2) transport
was measured at 37 °C in Caco-2 monolayers in HBSS buffer at an apical
pH of 7.4 and bicarbonate-containing HBSS buffer at a basolateral pH of 7.4.
An aliquot was withdrawn from the basolateral side at each time indicated.
Each point represents the mean ± SEM of three experiments using the same
culture of Caco-2 cells.

J ) Jmax × S/(Kt + S) + kd × S (1)

J ) Jmax,1 × S/(Kt,1 + S) + Jmax,2 × S/(Kt,2 + S) + kd × S (2)
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(10 mM), a respiratory chain inhibitor, and DIDS (2 mM),
an anion exchange inhibitor, significantly diminished the
transport of L-[14C]lactic acid. Salicylic acid and benzoic acid
(10 mM) were inhibitory, whereas neither (R )- nor racemic
mevalonic acid (10 mM) had any effect on the transport of
L-[14C]lactic acid. Moreover, the permeability of [3H]meva-
lonic acid was not affected by the bicarbonate ion gradient
or the addition of DIDS to the transport buffer. Further,
mevalonic acid transport was not saturable as shown by
the apparent lack of inhibition by unlabeled mevalonic acid.
In contrast, the permeability of [14C]salicylic acid and [14C]-
benzoic acid was significantly reduced in the absence of
the bicarbonate gradient and was inhibited by DIDS and
10 mM of each of these unlabeled compounds in the
transport buffer. The transport of [3H]mannitol did not
change in the presence of DNP, sodium azide, or DIDS.

Structural Specificity of the Anion-Exchange Trans-
portersAs shown in Table 2, to examine the properties
of the anion-exchange transporter responsible for L-lactic
acid transfer across Caco-2 cells, the effects of various
monocarboxylic acids bearing a hydroxyl group and their
derivatives were examined in the presence of a bicarbonate
gradient. The permeability of L-[14C]lactic acid was reduced
by 2- and 4-hydroxycarboxylic acids (10 mM) such as
hydroxyacetic acid, 2-hydroxybutyric acid, and 4-hydroxy-

butyric acid. It was also reduced by a 5-hydroxycarboxylic
acid (10 mM), 5-hydroxydecanoic acid. In contrast, 3-hy-
droxycarboxylic acids (10 mM), such as 3-hydroxypropionic
acid, 3-hydroxybutyric acid, and 3-hydroxy-3-phenylpropi-
onic acid, did not show any significant inhibitory effect on

Figure 2sConcentration dependence of L-[14C]lactic acid transport across Caco-2 cell monolayers at an apical pH of 6.0 (panel A) or 7.4 (panel B), at a constant
basolateral pH of 7.4 with 25 mM bicarbonate. The concentrations of L-lactic acid used were 1, 10, and 100 µM and 1, 3, 5, 10, and 20 mM, which were adjusted
by addition of the nonlabeled compound to L-[14C]lactic acid (1 µM). The incubation conditions were identical to those described in the legend to Figure 1. The
broken lines represent the contribution of the saturable (‚‚‚‚) and nonsaturable (−‚−) components to the permeation, calculated from the kinetic parameters
obtained as described in the results. Each point represents the mean ± SEM of three experiments using the same culture of Caco-2 cells.

Table 1sEffect of Various Compounds and Condition on Monocarboxylic Acid and Mannitol Transportsa

relative permeability (% of control)b

condition L-[14C]lactic acid (R)-[3H]mevalonic acid [14C]benzoic acid [14C]salicylic acid [3H]mannitol

control 100.0 ± 3.8 100.0 ± 12.2 100.0 ± 0.7 100.0 ± 5.7 100.0 ± 1.8
bicarbonate free 75.4 ± 4.1* 88.2 ± 1.8 52.9 ± 1.3* 40.4 ± 1.6* 99.8 ± 3.4
+1 mM DNP 43.9 ± 2.2* 106.2 ± 2.9
+10 mM NaN3 54.5 ± 6.0* 101.2 ± 3.9
+2 mM DIDS 32.4 ± 1.1* 97.4 ± 0.9 45.4 ± 0.5* 41.4 ± 1.9* 98.0 ± 6.4
+10 mM L-lactic acid 45.8 ± 3.2*
+10 mM (R)-mevalonic acid 88.4 ± 5.8 86.8 ± 6.4
+10 mM (S/R)-mevalonic acid 104.8 ± 6.0
+10 mM benzoic acid 42.0 ± 6.1* 59.8 ± 1.3*
+10 mM salicylic acid 47.6 ± 1.3* 57.9 ± 3.6*

a Note: Transport of L-[14C]lactic acid (1 µM), (R)-[3H]mevalonic acid (50 nM), [14C]benzoic acid (10 µM), [14C]salicylic acid (10 µM), and [3H]mannitol (33 nM)
were measured at 37 °C for 60 min by incubating Caco-2 cells in HBSS buffer (apical pH 7.4, basolateral pH 7.4 with bicarbonate) in the presence of each
inhibitor. The other incubation conditions were the same as described in the legend to Figure 1. b Each value represents the mean ± SEM of three experiments
using the same cultivation process of Caco-2 cells and is expressed as percentage of the control. *Significantly different from the control value by Student’s t test
(p < 0.05).

Table 2sInhibitory Effect of Monocarboxylic Acids on L-[14C]Lactic
Acid Transporta

inhibitor relative permeability (% of control)b

hydroxyacetic acid 80.3 ± 3.2*
3-hydroxypropionic acid 95.6 ± 2.0
4-hydroxybutyric acid 72.8 ± 3.5*
2-hydroxybutyric acid 59.9 ± 1.6*
3-hydroxybutyric acid 93.8 ± 12.7
3-hydroxy-3-phenylpropionic acid 89.5 ± 3.9
3-methoxypropionic acid 64.7 ± 1.2*
5-hydroxydecanoic acid 58.0 ± 0.6*

a Note: Transport of L-[14C]lactic acid (1 µM) was measured at 37 °C for
60 min by incubating Caco-2 cells in HBSS buffer (apical pH 7.4, basolateral
pH 7.4 with bicarbonate) in the presence of each inhibitor. The other incubation
conditions were the same as described in the legend to Figure 1. b Each
value represents the mean ± SEM of three experiments using the same
cultivation process of Caco-2 cells and is expressed as percentage of the
control. *Significantly different from the control value by Student’s t test (p <
0.05).
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the transport of L-[14C]lactic acid, though 10 mM 3-meth-
oxypropionic acid was inhibitory.

Transport Properties of 2-, 3-, and 4-Hydroxybu-
tyric AcidssFigure 3 illustrates the relationship between
the initial transport rate of [14C]2-, 3-, and 4-hydroxybutyric
acids and the concentration in the medium from 1 µM to
20 mM at the apical pH of 7.4, while the pH on the
basolateral side was kept at 7.4 with a 25 mM bicarbonate
ion gradient. The results indicate that the permeation of
2- and 4-hydroxybutyric acids involve saturable and non-
saturable processes. Kinetic analysis of the concentration-
dependent permeation gave Jmax, Kt, and kd values of 2.21
( 0.22 nmol/min/mg protein, 3.75 ( 0.40 mM, and 0.09 (
0.01 µL/min/mg protein for 2-hydroxybutyric acid, and 8.44
( 2.67 nmol/min/mg protein, 23.9 ( 6.41 mM, and 0.12 (
0.03 µL/min/mg protein for 4-hydroxybutyric acid, respec-
tively. In contrast, the saturable process was not observed
for 3-hydroxybutyric acid within the tested concentration
range. The first-order rate constant, kd, was 0.09 ( 0.01
µL/min/mg protein.

Table 3 shows the effects of DIDS on the transport of
[14C]-2-, 3-, and 4-hydroxybutyric acids. Permeability of
[14C]-2- and 4-hydroxybutyric acids (2.5 µM) in the presence
of 2 mM DIDS amounted to 67.1% and 82.6% of the
respective control values. The permeability of [14C]-3-
hydroxybutyric acid was not affected by DIDS.

Discussion

In the present study, we set out to establish conditions
that would maximize the relative activity of anion-
exchange transport and to clarify the structural features
of substrates required for intestinal transport by examining
the transcellular transport of several hydroxy-monocar-
boxylic acids and their derivatives across monolayers of

Caco-2 cells. In the presence of a bicarbonate ion gradient,
but not a proton gradient, the concentration dependence
of L-lactic acid transport was explained by the participation
of a single saturable component, which might be ascribed
to the anion-exchange transport mechanism. Under the
same conditions, the transport of L-[14C]lactic acid was
inhibited by DIDS, which is a typical inhibitor of the anion-
exchange transporter. Similar anion antiport activity with
bicarbonate was found in the transport of propionic acid
and acetic acid.18,19,3 Previously, we observed enhanced
uptake of nicotinic acid when an outward-directed bicar-
bonate gradient was imposed in isolated jejunal BBMVs.11

It appears that similar anion-exchange transport mecha-
nisms are involved in the permeation and absorption of
monocarboxylic acids in the human intestine.

Mevalonic acid, a 3-hydroxycarboxylic acid, had no effect
on the transport of L-[14C]lactic acid in the presence of a
bicarbonate ion gradient. In addition, as our previous study
using rabbit intestinal BBMVs11 indicated, the permeation
of [3H]mevalonic acid was not affected by the bicarbonate
gradient or DIDS. The transport of L-[14C]lactic acid was
also inhibited by 2-, 4-, and 5-hydroxycarboxylic acids but
not by 3-hydroxycarboxylic acid. These observations sug-
gested that the position of hydroxylation might be an
important determinant of monocarboxylate transport by
the anion antiport system. Accordingly, we compared the
transport of several hydroxycarboxylic acids. The concen-
tration dependence of the 2- and 4-hydroxybutyric acid
transport indicated that the permeation involves saturable
and nonsaturable processes, whereas that of 3-hydroxybu-
tyric acid was nonsaturable. Since the partition coefficients
(as hydrophobic/hydrophilic parameters) of these com-
pounds are almost the same (log D7.4 2-hydroxybutyric
acid: -2.35, 3-hydroxybutyric acid: -2.72, 4-hydroxybu-
tyric acid: -2.40), differences in hydrophobicity do not
account for the result. It is suggested that 3-hydroxycar-
boxylic acids might not be substrates for the anion-
exchange transporter in intestinal epithelial cells. Inter-
estingly, 3-methoxypropionic acid was shown to have
affinity for the anion-exchange transporter, because the
transport of L-[14C]lactic acid was inhibited by 3-methoxy-
propionic acid. This result suggests that a hydrogen bond
between the 3-hydroxyl group of carboxylate and the
transporter protein might block appropriate interaction
with the anion-exchange transporter. It was expected that
salicylic acid would not be a substrate for the anion-
exchange transporter because it could be regarded as a
3-hydroxycarboxylic acids. However, contrary to expecta-
tion, the permeability of [14C]salicylic acid was significantly
reduced by the bicarbonate ion-free condition, DIDS, and
unlabeled salicylic acid. Within the salicylic acid molecule,
there is a relatively stable hydrogen bond conjugated with

Figure 3sConcentration dependence of the transport of hydroxybutyric acids across Caco-2 cell monolayers. 2-Hydroxybutyric acid (panel A), 3- hydroxybutyric
acid (panel B), and 4-hydroxybutyric acid (panel C) were examined. The concentrations of each hydroxybutyric acid (2.5 µM, and 1, 5, 10, and 20 mM) were
adjusted by addition of the nonlabeled compound to [14C]hydroxybutyric acid (2.5 µM). The incubation conditions were identical to those described in the legend
to Figure 1. The broken lines represent the contribution of the saturable (‚‚‚‚) and nonsaturable (−‚−) components to the permeation, calculated from the kinetic
parameters obtained as mentioned in the results. Each point represents the mean ± SEM of three experiments using the same culture of Caco-2 cells.

Table 3sInhibitory Effect of DIDS on [14C]Hydroxybutyric Acids
Transporta

permeability coefficient (µL/min/mg protein)b

substrate control +2 mM DIDS

[14C]2-hydroxybutyric acid 0.125 ± 0.009 0.084 ± 0.005*
[14C]3-hydroxybutyric acid 0.111 ± 0.008 0.108 ± 0.014
[14C]4-hydroxybutyric acid 0.555 ± 0.032 0.459 ± 0.011*

a Note: Transport of [14C]hydroxybutyric acid (2.5 µM) was measured at
37 °C for 60 min by incubating Caco-2 cells in HBSS buffer (apical pH 7.4,
basolateral pH 7.4 with bicarbonate) in the presence of each inhibitor. The
other incubation conditions were the same as described in the legend to Figure
1. b Each value represents the mean ± SEM of three experiments using the
same cultivation process of Caco-2 cells. *Significantly different from the control
value by Student’s t test (p < 0.05).
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the aromatic benzene ring, namely between the 3-hydroxyl
group and oxygen of the carboxylic group. This is demon-
strated by the 1H NMR signals of the 3-hydroxyl group in
salicylic acid and in 3-hydroxybutyric acid (salicylic acid:
11.3 ppm, 3-hydroxybutyric acid: 7.02 ppm). This internal
hydrogen bond in salicylic acid might be too strong to allow
the blocking interaction with transporter proteins, whereas
the relatively “flexible” 3-hydroxyl group in other carboxylic
acids can interfere with the proper binding of the substrate
to the anion-exchange transporters.

Recently, we demonstrated that the anion exchanger
AE2, which is present in several tissues,20-25 transported
organic monocarboxylic acids, when the AE2 gene was
transiently overexpressed in HEK 293 cells.12 So, AE2
might be partially responsible for monocarboxylic acid/
anion exchange in the intestine, although more studies are
needed on this point.

In conclusion, we have established some of the required
structural characteristics for substrates of the anion-
exchange transporter using Caco-2 cell monolayers. The
observations suggest that an anion antiport system is
involved in the intestinal absorption of monocarboxylic
acids in parallel with a proton gradient-dependent mono-
carboxylic acid transporter. Therefore, intestinal absorption
of many acidic drugs may proceed, at least in part, via the
anion-exchange transporter, rather than by passive diffu-
sion according to the pH-partition hypothesis.
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Abstract 0 The investigation of dissolution failures for erythromycin
dihydrate tablet formulation over a 12-month period using a near-
infrared spectroscopy technique revealed the role of a desolvated
dihydrate in the retardation of dissolution. Near infrared spectroscopy
(NIR) indicated a dehydrated dihydrate of erythromycin is produced
during formulation and gradually binds with Mg(OH)2. The binding
delays the process of dissolution. NIR was used to successfully predict
that humidifying the tablets would reverse the binding and increase
the dissolution rate.

Introduction
The occurrence of a variety of crystal forms for many

pharmaceuticals has been well established and investi-
gated.1-11 The first recognition of this phenomenon of
polymorphism may have been as early as the 18th cen-
tury.12 The fact that pharmaceuticals can exist as various
polymorphs and/or solvates can be problematic in terms
of stability, processing, and solubility since the different
crystal forms and solvates of a drug can differ in these
physical properties. In fact, the different polymorphs of a
compound can be as different in these properties as are
individual compounds from each other.

The established analytical techniques used to demon-
strate that a compound exists in various crystal forms
include X-ray powder diffraction (XRD), differential scan-
ning calorimetry (DSC), solid-state C-13 nuclear magnetic
resonance (SS NMR), polarized light microscopy (PLM),
and near- and mid-infrared (NIR and IR) spectroscopy.

For several years the pharmaceutical literature reported
various crystal forms and hydrates of erythromycin includ-
ing an anhydrate, a monohydrate, and a dihydrate. In an
earlier work13 we proposed that the crystal form of eryth-
romycin dihydrate as determined by X-ray powder diffrac-
tion was unchanged when the water was removed, indi-
cating minimal if any difference in the crystal structure
in the presence or absence of water. As a result of readily
available channels or tunnels within the crystal lattice,14

water is readily transported into and out of the crystal
lattice depending on the environmental conditions. Pfeiffer
et al.15 has referred to molecules of this kind as pseudopoly-
morphs, and Stephenson et al.16 note that the desolvated
state or isomorphic desolvate is of higher energy than the
solvated form and that there is a driving force to fill the
void created when the solvent is removed. In this paper
we will present an example of this tendency to fill the void
created when the water is removed from erythromycin
dihydrate, its resultant effect on tablet behavior, and the
use of NIR spectroscopy to investigate the problem.

Experimental Section

MaterialssSeveral formulations of erythromycin dihydrate
containing no magnesium hydroxide as well as the primary
formulation which contained magnesium hydroxide were inves-
tigated. All formulations were manufactured at Abbott Laborato-
ries and used erythromycin dihydrate USP grade. The USP grade
erythromycin dihydrate was also manufactured at Abbott Labo-
ratories through a fermentation process followed by a series of
aqueous and organic extractions. This material was dried at less
than 95 °C. All bulk lots met Abbott specifications.

Microscopy was performed using a Nikon Microphot-FXA polar-
ized light microscope and a Leica Stereo Microscope Model
MZAPO. X-ray powder diffraction was performed with a Nicolet
I2 X-ray powder diffractometer fitted with a diffracted beam
monochromator tuned for copper radiation at 1.54180 Å. All
samples were ground to similar particle size immediately prior to
X-ray analysis. Thermal gravimetric analysis (TGA) was per-
formed using a TA Instruments Model 2950 TGA module with a
Model 3100 Thermal Analyst, at a heating rate of 5 °C/min, and
a sample weight of about 15-20 mg. A Nicolet Magna-IR Spec-
trometer Model 750 bench with a Nicolet SabIR near-infrared
(NIR) diffuse reflectance fiber optic probe accessory were used to
obtain NIR spectra at a resolution of 8 cm-1 with 16 scans. Intact
tablets were place directly on the probe tip whereas bulk material
was put into a clear glass one dram vial and then placed on the
probe tip. The NIR spectrum of a bulk material was an average
spectrum of four spectra acquired after manually mixing the
sample for about 15 s followed by manual tapping to remove air
gaps. Dynamic moisture sorption gravimetry (DMSG) was per-
formed on a VTI Corp. Model MB300G sorption microbalance using
vacuum to control the relative humidity (RH). The Automated
system controlled the RH and temperature to which the sample
was exposed, while continually recording sample weight changes.
Sample weights were typically about 5-10 mg. Sorption and
desorption isotherms were performed at 25 ( 0.1 °C with 5 ( 1%
RH step intervals from 0 to 95% RH. Samples were dried under
vacuum for up to 240 min (approximate RH ) 0-1% RH) before
each experiment. The weight loss observed during the drying
period was used to estimate how tightly each sample held water.
After the drying period, sorption isotherms started at 5% RH. A
weight equilibrium criteria of less than 3 µg weight change over
three 7 min periods was used to move to the next RH step. When
the equilibrium conditions were achieved for the 95% RH step,
the desorption step started. Typical sample run times were
between about 24 and 48 h. Dissolution testing of tablets was
performed using a single tablet in a dissolution medium of 0.05
M phosphate buffer pH 6.8 ( 0.05 at 60 °C. Quantitation was
performed by UV absorbance at 236 nm versus a reference
standard of erythromycin dihydrate. Intrinsic dissolution of bulk
drug samples was performed at 37 °C with the same dissolution
media. Quantitation was accomplished by HPLC versus a refer-
ence standard at 205 nm using an octadecylsilyl column at 50 °C
and an eluent of 35% acetonitrile/65% 0.06 M phosphate buffer
(pH 6.6).

Background

Twelve-month stability samples for a lot (lot 15, Table
1) of Erythromycin dihydrate, 250 mg tablets, were found
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to fail the dissolution specification at the 60 min interval
but pass at the 90 min interval. Historically, sporadic
tablets of this formulation (lots 3, 6, 13 Table 1) had failed
dissolution; however, this lot, which had very good initial
dissolution of greater than 99%, released at 60 min failed
uniformly at the 12-month time point with an average of
71% released at 60 min. Other lots of this same formulation
(lots 1, 18, Table 1) had maintained very high dissolution
for periods greater than 12 months. Material which had
acceptable dissolution over the 12-month period will be
referred to as passing while those with decreased dissolu-
tion will be designated as failing. One of these former lots
(lot 1, Table 1) was used as a reference for passing tablets.
The manufacturing process for erythromycin tablets in-
volves milling and drying, and these factors have histori-
cally been shown to affect crystallinity and, as would be
expected, water content. Initial work concentrated on these
properties as well as examination of the tablet coating.

Results and Discussion
X-ray powder diffraction was performed on the erythro-

mycin dihydrate tablets using computer subtraction of a
placebo diffraction pattern to examine the consistency of
the crystal form of erythromycin in the tablet. Figure 1
shows two representative diffraction patterns. Pattern A
is that of the passing tablet, and pattern B represents a
failing tablet. Both tablets give the characteristic spectrum
of erythromycin dihydrate; however, resolution differences
were observed, which most likely reflect a difference in
crystallinity. In addition, significant changes in the relative
intensities of the X-ray peaks can be observed between
passing and failing lots. As previously reported,13 crystal-
line erythromycin can vary in water content over a large
range (50-200%) of dihydrate theory without affecting the
X-ray pattern. TGA of these samples showed two weight
losses, indicating the presence of a small amount of surface
water as well as interstitial water. The most highly
crystalline lot shows a continuous weight loss approxi-
mately equal to the dihydrate stoichiometry of 4.7%. In
addition, NIR spectroscopy17 was used to further evaluate
their water content by examining the hydroxyl peak (water
combination band) at approximately 1.95 µm, which reflects
hydroxyl contributions from erythromycin as well as from
water. Table 1 shows a compilation of XRD patterns in
terms of resolution, amount of water from TGA weight loss,

and the relative amount of hydroxyl content by NIR. The
data indicate that the samples with low water content
relative to the theoretical dihydrate stoichiometry also
show broader, less-resolved peaks in the X-ray pattern. The
NIR hydroxyl content also follows the same trend, i.e.,
lower hydroxyl content corresponds to broader X-ray peaks.
Samples with less than 3.3% weight loss up to 136 °C show
the lowest crystallinity and hydroxyl content compared to
lot 1 which is the stoichiometric dihydrate. NIR spectros-
copy was used in the remainder of the study to evaluate
the water content of the tablets nondestructively on
individual tablets, thereby allowing further testing on the
same tablet by dissolution to investigate the correlation
shown in Table 1.

While selecting a sample of amorphous erythromycin to
characterize by NIR and XRD, a mesomorphic form or
mesophase of erythromycin was identified which has not
been previously reported. This material has a well-defined
crystal habit and shows birefringence when examined by
PLM but as shown in Figure 3 appears mostly amorphous
by XRD showing only either a strong broad single line or
multiple lines near 2 θ values of 9.4-9.6. The XRD and
PLM data are consistent with a solid phase having 2-D
order but lacking 3-D order. Amorphous erythromycin was
produced separately by freeze-drying an aqueous solution
of erythromycin. Examination of the XRD data described
above suggests a possible transformation of the pattern for
crystalline erythromycin dihydrate over time in the 250
mg formulation to a pattern representing a mixture of
erythromycin dihydrate and the mesophase. However,
since erythromycin dihydrate can produce an isomorphic
dehydrated dihydrate, these XRD patterns could also
represent a conversion to mesophase plus dehydrated
dihydrate. This latter explanation is consistent with the
parallel decrease in water content.

Table 1sCorrelation of Moisture Content (TGA) with XRD and NIR
Spectroscopy for Various Erythromycin Tablet Lots

lot number
relative

(crystallinity) TGA NIR (OH)

1 high 4.69 high
2 moderate 3.63 moderate
3 moderate 3.43 moderate
4 moderate 3.91 moderate
5 low 3.28 low
6 low 2.76 low
7 low 2.54 low
8 moderate 3.85 moderate
9 low 2.25 low
10 low 2.88 low
11 moderate 2.86 low
12 low 3.11 low
13 low 2.68 low
14 moderate 3.02 low
15 low 2.73 low
16 low 1.70 low
17 low 2.50 low
18 high 4.33 high

Figure 1sXRD of passing and failing Erythromycin tablet lots. (A) Passing
tablets. (B) Failing tablets.
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A basic tenet of solubility states that higher energy level
crystal forms as well as amorphous material should have
high intrinsic solubility compared to the more stable forms.
The data presented in Table 2 show the intrinsic solubility
relationship of mesophase, amorphous, and dihydrate
forms of erythromycin. These data indicate that conversion
to mesophase alone should not result in dissolution failure.

Although erythromycin maintains its crystallographic
order when dried, the local chemical environment is
significantly influenced by the loss of water. When the
dehydrated dihydrate is formed, this higher energy crystal
form of erythromycin is more reactive and hygroscopic.
Close examination of the NIR data (Figure 4) of bulk
erythromycin dihydrate, isomorphic dehydrate, mesophase,
and amorphous erythromycin indicates that each of the
forms have distinguishing characteristics in the NIR
spectral areas 1.45, 1.7, 1.95, and 2.1 µm (regions A, B, C,
and D in Figure 4). Comparison of the NIR spectra of the
passing lot, failing lot, and a dried passing lot (Figure 5)
shows that the spectra of the samples are different
particularly in the 1.4-1.5 µm region. These comparisons
indicate that the majority of the erythromycin form in the
failing lot is not dihydrate, isomorphic dehydrate, me-
sophase, or amorphous material.

Erythromycin tablets with greater drug load (333 and
500 mg) are prepared with corn starch and drug as the
two predominant ingredients. The 250 mg tablets contain
mainly drug, corn starch, and magnesium hydroxide. All
other components are common to all formulations and are
present in the same small quantities in all formulations.
These include colorants and coatings. Samples of the higher
dosage formulation were found to contain the same low (i.e.,
3.3% or less) levels of water; however, no dissolution
failures were observed after storage. If the reduced dis-

Figure 2sOverlay TGA of passing and failing lots of deshelled 250 mg
erythromycin tablets.

Figure 3sCharacterization of erythromycin mesophase by PLM and XRD.

Table 2sIntrinsic Dissolution Data for Erythromycin Crystal Forms in
Aqueous Solution (pH ) 5.96)

form
amount dissolved

in 60 min, mg

dihydrate 0.8
amorphous 2.8
mesophase 5.0

Figure 4sNIR spectra of (1) erythromycin dihydrate, (2) dehydrated
erythromycin dihydrate, (3) erythromycin amorphous, and (4) erythromycin
mesophase.

Figure 5sNIR spectra of (A) passing tablets, (B) dehydrated dihydrate, and
(C) failing tablets.
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solution rate were a result of changes in the excipients over
time, for example, dehydration, the same dissolution
failures would be expected with the higher dosage formula-
tion. TGA and DMSG studies on the bulk drug and
excipients indicate that the water in the formulation is
preferentially lost from erythromycin upon heating rather
than from the excipients.

Since the performance of the 250 mg tablet is different
than that of the 333 and 500 mg tablets, an interaction
with an excipient unique to the 250 mg tablet formulation
was suspected. The only excipient unique to the 250 mg
formulation is magnesium hydroxide, and the lack of
dissolution failures in the higher dosage formulation even
with low water content indicates that in the absence of this
ingredient, changes in the other excipients over time do
not result in dissolution failures. This could only explain
part of the phenomenon, however, since only random
tablets and one individual lot exhibited dissolution failures.

Dissolution of failing lot 15 was monitored over a 12-
month period and analyzed at the initial and 10- and 12-
month time points (Figure 6). Although only three points
were obtained, there was very good linear correlation
between the decrease in dissolution (% label claim) and
time, with a correlation coefficient of greater than 0.99.
Over the same period of time, moisture content by LOD of
the coated tablets was 2.6, 2.1, and 2.4% (initial and 10-

and 12-month, respectively). However, by comparison the
typical passing lot 1 gave LOD values of 3.8, 3.7, and 3.8%
(initial and 10- and 12-month, respectively). The decrease
in dissolution can be associated with the constant low level
of water in the coated tablets over time. This constant low
level of water in the coated tablets prevents rehydration
of the dehydrated erythromycin dihydrate and maintains
erythromycin in the activated state.

When erythromycin dihydrate dehydrates to form a
desolvated dihydrate, it reduces the number of hydrogen
bonds in the structure dramatically from three to zero. This
results in a void in the lattice which has a high hydrogen
bonding potential. As noted by Stephenson et al.16 over time
the tunnels slowly relax unless either water is reabsorbed
or an alternate ligand is obtained. The 250 mg tablet
formulation contains Mg(OH)2, a hydroxyl-rich material,
as one of the excipients. Interaction of the activated
dehydrated dihydrate of erythromycin with Mg(OH)2 is a
possible mechanism for filling the void created in the
crystal lattice as a result of overdrying. This interaction
in the solid state requires a finite period of time and would
correlate well with the slow onset of dissolution failures
in the 250 mg formulation over time.

Figure 7 shows schematically a process whereby over-
drying could create dehydrated dihydrate in the tablet fill.
As a result of the granulation and compaction of the tablet,
the Mg(OH)2 could then become associated with the same
sites in the dehydrated dihydrate which tend to interact
or bind with water in the dihydrate. Over time the
association of Mg(OH)2 with dehydrated erythromycin
dihydrate could strengthen to a degree where the reversing
of the binding interaction necessary for the dissolution of
erythromycin becomes a progressively slower process. The
extent of this binding would depend on time and the
amount of overdrying. Therefore, it would account for both
whole lot failure as well as isolated individual tablet
failures. Close examination of the NIR spectra in the region
of the Mg(OH)2 peak shows discernible differences between
passing lots and failing lots of the 250 mg tablets (Figure
8) and supports the model of Mg(OH)2 interacting with the
dehydrated dihydrate.

The extent of erythromycin/magnesium hydroxide bind-
ing in the tablets was estimated from dissolution data.
Figure 6 displays the relationship between the dissolution
of the tablet and time. A good linear relationship was
observed. Hence, the rate of dissolution retardation in the
coated tablet, lot 15, can be estimated at 2.4% per month.

Figure 6sComparison of failing lot 15 dissolution (% label claim) versus time.

Figure 7sSchematic representation of reversible binding in erythromycin tablets.
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Four spectral regions were examined at about 1.45, 1.7,
1.95, and 2.1 µm. The region of 1.45 µm represents
overtones of hydroxyl and alkyl groups, the region at about
1.7 µm represents overtones of alkyl groups, the region near
1.95 µm represents combination bands of hydroxyl groups
(and water content) of the sample, and the region near 2.1

µm represents the first overtones of C-H stretching, and
combination bands of alcohol hydroxy groups. As can be
seen in Figure 8, the passing lot shows a significantly
larger water peak (region C) and a broad multiplet at about
2.1 µm (region D), but not much definition in the area of
1.45 m (region A). The failing lot shows a distinct shoulder
and a sharp peak in the region of 1.45 µm, a smaller peak
in the water region, and a sharper and smoother peak in
the 2.1 µm region. These changes indicate conformational
and perhaps structural differences similar to those ob-
served upon drying erythromycin dihydrate but more
defined and sharper particularly in the 1.45 µm region.
Figure 9 shows spectra of the 250 mg whole tablets for a
series of lots displaying the progression (region A) from
passing to failing lots.

The NIR data suggest that in the absence of water,
dehydrated erythromycin dihydrate interacts with Mg-
(OH)2 in the 250 mg tablets. This association occurs slowly
over time (12 months), suggesting that it is a relatively
unselective reaction. Thus, the binding process should be
reversible in the presence of a more selective (or reactive)
ligand. Since water forms a stable complex with erythro-
mycin (dihydrate), it should be able to displace Mg(OH)2
and reverse the complex formation.

To investigate the proposed reversibility of this phenom-
enon, tablets from the failing lot were exposed to high
humidity (57% RH). Figure 10 shows the NIR spectra for
a failing lot, the failing lot exposed to 57% RH for 5 and 13
days, and a passing lot of deshelled tablets. The NIR
spectrum of the failing lot exposed to 57% RH/13 days
converted to that of the passing lot after exposure to water
vapor in the solid state.

Dissolution testing on these moisture-exposed tablets
gave results >98% within 60 min, confirming that the
binding phenomenon can be reversed.

Dried erythromycin, i.e., the dehydrated dihydrate,
compressed with Mg(OH)2 and stored in closed containers
for a period of 12 months indicated spectral changes in the
NIR spectrum similar to those detected in erythromycin
tablets after 12 months. X-ray powder diffraction on the
mixture showed a pattern matching that of the failing
tablets (Figure 11).

Conclusion
Erythromycin dihydrate when dried is converted to an

isomorphic dehydrated dihydrate which exists as an acti-

Figure 8sFour spectral regions of difference in the NIR spectra of passing
and failing lots of deshelled erythromycin tablets.

Figure 9sSeries of NIR spectra of erythromycin tablets showing progression
from passing to failing lot.

Figure 10sNIR spectra of (A) deshelled passing lot, (B) failing lot after
exposure to high humidity for 5 days, (C) failing lot after exposure to high
humidity for 13 days, and (D) failing lot.

Figure 11sXRD of admixture of dehydrated dihydrate of erythromycin and
magnesium hydroxide stored in a closed container for 12 months.
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vated high energy form with a tendency to fill the void
created by the loss of water. In erythromycin tablet
formulations where water cannot be easily reabsorbed, this
has been shown to result in binding to other hydroxyl-rich
excipients such as Mg(OH)2 which then adversely effects
the properties of the formulation. This phenomenon can
be reversed by exposing the tablets to water vapor for a
relatively short period of time.

NIR spectroscopy has been shown to be a useful tech-
nique in the study of such crystal form transformation and
binding. It allows a determination of such properties as
drug and moisture content on individual tablets nonde-
structively thereby allowing further testing on the same
tablet to establish a direct correlation with other properties.
In addition, it has proven to be predictive of dissolution
failures in erythromycin tablet formulations.
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Abstract 0 Information on the interaction between water and polymers
is indispensable for manufacturing solid dispersion of a drug by hot-
melt extrusion because this interaction affects various properties of
the water−polymer mixtures, such as their viscoelastic properties. In
this study, poly(vinylpyrrolidone) K30 (PVP) containing 0%, 10%, and
20% poly(ethylene glycol) 400 (PEG) was used as model amorphous
polymers. The interaction of water with these polymers was assessed
by the evaluation of the glass transition temperature (Tg), the point
on the isotherm corresponding to the weight of sorbed water required
to form a complete monolayer on the solid surface (apparent Wm),
and the maximal amount of nonfreezing water, which were measured
by differential scanning calorimetry and water sorption isotherms. In
all of the systems with a water content below a certain water fraction
(0.1 for PVP, 0.12 for PVP−PEG 10%, and 0.16 for PVP−PEG 20%),
the Tg values were successfully predicted using theoretical equations,
whereas the experimental Tg values were higher than predicted for
those with a water content above these water fraction levels. In
addition, these values of water fraction are similar to the apparent
Wm values determined using the Guggenheim−Anderson−DeBoer
(GAB) equation (0.110, 0.117, and 0.147 weight fraction of water for
PVP, PVP−PEG 10%, and PVP−PEG 20%, respectively). Nonfreezing
water is detected above 0.47, 0.49, and 0.51 weight fraction of water
for PVP, PVP−PEG 10%, and PVP−PEG 20%, respectively. Miscibility
between water and PVP or PVP−PEG seems to change according
to the water content in the system. All parameters increase with the
concentration of PEG in the sample. This may be explained by the
fact that PEG has a larger number of polymer repeating units, which
may therefore interact with water more than PVP.

Introduction

Recently, a hot-melt extrusion technique has been ap-
plied to produce a polymer-based solid dispersion of a drug
as a drug delivery system.1,2 Amorphous hydrophilic poly-
mers are often used as a component of such solid disper-
sions for the modification of drug dissolution. During the
hot-melt extrusion process, the drug is incorporated into a
rubbery state of amorphous polymer mass.2 Therefore, the
glass transition temperature (Tg) of the amorphous polymer
is one of the most important factors in the hot-melt
extrusion process because the viscoelastic properties of the
polymer, namely whether the polymer is rubbery or glassy
at the manufacturing temperature, are affected by the Tg
value.3 The Tg value of the polymer can be reduced to an
appropriate temperature for the manufacturing process by
adding a plasticizer such as poly(ethylene glycol) to the
polymer. Moreover, it has been demonstrated that the

water in the polymer acts as a plasticizer to lower the Tg
value of the polymer-water systems by increasing the
molecular mobility and free volume.4-6 Amorphous polymer
and plasticized polymer generally contain some amount of
water, and water is sometimes added during the hot-melt
extrusion process. As the water content affects the Tg value
of the system, it is necessary to determine the interaction
between water and polymers, in particular the effect of
water content on the Tg value of the systems as basic
information for the hot-melt extrusion process. However,
although there have been some reports describing the
relationship between the water content and the Tg value
of polymer-water binary systems,7,8 there have been few
reports on plasticized polymer-water ternary systems.6

In this study, three components, poly(vinylpyrrolidone)
K30 (PVP) as a model amorphous polymer, poly(ethylene
glycol) 400 (PEG) as a model plasticizer, and water, were
chosen and the interaction of water with PVP containing
0%, 10% and 20% PEG was studied. The experimental Tg
values of the systems containing various amounts of water
were determined using differential scanning calorimetry
(DSC) and were compared with those predicted by theoreti-
cal equations. The apparent Wm (the point on the isotherm
corresponding to the weight of adsorbed water required to
form a complete monolayer on the solid surface) was
estimated by analyzing the water sorption isotherm of PVP
and PVP-PEG. Furthermore, a maximal amount of non-
freezing water was calculated by DSC studies on aqueous
PVP and PVP-PEG solutions.

Experimental Section

MaterialssPoly(vinylpyrrolidone) K30 (viscosity average of
molecular weight, 42 500), PVP (BASF) and poly(ethylene glycol)
400 (nominal molecular weight, 400), PEG (Colorcon) were used
without further treatment. Aqueous solutions of PVP-PEG 0-40%
were spray dried using a Mini Büchi 190 spray dryer (Büchi) to
obtain homogeneous samples. The spray-dried samples were
vacuum-dried at 70 °C for 48 h in an oven. After vacuum-drying,
the samples were stored in closed glass bottles. The PEG concen-
trations are expressed as a percentage (w/w PVP). All other
reagents employed were of analytical reagent grade.

Water Sorption IsothermsApproximately 400 mg of spray
dried PVP, PVP-PEG 10%, and PVP-PEG 20% mixtures were
accurately weighed into glass bottles and stored at 20 °C in
desiccators containing saturated inorganic salt solutions giving
various equilibrium relative humidities (RH) (7-75% RH) until a
constant weight was obtained (at least 5 weeks). The salts used
(with their corresponding relative humidities at 20 °C) were
lithium bromide (7% RH), lithium chloride (11% RH), potassium
acetate (23% RH), magnesium chloride (33% RH), potassium
carbonate (43% RH), magnesium nitrate (54% RH), sodium
bromide (59% RH), and sodium chloride (75% RH). The water
content of the samples was calculated using the initial water
content and the change in weight induced by storing the samples
under each relative humidity condition. The initial water content
of the samples was determined by drying at 120 °C for 5 h.
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Determination of Tg by DSCsDifferential scanning calorim-
etry (DSC) measurements were performed using a Perkin-Elmer
DSC 7 with a refrigerating system (Perkin-Elmer, Beaconsfield,
UK). Samples (3-8 mg) stored under various RH were carefully
transferred into aluminum pans in the desiccator, and the pans
were hermetically sealed to prevent water loss during the DSC
experiments. The samples were placed into the DSC under a
nitrogen atmosphere and heated to 10-25 K above their Tg. The
samples were subsequently cooled at 20 K/min to 273 or 223 K
and then reheated. The first heating run exhibited an enthalpy
relaxation endotherm at around the Tg value. Therefore, the Tg
value of the samples was determined from the second heating
cycle. Figure 1 illustrates a typical DSC curve of the second run
for a sample of the PVP-water system (PVP stored under 75%
RH). The Tg value was calculated by the half-extrapolated capacity
method.9 No endothermic peak relating to the melting of PEG was
found even in the DSC curves of the PVP-PEG 10% and PVP-
PEG 20% mixtures.

For determination of the Tg value of samples containing no
water, samples (4-7 mg) were stored over P2O5 in a sealed
desiccator for more than 5 weeks and DSC studies were carried
out in open aluminum pans. The samples were repeatedly heated
to 10-25 K above their Tg and subsequently cooled to 273 K at 20
K/min under a dry nitrogen purge. As the samples exhibited
negligible differences between the Tg value determined from the
second heating cycle and that from the third heating cycle, the Tg
value determined from the second heating cycle was considered
as the Tg value of the sample containing no water. All experiments
were performed at least twice.

Determination of Freezing Water by DSCsTo determine
the amount of freezing water in the systems, a Perkin-Elmer DSC
7 with a cooling accessory (Perkin-Elmer, Beaconsfield, UK) was
also used. Samples (5-15 mg) of various concentrations of aqueous
PVP solution containing 0%, 10%, and 20% PEG were transferred
into hermetically sealed aluminum pans to prevent water loss
during the experiments. Samples were placed into the DSC and
cooled to 223 K to promote freezing of any unbound water. Then,
they were heated at 10 K/min to 303 K under a nitrogen
atmosphere. Figure 2 depicts some typical melting endotherms of
PVP-water systems. In the DSC curves, a small baseline change
(occasionally small peak) is found at around 243 K (-30 °C). It
seems that the baseline changes are caused by heterogeneity in
the system, and the changes may be attributed to the glass
transition or recrystallization. However, as the changes are
considerably small and are not sometimes reproducible, it is
difficult to determine what causes them only from the conventional
DSC studies. Therefore, in this study, only the enthalpy of fusion
of ice corresponding to the amount of freezing water was deter-
mined. Determination by other methods such as a modulated
temperature DSC is necessary to elucidate what causes the
baseline changes. The experiments were performed at least three
times.

Equation To Predict the Value of the Tg
mix of the Systemss

An equation for the prediction of the value of the Tg of a ternary
system was employed. This equation is an extension of the
Gordon-Taylor equation,8,10 the equation for the prediction of the
Tg value of a binary system. By assuming perfect volume additivity
at the Tg and no specific interaction among the three systems, we
can write

where F is the volume fraction of each component. As Φ ) [(∆Rw)/
F], where ∆R is the change in thermal expansivity of Tg and ∆RTg
≈ constant,11 it is possible to rewrite the equation as

where w1, w2, and w3 are the weight fractions, and Tg1, Tg2, Tg3,
and Tg

mix are the glass transition temperatures in Kelvin of
components 1, 2, 3, and the mixture.12 The constants K2 and K3
can be approximated as K2 ) (F1Tg1)/(F2Tg2) and K3 ) (F1Tg1)/(F3Tg3),
where F is the density of the materials. This equation is the
Gordon-Taylor equation when we consider w3 ) 0. The constants
K2 and K3 were calculated from the value of the Tg of 135,13 450,
and 198 K13 (-138, 177, and -75 °C, respectively) for water, PVP,
and PEG and the densities of 1.00, 1.25, and 1.12 g/cm3, respec-
tively. The densities were measured using an air pycnometer (Air
comparison pycnometer model 930, Beckman).

A similar equation, eq 3, can be readily derived for mixtures
containing i components

where Ki ) (F1Tg1)/(FiTgi).
X-ray Powder DiffractionsX-ray powder diffraction patterns

were monitored by a diffractometer with Cu KR radiation and a
nickel filter at 40 kV and 40 mA (RINT 2200V, RIGAKU). The
samples of spray-dried PVP, PVP-PEG 10%, and PVP-PEG 20%
stored over P2O5 in a sealed desiccator were transferred into a
sample holder and scanned at 4°/min over a range of 2°-40°. All
samples exhibited halo X-ray powder diffraction patterns and were
considered to be amorphous.

Multiple Regression AnalysissA nonlinear multiple regres-
sion program, MULTI, developed by Yamaoka et al.,14 was used
to carry out multiple regression analysis. The correlation coef-
ficient (r) was calculated using the following equation

where ESS is the sums of squares of the deviation of the theoretical
values from the experimental values and EMS is the sum of
squares of the deviation of the experimental values from their
mean.

Statistical AnalysissThe calculated maximal amount of non-
freezing water in PVP and PVP-PEG mixtures was statistically

Figure 1sTypical DSC curve of a PVP−water system (glass transition).

Figure 2sTypical DSC curves of PVP−water systems (melting peak).

Tg
mix ) Φ1Tg1 + Φ2Tg2 + Φ3Tg3 (1)

Tg
mix )

w1Tg1 + K2w2Tg2 + K3w3Tg3

w1 + K2w2 + K3w3
(2)

Tg
mix ) ∑KiwiTgi

∑Kiwi

(3)

r ) (1 - ESS
EMS)1/2

(4)
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compared among each other using the Student’s t test. Differences
with p < 0.05 were considered significant.

Results and Discussion

Glass Transition Temperature of PVP-PEG and
PVP-Water Binary SystemssFigure 3 shows the Tg
value of PVP-water and PVP-PEG binary systems as a
function of the weight fraction of water or PEG. The solid
lines on the plots represent Tg values predicted by the
Gordon-Taylor equation (eq 2). The Tg value decreases
significantly with increasing weight fraction of water or
PEG, showing that water as well as PEG acts as a good
plasticizer. In the case of the PVP- PEG systems, the
experimental Tg data fitted the predicted values well over
the entire range studied. Therefore, it is considered that
PVP and PEG mix ideally over the entire range studied
(0-0.29 weight fraction of PEG). In the case of the PVP-
water system, above a water fraction of around 0.1, the
experimental Tg values for the PVP-water system were
higher than predicted, whereas below this water fraction
there was no difference between the experimental and
theoretical Tg values. The results obtained for the PVP-
water system are in excellent agreement with previous
findings.8 It is considered that PVP and water are miscible
ideally up to a water fraction of around 0.1, but they mix
nonideally above this water fraction. In other words, it
seems that the Gordon-Taylor equation is not suitable to
predict the Tg values of the PVP-water system above a
water fraction of around 0.1. There could be other factors
affecting the systems, which are not taken into consider-
ation in the Gordon-Taylor equation.

Glass Transition Temperature of PVP-PEG-Wa-
ter Ternary SystemssTwo amorphous PVP-PEG sys-
tems containing 10% and 20% PEG (0.09 and 0.17 weight
fraction of PEG in the PVP-PEG systems, respectively)
were chosen to determine the effect of water on the Tg
values in the PVP-PEG-water systems. At these PEG
fractions, PVP and PEG mix ideally, as stated above.
Figure 4 depicts the Tg value of these two ternary systems
of PVP-PEG-water as a function of the weight fraction
of water. The solid lines on the plots represent values of
Tg

mix predicted by the extended Gordon-Taylor equation
(eq 2). As can be seen, the Tg data fitted the predicted Tg
values well up to a water fraction of around 0.12 for the
PVP-PEG 10%-water system and up to a water fraction
of around 0.16 for the PVP-PEG 20%-water system.
Therefore, it is suggested that these three components are
miscible ideally with each other at a low water content.
However, above a certain water content, deviations be-
tween the experimental and theoretical Tg values of the

PVP-PEG-water system were observed, as in the PVP-
water system. It should be noted that the water fraction
at which the deviations begin increases with the concentra-
tion of PEG (0%, 10%, 20%) in the sample.

Water Vapor Sorption Isotherms for PVP and
PVP-PEG MixturessIt is suggested that the miscibility
between water and PVP or PVP-PEG systems changes at
a certain water content based on the Tg studies. The
interaction of water with other components has also been
estimated by studies of water vapor sorption isotherms.
Wm, the weight of adsorbed water required to form a
complete monolayer on the solid surface, is one of the
critical factors needed to characterize quantitatively the
water sorption isotherms. Wm is calculated by fitting the
sorption isotherm to the Brunauer-Emmett-Teller (BET)
equation15 or the Guggenheim-Anderson-DeBoer (GAB)
equation,16-18 which is an extension of the BET equation.
The BET and GAB equations are generally applied to
physical adsorption. The mechanism of water sorption to
an amorphous solid like PVP is different from that of
physical adsorption. However, even in an amorphous solid,
it has been suggested that there is evidence indicating that
at the point on the isotherm corresponding to the water
content of Wm (apparent Wm), certain effects of water on
solids change significantly and the apparent Wm value can
be an important parameter relating to the interaction of
polymer with water.19-21

Figure 5 shows the water vapor sorption isotherms for
PVP containing 0%, 10%, and 20% PEG at 20 °C. The water
content at each RH decreases with increasing concentration
of PEG in the samples and the water uptake is significantly
inhibited by the addition of PEG at 20-50% RH. All the
water sorption isotherms of PVP and PVP-PEG are
sigmoidal in shape (type II22). Therefore, the GAB equation,

Figure 3sEffect of the weight fraction of water or PEG on the Tg
mix of PVP−

water or PVP−PEG systems. The symbols represent experimental data points
and the solid line represents the fit to the Gordon−Taylor equation (eq 2 in
the text).

Figure 4sEffect of the weight fraction of water on the Tg
mix in PVP−PEG−

water systems. The symbols represent experimental data points and the solid
line represents the fit to the extended Gordon−Taylor equation (eq 2 in the
text).

Figure 5sWater vapor absorption isotherms for PVP and PVP−PEG at 20
°C. The symbols represent experimental data points and the solid lines on
the plot represent curve-fitted values using the GAB equation (eq 5 in the
text).
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given by eq 5, (where k is the GAB constant, W is the mass
of gas sorbed per mass of dry solid at a relative pressure
of p/po, and CB is a constant which reflects the overall free
energy of sorption)

was fitted to the data and the apparent Wm values were
obtained by multiple regression analysis, though mixtures
such as the PVP-PEG system are different from the
systems for which the GAB equation was originally in-
tended. As shown in Figure 5, the calculated W values,
which are represented as a solid line, fitted the experi-
mental W values very well for PVP containing 0%, 10%,
and 20% PEG systems with a correlation coefficient greater
than 0.995. The values of apparent Wm calculated are 0.124,
0.133, and 0.173 g of water/g of solid (0.110, 0.117, and
0.147 weight fraction of water, respectively) for PVP
containing 0%, 10%, and 20% PEG, respectively. The
relative humidities at which the W value is equal to the
calculated apparent Wm value, (the RH(Wm)) was 28%, 36%,
and 48% RH for PVP containing 0%, 10%, and 20% PEG,
respectively. The apparent Wm value increases with the
concentration of PEG in the sample. This suggests that in
the sample containing a higher concentration of PEG, the
interaction with water changes significantly when a larger
amount of water is sorbed (the apparent Wm).

As mentioned above, the deviation of the experimental
Tg values from those predicted seems to begin at a higher
weight fraction of water in the sample containing a higher
content of PEG. Also, the apparent Wm values increase with
increasing PEG concentration in the sample. It should be
remembered that the experimental Tg values were mea-
sured using a nonisothermal method (DSC), whereas the
Wm values were estimated from isothermal measurements
(the sorption isotherms). However, both values, the appar-
ent Wm values and the weight fraction at which the
deviation of the experimental Tg values seems to begin, are
similar, which suggests that water interacts ideally with
the polymer up to the higher water content in the sample
containing the higher amount of PEG.

The Maximal Amount of Nonfreezing Water in PVP
and PVP-PEG MixturessWhen samples contain im-
miscible water, the system shows a melting peak of water
at 0 °C or less during heating after prior cooling. This
component of water in the system can be regarded as
freezing water, which is classified into two types,23,24 type
I, free, freezing water melting at 0 °C; and type II, loosely
bound, freezing water with a melting point below that of
pure water. Nonfreezing water is classified as type III. The
PVP and PVP-PEG samples stored under conditions of RH
up to 75% showed no melting peak of water in the DSC
experiments. Consequently, no detectable freezing water
exists in these systems, though some of them have the
appearance of a transparent gel. Thus, to determine the
interaction of water with PVP and PVP-PEG over a wide
range, the melting peak of water in various concentrations
of aqueous PVP and PVP-PEG solutions was detected
using DSC, and the maximal amount of nonfreezing water
which can be contained in the PVP-water and PVP-PEG-
water systems was calculated.

Two methods have been applied to obtain the maximal
amount of nonfreezing water in a polymer-water system.25

Sung26 reported that when there is a linear relationship
between the enthalpies of water (J/g of dry polymer) and
the ratio of water to polymer, the extrapolation to zero

enthalpy gives the maximal amount of nonfreezing water
in the system. Ford and Mitchell27 also reported that when
a linear relationship exists between the enthalpies of water
(J/g of sample) and the percentage of water in the system,
the maximal amount of nonfreezing water in the system
is calculated from the extrapolation to zero enthalpy.
Figure 6a,b shows Sung’s plot and Ford and Mitchell’s plot
for the PVP-water system. In both cases, there is a linear
relationship between the enthalpies of water and the ratio
of water to polymer or the percentage of water. From both
Sung’s plot and Ford and Mitchell’s plot, the maximal
amounts of nonfreezing water are calculated to be around
0.47 of the weight fraction of water, corresponding to
around 5.4 mol of water per polymer repeating unit (PRU)
of PVP. Although the experimental Tg values could not be
measured due to the limitations of the cooling system
(minimum temperature 223 K), it is expected that more
than one Tg value would be detected in the sample
containing freezing water due to its heterogeneity.12,28

In the case of the ternary systems, Sung’s method does
not seem to be suitable for obtaining the maximal amount
of nonfreezing water, because it is impossible to calculate
the enthalpies of water based on J/g of dry polymer.
Therefore, only the Ford and Mitchell method was applied
to obtain the maximal amount of nonfreezing water. As
shown in Figure 7, there is a linear relationship between
the enthalpies of water (J/g of sample) and the percentage
of water in both PVP-PEG 10% and 20% systems. The
maximal amount of nonfreezing water is calculated to be
0.49 and 0.51 for PVP-PEG 10% and 20% systems. These
results indicate that freezing water is detected above 0.47,
0.49, and 0.51 weight fraction of water for PVP containing
0%, 10%, and 20% PEG, respectively. These values were
analyzed to be significantly different. It is suggested that
as PEG interacts with larger amounts of water compared
to PVP, larger amounts of water can exist as nonfreezing
water by adding PEG to PVP.

The Miscibility between Water and PVP or PVP-
PEG SystemssFrom the results obtained above, the

W )
kWm

p
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CB

(1 - k p
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)(1 - k p
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+ kCB
p
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Figure 6sRelationship between (a) enthalpies of fusion and water/PVP ratio
for PVP solutions (Sung’s plot) and (b) enthalpies of fusion and water
percentage for PVP solutions (Ford and Mitchell’s plot).
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miscibility between water and PVP can be expressed with
certain assumptions as follows: up to the apparent Wm
value (around 0.1 weight fraction of water), PVP and water
mix ideally and the experimental Tg values of the PVP-
water system can be estimated using the Gordon-Taylor
equation. It has been reported that the interaction between
the hydrophilic polymer and water may change according
to the water content.6 For example, in the case of amylose-
water systems, it was assumed that the polymer-water
system formed by hydrogen bonds is more compact than
the polymer-polymer system with less than 10% water
content and that a looser network is formed due to the
occurrence of water-water interactions at a higher water
content. As the miscibility of PVP and water also relates
to the hydrogen bonds between them, it is speculated that
the interaction between PVP and water changes at the
weight fraction of around 0.1. This water fraction corre-
sponds to the ratio of two water molecules (Mw ) 18) to
three PRU of PVP (PRU of PVP ) 111).

On the other hand, above a 0.47 water weight fraction
of water, corresponding to around 5.4 mol of water per PRU
of PVP, freezing water is detected in the PVP-water
system. It is expected that more than one Tg value may be
detected due to the heterogeneity in the system. At a
weight fraction of water of 0.1-0.47, though water still
exists as nonfreezing water in the system, the miscibility
of water and PVP must have decreased as the experimental
Tg value did not decrease as much as predicted. In the case
of maize starch and hydroxypropylmethyl cellulose, it has
been reported that three states of sorbed water, internally
absorbed water, monolayer-adsorbed water, and externally
adsorbed water, could be estimated by analyzing the water
sorption and desorption patterns using the Young-Nelson
equations.25,29 The interaction between water and solid is
considered to be significantly influenced by these states of
water. In the case of the PVP-water system, as the
hypotheses based on the Young-Nelson equations are
inadequate, the three states of water cannot be calculated
using the Young-Nelson equations.

In the PVP-PEG-water systems, though the interaction
among the three components are more complicated, it is
speculated that the miscibility between water and the
PVP-PEG system can be expressed, as in the case of PVP,
except that both the apparent Wm values (or water fraction
at which the deviations of the Tg values begin) and the
maximal amount of nonfreezing water increase with in-
creasing concentration of PEG in the sample. In the PVP-
PEG-water systems, it may fairly be presumed that the
three components interact with each other by hydrogen
bonds. The PRU of PEG (CH2OCH2, PRU of PEG ) 44) is
smaller than the PRU of PVP (111) and PEG has more
groups that may interact with water from the hydrogen
bonds than PVP. Therefore, this may explain why PVP
containing the higher concentration of PEG interacts with

water up to the higher water fraction (the apparent Wm
and the maximal amount of nonfreezing water).

Conclusion
The interaction between water and PVP containing 0%,

10%, and 20% PEG was studied using DSC and water
sorption isotherms. The miscibility between water and PVP
seems to change according to the water content in the
system. Up to the apparent Wm value (around 0.1 weight
fraction of water), PVP and water mix ideally and the
experimental Tg values of the PVP-water system can be
estimated using the Gordon-Taylor equation. From a 0.1
weight fraction of water to 0.47, which is calculated as the
maximal amount of nonfreezing water, although water still
exists as nonfreezing water in the system, the miscibility
of water and PVP must have decreased as the experimental
Tg value did not decrease as much as predicted. On the
other hand, at a water weight fraction above 0.47, freezing
water was present in the system and it is expected that
there may be more than one Tg value due to the hetero-
geneity in the system. All parameters, the water fraction
at which the deviation of the Tg values begins, the apparent
Wm value, and the maximal amount of nonfreezing water,
increase with the concentration of PEG in the sample. This
may be explained by the fact that PEG has more polymer
repeating units, which may interact with water more than
PVP.
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Solid-state reactions that yield sigmoid-shaped kinetic
profiles have been described by either chemical models1,2

that assume that the reaction occurs in a liquid layer on
the surface of the solid, or by physical models3,4 that are
based on nucleation and growth or on diffusion. The
objective of this communication is to introduce and apply
the Two-Environment Model to describe the reaction
kinetics of a crystalline solid, aspartame. The Two-
Environment Model is based on the postulate that the
chemical reaction can occur in two environments within
the solid material and that the process in each environment
is described with a simple zero-order rate constant. The
second environment (E2), which is more disordered than
the first environment (E1), is created by the formation of
product. The Two-Environment Model, which is derived
from first principles, builds on the basis of the nucleation-
and-growth models by linking the chemistry of the reaction
with the physical changes that occur in the solid matrix
as the reaction proceeds.

In the solid-state, aspartame (A) undergoes a thermally
induced cyclization to form two products, a diketopiper-
azine and methanol. Postulate that this reaction proceeds
by parallel processes that occur in two different environ-
ments within the material. The first process is described
by the following zero-order reaction, where Z represents
the products.

The second process, also zero-order in A, is promoted by a
physical change in the solid material that is directly
proportional to the extent of the reaction at time t, R(t):

The rate equation for the disappearance of A is

where xA is the mole fraction of A remaining at time t, and
k(1) and k(2) are the zero-order rate constants for the
processes that occur in environments 1 and 2, respectively.
The units on k(1) and k(2) are mole fraction/time, or simply
time-1. The process in E1 is predominant at the beginning
of the reaction because R(t) is zero or small. The process in
E2 becomes more important as the reaction proceeds, that
is, as R(t) approaches unity.

The variables R(t) and xA are related by eq 2.Dif-

ferentiating eq 2 with respect to time yields

Substituting eq 3 into eq 1 gives

The general solution of eq 4 is

where Ro is the extent of the reaction at t ) 0. In practice,
however, A usually does not decompose while the sample
is equilibrated to the reaction temperature. For this special
case in which Ro ) 0, eq 5 simplifies to eq 6.

The rate constants are obtained by fitting the kinetic data
to the integrated rate equations.

Aspartame5,6 was chosen as the test system because its
decomposition reaction is a simple unimolecular thermally
induced aminolysis (Scheme 1). This reaction proceeds
under anhydrous conditions. Thus water is not a reactant,
does not form a liquid layer on the surface of the solid, and
cannot plasticize the material. The aminolysis is quantita-
tive, not autocatalytic, and yields equimolar ratios of
diketopiperazine solid and gaseous methanol.5

The reaction was monitored by measuring the mass of
the material under isothermal conditions by TGA (Model
2950, TA Instruments, New Castle, DE). About 14-30 mg
of aspartame hemihydrate Form II (Sigma Chemical, St.
Louis, MO) was placed into a (10-mm diameter × 1-mm
depth) platinum TGA pan, dehydrated to produce anhy-
drous aspartame in situ by heating to 135 °C for 1 min,7-9

and equilibrated at the reaction temperature. Five reaction
temperatures were examined: 130.00, 140.00, 150.00,
160.00, and 170.00 °C. Isothermal conditions ((0.05 °C)
were maintained until the reaction was completed. Ro was
determined experimentally.

Representative kinetic curves are shown in Figures 1 and
2. The solid lines were obtained by fitting the data to eq 5
or 6 using nonlinear regression techniques. The fitted
curves are in excellent agreement with the data. The
results are reproducible and summarized in Table 1.

Note that k(2) is greater than k(1) for each temperature
examined. If the chemistry were the rate-determining step,
k(1) would equal k(2) because the same chemical reaction
occurs in both environments. If one were to examine the
reaction at the molecular level, three important steps must
happen for aminolysis to occur: (1) The molecule must have
mobility for the primary amine at the N-terminus to make
contact with the carbonyl carbon at the C-terminus; (2) the
reacting moieties must collide in the correct orientation;
and (3) the moieties must have enough energy for the
chemistry to occur. In this light, aminolysis of aspartame
in the solid state is similar to aminolysis in solution. The
difference, however, is that in solution the rate-determining
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step is controlled by chemistry. The rate-determining step
in the solid state is controlled by physics: the easier it is
for reactants to collide, the faster the reaction will proceed.

This conclusion is consistent with Transition-State
Theory.10,11 The activation parameters listed in Table 2
were determined from an Eyring plot11 (Figure 3). Even
though the enthalpy of activation for the process in E2 is

31 kJ mol-1 greater than ∆H‡ for the E1 process, the rate
of aminolysis in E2 is faster than that in E1. This faster
reaction rate can be explained by the lower Gibbs free
energy of activation in E2. The rate-detemining-step for
the process in E2 is entropically favored. In essence, the
increased disorder in E2 serves as a “physical catalyst” for
the solid-state aminolysis reaction by facilitating the
mobility of the aspartame molecules.

Leung and Grant12 also examined the solid-state de-
methylation of aspartame hemihydrate (form II) under
isothermal conditions between 166 and 181 °C. Their data,
in the range 0.1 < R(t) <0.9, were fitted to the Prout-
Tompkins equation, which models nucleation-and-growth
kinetics. They reported an activation energy of 268 kJ
mol-1, which corresponds to a ∆H‡ of 272 kJ mol-1. In the
Two-Environment Model, the process in E2 is dominant
when R(t) > 0.1. Here, as in Prout-Tompkins kinetics, new
nuclei are generated by the strain that is introduced in the
crystal lattice as the reaction proceeds. The large discrep-
ancy between ∆H‡ for E2 (205 kJ mol-1) and the ∆H‡

obtained by Leung and Grant clearly illustrates that solid-
state kinetics is complex and that activation parameters
are model dependent.

One advantage that the Two-Environment Model has
over existing nucleation-and-growth models is that the
Two-Environment Model can be used to estimate shelf-life
(t90) from kinetic data gathered at elevated temperatures.
This advantage exists because the Two-Environment Model
uses data in the region where R(t) < 0.1, the portion of the
kinetic curve that is most relevant to the pharmaceutical
scientist. For example, the shelf life of aspartame at 120 °C
can be estimated by first determining k(1) and k(2) from
extrapolation of the fitted lines in the Eyring plot: k(1) )
1.76 × 10-5 min-1 and k(2) ) 1.75 × 10-4 min-1. Substitut-
ing these k(1) and k(2) values into eq 6, letting R(t) ) 0.1,
and solving for t, gives an estimated t90 of 3900 min. The
experimentally determined t90 was 3400 min.

In conclusion, the Two-Environment Model marries the
chemistry of a solid-state reaction with the molecular
mobility of the reactant. The model is consistent with
transition-state theory and suggests that disorder that is
induced in the solid material as the reaction proceeds acts

Scheme 1. Aminolysis of aspartame.

Figure 1sData are from trial 1 at 130 °C. The line was obtained by fitting
the data to eq 6: k(1) ) 6.88 × 10-5 min-1 and k(2) ) 8.55 × 10-4 min-1.

Figure 2sData are from trial 1 at 160 °C. The line was obtained by fitting
the data to eq 5: k(1) ) 1.96 × 10-3 min-1, k(2) ) 6.72 × 10-2 min-1, and
Ro ) 0.0127.

Table 1sSummary of Results

T (°C) Ro 104k(1) (min-1) 103k(2) (min-1) t50 (min) N

130 0 0.67 (0.02)a 0.90 (0.05) 2281 2
140 0 0.26 (0.01) 3.65 (0.08) 569 3
150 0 8.2 (0.1) 15.6 (2) 150 3
160 0.009 (0.003) 22 (2) 64 (3) 39.3 3
170 0.036 (0.002) 90 (6) 242 (4) 8.25 3
180 0.080 (0.004) b b 1.84 3

a The numbers in parentheses are standard deviations. b The reaction was
too fast to analyze.

Table 2sActivation Parameters for the Rate Processes that Occur in
Each Environment

environment ∆H‡, kJ mol-1 ∆S‡, J K-1 mol-1 ∆G‡, kJ mol-1

1 174 19 166a

2 205 119 155

a ∆G‡ was calculated at 150 °C.

Figure 3sEyring plot of the kinetic data.
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as a physical catalyst. The Two-Environment Model de-
scribes the solid-state aminolysis of aspartame.13,14 The
model can also serve as a practical tool for shelf life
estimation.
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Introduction
Hydrodynamic and thermodynamic techniques have

been used extensively to characterize and determine the
size, shape, molecular weight, and interaction of macro-
molecules. One of the most widely used techniques is that
of analytical ultracentrifugation whereby the concentration
gradients of sedimenting molecules are measured during
the application of a centrifugal force. The design of instru-
mentation to accomplish this was a significant challenge
and through the classic work of Thé Svedberg1,2 resulted
in a centrifuge that laid the foundations for modern protein
chemistry and molecular biology. In particular, the early
experiments on hemoglobin demonstrated conclusively that
proteins were actually homogeneous macromolecular enti-
ties.3 Since those classic experiments, great strides have
been made in instrumentation as well as in analysis of
sedimentation data. The purpose of this review is not to
recount the huge amount of work in sedimentation in
biochemistry but rather to review and discuss how analyti-
cal centrifugation has been used in the pharmaceutical
industry. For those interested in a historical perspective
as well as some of the latest advances in the field, several
excellent recent books are available.4-6

Instrumentation
An analytical ultracentrifuge is a centrifuge that main-

tains good temperature and rotational speed control and
is equipped with optical systems that allow for the deter-
mination of concentration gradients during the sedimenta-
tion experiment. The original analytical ultracentrifuge
designed by Svedberg was driven by an oil turbine,1 and
despite the improvements made in the design, Svedberg

wished to design a centrifuge that could attain higher rotor
speeds in order to obtain greater separation of macromol-
ecules in a high sedimentation field. Considerable effort
went into redesigning the centrifuge as well as designing
new rotors that could be accelerated up to 400000g.7 By
the mid-1930s oil turbine centrifuges were used routinely
in Svedberg’s and a few other laboratories. The prolifera-
tion of this technology occurred when the electrically driven
ultracentrifuge was developed by Pickels and colleagues,
leading to the availability of a commercial instrument, the
Spinco model E in 1947, which proved to be the workhorse
for analytical centrifugation technology. This centrifuge
was equipped with UV absorption, Rayleigh interference,
and Schlieren optical detection systems. Although the basic
design of the commercial instrument did not change over
the next 40 years, a few major improvements were made.
Notably the old gear-driven mechanical speed control was
replaced with a superior electronic control unit.

The Schlieren and interference optical systems used
photographic film or glass plates for acquisition of data.
This necessitated the upkeep of good darkroom facilities,
as well as the use of expensive optical comparators for
magnification and analysis of the images. The UV optical
system also used photographic technology and subsequent
densitometric scanning to convert the images into concen-
tration gradients. Arguably, one of the key improvements
was the replacement of the UV absorption system with a
split beam photoelectric UV absorption optical scanning
detector. The invention of the UV photoelectric scanning
system8 eliminated the need for development and process-
ing of film and made the investigation of UV-absorbing
macromolecules a less time-consuming endeavor. Moreover,
the development of the photoelectric scanner enabled many
researchers to acquire the data via A/D converters for input
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into the newly emerging desktop computer, further de-
creasing the time for analysis. Additional improvements
of the model E were also made by various laboratories in
developing real-time Rayleigh interference optical systems
that used video camera technology to acquire the data for
input into computers. However, the majority of the bio-
chemistry labs using the commercial instrument did not
have the benefits of these additional improvements.

The difficulty in acquisition and analysis of centrifuge
data from the model E may have resulted in a decrease in
the use of analytical ultracentrifugation as more rapid, but
less quantitative, techniques were developed and refined.
In particular, a major use of the analytical ultracentrifuge
was the determination of macromolecular mass. Tech-
niques such as SDS polyacrylamide gel electrophoresis and
gel sieving chromatography enabled researchers to obtain
rough estimates of molecular weight more rapidly than
with the model E.

The field of protein biotechnology that evolved, allowing
researchers to express proteins in bacterial and mam-
malian cell culture systems, focused on many qualitative
issues, such as expression and activity levels. As recom-
binant DNA technology evolved and became more com-
mercialized, techniques were developed to express and
purify large quantities of human proteins from mammalian
cell lines. As more of the expressed proteins have entered
the stage for development into human pharmaceuticals,
there has been a greater need to use more sophisticated
and rigorous physicochemical techniques to determine the
best conditions for purification and ultimately formulation
of the protein drug. In addition, the development of
“rational drug design” required the use of more quantita-
tive techniques to understand in detail the interactions of
macromolecules with their biological targets. As will be
discussed later, analytical ultracentrifugation remains one
of the best techniques for investigation of molecular
interactions. Thus, there was a need for a modern com-
mercial ultracentrifuge that was “user” friendly and rela-
tively maintenance free.

A new analytical ultracentrifuge, the XLA/I, has been
designed that includes complete computer interface, and
novel precision absorption scanning and integrated Ray-
leigh interference optical systems. The instrument is
equipped with a highly precise and stable temperature
control system and has a maximum speed of 60 000 rpm.
The absorption optics uses a highly stable, UV-enhanced
xenon flashlamp as the light source and a toroidal diffrac-
tion grating monochromator to provide the wavelength
range from 190 to 800 nm.9 The Rayleigh optical system
uses a 30 mW, 675 nm laser as the light source.10 It is
extremely useful for analyzing the sedimentation of non-
absorbing macromolecules in solution.

Theory

The purpose of this section is to acquaint the reader with
the essential and general facets of analytical ultracentrifu-
gation theory. There are several excellent references that
should be consulted for a greater in-depth treatment of the
theoretical background of this field.11-16

The optical systems of an analytical ultracentrifuge can
be used independently or in conjunction with each other
to provide complementary information about the hydrody-
namic and thermodynamic properties of macromolecules
in solution. The analytical ultracentrifuge can be operated
in two basic modes: sedimentation velocity and sedimenta-
tion equilibrium, and the type of information that can be
obtained is dependent on which of the two basic modes is
used.

Sedimentation VelocitysSedimentation velocity is
often conducted at relatively high rotor speeds for, at most,
a few hours. The larger sedimenting species under a strong
centrifugal field forms a unique sedimenting boundary in
solution. The velocity and shape of the moving boundary
can be used to estimate the sedimentation coefficient (s),
diffusion coefficient (D) of macromolecular species, and in
some case the stoichiometries and equilibrium constants
of interacting systems.17

During a sedimentation velocity experiment, macromol-
ecules are separated on the basis of not only the size but
also the shape. The sedimentation rate of macromolecular
species is directly related to the molecular mass M and
translational diffusion coefficient D by the Svedberg equa-
tion,

where v is the rate of sedimentation, ω the angular velocity,
r the radial distance from the center of rotation, M the
molecular weight, vj the partial specific volume of solute, F
the density of solvent, f the frictional coefficient, R the gas
constant, and D the diffusion coefficient. In theory, the
sedimentation coefficient of each species can be determined
by analyzing the rate of movement of a midpoint in the
boundaries, or more rigorously the migration of the second
moment of the boundary. However, such analysis only
yields an average s value for a complicated system com-
posed of multiple sedimenting species. The diffusional
spreading of the boundaries can obscure the presence of
other species. These problems can be addressed at least in
part by several more sophisticated sedimentation velocity
methods, including the Van Holde and Weischet method,18,19

the time derivative method,17,20 and the whole boundary
curve fitting method.21 The sedimentation coefficient and
diffusion coefficient determined from these methods can
be used to study more about the shape and size of the
sedimenting species.22,23

Sedimentation EquilibriumsSedimentation equilib-
rium is performed at lower rotor speeds. Under these
conditions the rate of sedimentation under the centrifugal
field is opposed by the rate of diffusion, and eventually
when they reach the equilibrium, a time invariant expo-
nential concentration gradient of solute is established
throughout the centrifuge cell. The concentration distribu-
tion at equilibrium can be rigorously described with
thermodynamic theory and has been widely used to deter-
mine the molecular weight, stoichiometry, binding affinity,
and virial coefficient. For an ideal, non-interacting multiple-
component system, the concentration distribution at equi-
librium can be described as

where C(r) is the concentration at radial position, r, ci(r0)
the concentration of the ith species at an arbitrary radial
reference position, r0, δ the baseline offset, Mi the molecular
weight of ith species, T the temperature in kelvin, ω the
angular velocity, vj the partial specific volume of solute, F
the density of solvent, and R the gas constant. For a system
containing only a single sedimenting ideal species, the
molecular weight measurement can be made by simply
fitting the data of concentration as a function of radius
position. For more complicated systems, in principle eq 2
can be further modified to allow the sedimentation equi-
librium data to be fit to models that incorporate self-
association or heteroassociation systems as well as correc-
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tions for thermodynamic nonideality by including virial
coefficients as fitting parameters.24

Applications
Structure-Based Drug Research and DesignsOften

the interactions and biological activities of proteins are
regulated and impacted by their quaternary structure.
Analytical ultracentrifugation has proven to be one of the
most important and widely used methods for the charac-
terization of self-association and heteroassociation of mac-
romolecules in solution. Investigation of these interactions
enables researchers to design molecules that can modulate
these important functional interactions.

Examples of this approach have been discussed by
Holzman and Snyder.25 In one of the examples discussed,
sedimentation equilibrium analysis was used to character-
ize the interaction of the ligand CTP with an enzyme, CKS
(CTP:CMP-3-deoxy-D-mannooctulosonate cytidylyl trans-
ferase), responsible for growth in Gram-negative bacteria.
This enzyme activates an eight-carbon sugar, KDO, for
incorporation into the outer bacterial cell-wall lipopolysac-
charide. These studies conclusively demonstrated that CTP
modulates enzyme oligomerization and that an analogue
of KDO that inhibits the enzyme activity modulates the
oligomerization in a similar fashion as does CTP. In
particular, the analytical ultracentrifuge studies strongly
suggested that the active enzyme is a homodimer. This was
further supported by the determination of the X-ray crystal
structure of CKS that shows that the enzyme crystallizes
as an asymmetric unit comprising two monomers.25

Another recent example shows how both sedimentation
velocity and equilibrium techniques can be used to inves-
tigate in detail the self-association of insulin analogues
under formulation conditions.26 The implications for the
pharmacokinetic and dynamic responses of these insulin
analogues were discussed, and it was suggested that
sedimentation analysis can help in developing improved
rapid-acting insulin therapies. In addition, as already
pointed out by Varley et al.,27 the analytical ultracentrifuge
is one of the few techniques whereby analysis can be
performed directly on the formulation and result in quan-
tification of the protein interactions under those conditions.

Molecular biology has provided a clearer understanding
of the structure and function of target molecules on cell
surfaces that are often involved in regulating biological
responses. This knowledge has allowed pharmaceutical
scientists involved with the research and discovery of new
pharmaceutical entities to undertake a rational drug design
approach. By studying the detailed interactions of receptors
or cell surface molecules with their target molecules,
researchers can design pharmaceuticals that can modulate
these interactions. An excellent example of the application
of sedimentation equilibrium analysis to characterize
protein ligand and receptor interactions is the recent work
by Philo and his colleagues. The heteroassociation of
erythropoietin (EPO) and the extracellular domain of the
EPO receptor, sEPOR (soluble form of erythropoietin
receptor), was analyzed by sedimentation equilibrium28 at
several rotor speeds. Global analysis of several data sets
clearly demonstrated that two sEPOR can bind to a single
EPO monomer with very different binding affinity. These
data suggest that dimerization of receptors by erythro-
poietin may be important for signal transduction and
activity. Thus, it may be possible to increase the potency
of the molecule be engineering a second binding site with
greater affinity. Other examples of the characterization of
receptor protein ligand interactions are the studies on
TNF-R and -â (tumor necrosis factor) with the soluble forms
of their target receptors.29,30 Those studies demonstrated

that the TNF oligomer unit is capable of binding more than
one receptor.

There have been reported a wide range of applications
of the use of sedimentation equilibrium to characterize
protein oligomerization including the dimerization of hu-
man growth hormone by zinc,31 the trimeric structure of
TNF-R,32 self-association of biglycan,33 dimerization of
human relaxin,34 and self-association of human interferon
alpha.35 However, for more complicated self-assembly
systems, sedimentation velocity analysis has been found
to be very useful due to its sensitivity to both size and
shape. This approach has been extensively applied to
characterize many complicated systems, including the
assembly and disassembly of cpn60,36 salt-dependence of
folding of chromatin,37 amyloid protein aggregation,25 and
assembly of viruses.38-40 In addition, sedimentation velocity
can be used to characterize complex size distributions
because of the separation power of the technique coupled
with recent advances in analysis of heterogeneity by
determination of the differential sedimentation coefficient
distribution function.20 Recently, this method was used to
characterize a number of immune complex distributions
formed by several monoclonal antibodies.41 Not only was
the size of the complexes determined, but also the potential
structure of the complex was investigated by hydrodynamic
modeling. This detailed structural information about pro-
tein interactions has provided an important basis for the
further effort to develop and improve this drug therapy.

Stability and HomogeneitysFor biopharmaceutical
products, it is important to know whether they are stable
and homogeneous under certain process and storage condi-
tions. The degradation products of biopharmaceuticals
often include aggregates and fragments. One possible way
to identify these degradation products is to determine their
average molecular weights by using sedimentation equi-
librium analysis.27,42 For highly purified and homogeneous
molecules, the average molecular weights for the pure and
non-self-associated macromolecules under ideal conditions
should be very similar to the monomer molecular weights.
On the other hand, for macromolecules that have under-
gone aggregation or fragmentation, the apparent average
molecular weights under ideal conditions will diverge from
the monomer molecular weights.

The purity of biopharmaceuticals can also be determined
by sedimentation velocity analysis. Several sedimentation
velocity methods have been developed to determine the
distribution of protein species. Among these methods, the
van Holde and Weischet analysis18,19 has been well docu-
mented to provide a rigorous test of sample homogeneity.43

This method has been extensively utilized by several
groups to study the homogeneity of macromolecules. These
include the characterization of oligonucleosomes,44 tran-
scription factors, sigma 70,45 and NusA and transcription
termination factor rho.46 A different extrapolation method
based on the time derivative of concentration distribution
has also been found very useful to identify impurities from
macromolecules.17,20 This method has been used in combi-
nation with other techniques, such as SDS polyacrylamide
gel electrophoresis and gel sieving chromatography, to help
us to determine the purity and homogeneity of macromol-
ecules in solution.47

Activity of BiopharmaceuticalssThe binding affinity
of protein interaction is an important thermodynamic
parameter that will affect the activity of many biological
molecules. The sedimentation equilibrium experiment is
one of the most rigorous thermodynamic methods to
measure binding affinity.43 This technique generates large
quantities of high-quality data with broad concentration
ranges from a single experiment. Therefore, it can greatly
increase the confidence of model determination with non-
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linear least-squares fitting. The sedimentation equilibrium
method has been successfully and extensively used by a
number of investigators to determine the association
constants of an interacting system.28,48,49

For more complicated and high-affinity bivalent antibody
and antigen interactions, the sedimentation equilibrium
methods are often limited, due to the sensitivity of the
current analytical ultracentrifuge detectors and complica-
tion of complex distribution. Conventional methods, such
as ELISA and biosensor, have often been used to determine
such interactions. Analysis by ELISA is highly dependent
on having the appropriate antibody for detection that does
not interfere with the binding reaction that is being
studied. Apparent affinity constants are often determined
by using an ELISA to measure the amount of free ligand
in solution. This requires extensive control experiments to
ensure that the dilutions and process used in the ELISA
do not perturb the interaction equilibrium.50 In addition
the immobilization of complexes onto the plate surfaces
may also perturb the association equilibrium. Biosensor
measurements also require immobilization of one of the
reactants, and the manner in which the macromolecule is
immobilized may alter the thermodynamics of interaction
because of complications from molecule orientation on the
surface and interference with the polymer matrix used for
immobilization. The latter may alter the kinetic measure-
ments because of mass transport through the matrix
support. These complications have been discussed along
with criteria needed to assess the reliability of biosensor
data.51 An alternative approach based on the sedimentation
velocity method has recently been suggested by us to study
the interaction of human IgE with an anti-IgE antibody.52

In this method, a soluble form of the IgE high-affinity
receptor (sFcεRI) is used as a binding competitor to probe
the IgE and anti-IgE monoclonal antibody (rhuMAb E25)
interaction. Since the sFcεRI is much smaller in size than
rhuMAbE25 (∼42 vs 150 kDa) and binds at or near the
same site on IgE as rhuMAb E25, it is possible to
distinguish the complexes formed by IgE-sFcεRI and IgE-
rhuMAb E25 by using sedimentation velocity experiments.
By studying the shift of the complex distribution, we are
able to distinguish the binding activity of rhuMAb E25 from
that of other similar monoclonal antibodies.

Molecular Crowding Effect on Protein Drug Inter-
action and FormulationsPhysiological media, such as
human serum or cytoplasm, are very crowded environ-
ments that contain many large macromolecules. The
volume exclusion arising from these high concentrations
of macromolecules can have a large qualitative effect upon
the equilibria and kinetics of protein drug interaction.53

Sedimentation equilibrium is an ideal method to study
protein drug interaction in a crowded environment. Al-
though the current design of analytical ultracentrifuge
optical detection systems lacks the sensitivity and specific-
ity to distinguish a specific protein from the crowded
background molecules, an alternative method that com-
bines the sensitivity and specificity of radioisotope labeling
and ELISA with preparative centrifugation techniques has
been suggested.54,55 This technology can increase the
concentration range of traditional sedimentation equilib-
rium experiments. It has been used successfully to char-
acterize a number of macromolecules, including ovalbumin,
albumin, and γ globulin.55,56

The excluded volume effect resulting from small inert
crowding molecules can also play an important role in
protein drug formulation. Many protein drugs such as
monoclonal antibodies requiring high dosing and sc ad-
ministration will need to be formulated at a very high
protein concentration. In addition, sugars have often been
used to increase protein stability in solution57 due to their

exclusion from the surface of protein molecules. This has
been attributed to a lowering of the protein free energy by
minimization of exposed surface area.58 Stabilization of the
more compact folded form of the protein will obviously
result in a surface area reduction. However, the surface
area can also be reduced by intermolecular association, and
thus, the excluded volume effect of sugars in liquid
formulations can increase the propensity of proteins to self-
associate. Recently it was shown, by sedimentation equi-
librium analysis together with scale particle theory, that
the high concentration of sugar and protein can dramati-
cally increase the weak self-association of protein that may
not be detectable at low and ideal conditions.59 Such weak
association can potentially decrease protein stability and
affect other physical chemical properties.

Summary
The analytical ultracentrifuge has been cited as “still the

tool of choice” to characterize associating systems.60 The
original development of the analytical ultracentrifuge
helped provide the key data for the cornerstone of modern
molecular biology and protein chemistry. At the height of
its popularity few major labs in the country were without
an analytical model E. Unfortunately, despite some of the
improvements in the model E, the technology rapidly
became a specialized area for researchers interested in
improving the instrumentation for rapid data access and
analysis. As cheaper and easier techniques were developed
to measure rough molecular weights and obtain qualitative
information on macromolecular association, the use of the
centrifuge rapidly declined. Recently, with the advent of
newer instrumentation, proliferation of user groups, work-
shops, and establishment of the National Analytical Ul-
tracentrifugation Center at Storrs Connecticut, the tech-
nology has reemerged and is being used to a greater extent
in academia as well as the pharmaceutical industry. This
minireview, hopefully, has captured many of the recent
advances and problems being investigated in the pharma-
ceutical and biotechnology arena.

References and Notes
1. Svedberg, T.; Heyroth, F. F. J. Am. Chem. Soc. 1929, 51, 550.
2. Svedberg, T.; Rinde, H. J. Am. Chem. Soc. 1924, 46, 2677.
3. Svedberg, T.; Fahraeus, R. A new method for determining

the molecular weight of the proteins. J. Am. Chem. Soc. 1926,
48, 430.

4. Schuster, T. M., Laue, T. M., Eds. Modern analytical ultra-
centrifugation: acquisition and interpretation of data for
biological and synthetic polymer systems; Emerging biochemi-
cal and biophysical techniques; Birkhauser: Boston, MA,
1994; 351 pp.

5. Harding, S. E., Rowe, A. J., Horton, J. C., Eds. Analytical
Ultracentrifugation in Biochemistry and Polymer Science;
Royal Society of Chemistry: Cambridge, 1992; 629 pp.

6. Lewis, M. S., Weiss, G. H., Eds. Fifty Years of the Ultracen-
trifuge; North-Holland Publishing Company: Amsterdam,
1976; 286 pp.

7. Svedberg, T. Chem. Rev. 1934, 14, 1.
8. Schachman, H. K.; Edelstein, S. J. Ultracentrifugal studies

with absorption optics and a split-beam photoelectric scan-
ner. Methods Enzymol. 1973, 27, 3-59.

9. Giebeler, R. The Optima XL-A: A New Analytical Ultracen-
trifuge with a Novel Precision Absorption Optical System.
In Analytical Ultracentrifugation in Biochemistry and Poly-
mer Science; Harding, S. E., Rowe, A. J., Horton, J. C., Eds.;
Royal Society of Chemistry: Cambridge, 1992; pp 16-25.

10. Furst, A. The XL-I analytical ultracentrifuge with Rayleigh
interference optics. Eur. Biophys. J. 1997, 35, 307-310.

11. Bowen, T. J. An Introduction to Analytical Ultracentrifuga-
tion; Wiley-Interscience: London, 1970.

12. Cantor, C. R.; Schimmel, P. R. Biophysical Chemistry. Part
II: Techniques for the Study of Biological Structure and
Function; W. H. Freeman and Company: San Francisco,
1980.

1240 / Journal of Pharmaceutical Sciences
Vol. 88, No. 12, December 1999



13. Tanford, C. Physical Chemistry of Macromolecules; John
Wiley & Sons: New York, 1961.

14. Williams, J. W., Ed. Ultracentrifugal Analysis in Theory and
Experiment; Academic Press: New York, 1963; 282 pp.

15. Schachman, H. K. Ultracentrifugation in Biochemistry;
Academic Press: New York, 1959.

16. Van Holde, K. E. Sedimentation Analysis of Proteins. In The
Proteins; Neurath, H., Hill, R. L., Eds.; Academic Press: New
York, 1975; pp 226-287.

17. Stafford, W. F. I. Sedimentation velocity spins a new weave
for an old fabric. Curr. Opin. Biotechnol. 1997, 8, 14-24.

18. Van Holde, K. E.; Weischet, W. Boundary analysis of
sedimentation-velocity experiments with monodisperse and
paucidisperse solutes. Biopolymers 1978, 17, 1387-1403.

19. Demeler, B.; Saber, H.; Hansen, J. C. Identification and
interpretation of complexity in sedimentation velocity bound-
aries. Biophys. J. 1997, 72, 397-407.

20. Stafford, W. F. Boundary analysis in sedimentation transport
experiments: a procedure for obtaining sedimentation coef-
ficient distributions using the time derivative of the concen-
tration profile. Anal. Biochem. 1992, 203, 295-301.

21. Philo, J. Measuring sedimentation, diffusion, and molecular
weights of small molecules by direct fitting of sedimentation
velocity concentration profiles. Modern analytical ultracen-
trifugation; Schuster, T. M., Laue, T. M., Eds.; Birkhauser:
Boston, 1994; pp 156-170.

22. Laue, T. M. Advances in sedimentation velocity analysis.
Biophys. J. 1997, 72, 395-396.

23. Byron, O. Construction of hydrodynamic bead models from
high-resolution X-ray crystallographic or nuclear magnetic
resonance data. Biophys. J., 1997, 72, 408-415.

24. Mcrorie, D. K.; Voelker, P. J. Self-associating systems in the
analytical ultracentrifuge; Beckman Instruments, Inc.: Ful-
lerton, CA, 1993.

25. Holzman, T. F.; Snyder, S. W. Applications of Analytical
Ultracentrifugation to Drug Design. In Modern analytical
ultracentrifugation: acquisition and interpretation of data
for biological and synthetic polymer systems; Schuster, T. M.,
Laue, T. M., Eds.; Birkhauser: Boston, MA, 1994; pp 298-
314.

26. Richards, J. P.; Stickelmeyer, M. P.; Flora, D. B.; Chance,
R. E.; Frank, B. H.; DeFelippis, M. R. Self-association
properties of monomeric insulin analogs under formulation
conditions. Pharm. Res. 1998, 15, 1434-1441.

27. Varley, P. G.; Brown, A. J.; Dawkes, H. C.; Burns, N. R. A
case study and use of sedimentation equilibrium analytical
ultracentrifugation as a tool for biopharmaceutical develop-
ment. Eur. Biophys. J. 1997, 25, 437-443.

28. Philo, J. S.; Aoki, K. H.; Arakawa, T.; Narhi, L. O.; Wen, J.
Dimerization of the extracellular domain of the erythro-
poietin (EPO) receptor by EPO: one high-affinity and one
low-affinity interaction. Biochemistry 1996, 35, 1681-1691.

29. Pennica, D.; Kohr, W. J.; Fendly, B. M.; Shire, S. J.; Raab,
H. E.; Borchardt, P. E.; Lewis, M.; Goeddel, D. V. Charac-
terization of a recombinant extracellular domain of the type
1 tumor necrosis factor receptor: evidence for tumor necrosis
factor-alpha induced receptor aggregation. Biochemistry
1992, 31, 1134-1141.

30. Pennica, D.; Lam, V. T.; Weber, R. F.; Kohr, W. J.; Basa, L.
J.; Spellman, M. W.; Ashkenazi, A.; Shire, S. J.; Goeddel, D.
V. Biochemical characterization of the extracellular domain
of the 75-kilodalton tumor necrosis factor receptor. Biochem-
istry 1993, 32, 3131-3138.

31. Cunningham, B. C., Mulkerrin, M. G.; Wells, J. A. Dimer-
ization of human growth hormone by zinc. Science, 1991, 253,
545-548.

32. Arakawa, T.; Yphantis, D. A. Molecular weight of recombi-
nant human tumor necrosis factor-alpha. J. Biol. Chem.
1987, 262, 7484-7485.

33. Liu, J.; Laue, T. M.; Choi, H. U.; Tang, L. H.; Rosenberg, L.
The self-association of biglycan from bovine articular carti-
lage. J. Biol. Chem. 1994, 269, 28366-28373.

34. Shire, S. J.; Holladay, L. A.; Rinderknecht, E. Self-association
of human and porcine relaxin as assessed by analytical
ultracentrifugation and circular dichroism. Biochemistry
1991, 30, 7703-7711.

35. Shire, S. J. pH-dependent polymerization of a human leu-
kocyte interferon produced by recombinant deoxyribonucleic
acid technology. Biochemistry 1983, 22, 2664-2671.

36. Mendoza, J. A.; Demeler, B.; Horowitz, P. M. Alteration of
the quaternary structure of cpn60 modulates chaperonin-
assisted folding. Implications for the mechanism of chapero-
nin action. J. Biol. Chem. 1994, 269, 2447-2451.

37. Hansen, J. C.; Wolffe, A. P. A role for histones H2A/H2B in
chromatin folding and transcriptional repression. Proc.Nat.
Acad. Sci. U.S. 1994, 91, 2339-2343.

38. Schuster, T. M.; Scheele, R. B.; Adams, M. L.; Shire, S. J.;
Steckert, J. J.; Potschka, M. Studies on the mechanism of
assembly of tobacco mosaic virus. Biophys. J. 1980, 32, 313-
329.

39. Shire, S. J.; Steckert, J. J.; Adams, M. L.; Schuster, T. M.
Kinetics and mechanism of tobacco mosaic virus assembly:
direct measurement of relative rates of incorporation of 4S
and 20S protein. Proc. Nat. Acad. Sci. U.S. 1979, 76, 2745-
2749.

40. Shire, S. J.; McKay, P.; Leung, D. W.; Cachianes, G. J.;
Jackson, E.; Wood, W. I.; Raghavendra, K.; Khairallah, L.;
Schuster, T. M. Preparation and properties of recombinant
DNA derived tobacco mosaic virus coat protein. Biochemistry
1990, 29, 5119-5126.

41. Liu, J.; Lester, P.; Builder, S.; Shire, S. J. Characterization
of complex formation by humanized anti-IgE monoclonal
antibody and monoclonal human IgE. Biochemistry 1995, 34,
10474-10482.

42. Wingfield, P.; Graber, P.; Moonen, P.; Craig, S.; Pain, R. H.
The conformation and stability of recombinant-derived gran-
ulocyte-macrophage colony stimulating factors. Eur. J. Bio-
chem. 1988, 173, 65-72.

43. Hansen, J. C.; Lebowitz, J.; Demeler, B. Analytical ultra-
centrifugation of complex macromolecular systems. Biochem-
istry 1994, 33, 13155-13163.

44. Hansen, J. C.; Ausio, J.; Stanik, V. H.; van Holde, K. E.
Homogeneous reconstituted oligonucleosomes, evidence for
salt-dependent folding in the absence of histone H1. Bio-
chemistry 1989, 28, 9129-9136.

45. Gill, S. C.; Yager, T. D.; von Hippel, P. H. Escherichia coli
sigma 70 and NusA proteins. II. Physical properties and self-
association states. J. Mol. Biol. 1991, 220, 325-333.

46. Geiselmann, J.; Yager, T. D.; Gill, S. C.; Calmettes, P.; von
Hippel, P. H. Physical properties of the Escherichia coli
transcription termination factor rho. 1. Association states
and geometry of the rho hexamer. Biochemistry 1992, 31,
111-121.

47. Liu, J.; Ruppel, J.; Shire, S. J. Interaction of human IgE with
soluble forms of IgE high affinity receptors. Pharm.Res. 1997,
14, 1388-1393.

48. Laue, T. M.; Johnson, A. E.; Esmon, C. T.; Yphantis, D. A.
Structure of bovine blood coagulation factor Va. Determina-
tion of the subunit associations, molecular weights, and
asymmetries by analytical ultracentrifugation. Biochemistry
1984, 23, 1339-1348.

49. Kim, S. J.; Tsukiyama, T.; Lewis, M. S.; Wu, C. Interaction
of the DNA-binding domain of Drosophila heat shock factor
with its cognate DNA site: a thermodynamic analysis using
analytical ultracentrifugation. Protein Sci. 1994, 3, 1040-
1051.

50. Friguet, B.; Chaffotte, A. F.; Djavadi-Ohaniance, L.; Gold-
berg, M. E. Measurements of the true affinity constant in
solution of antigen-antibody complexes by enzyme-linked
immunosorbent assay. J. Immunol. Methods 1985, 77, 305-
319.

51. Schuck, P.; Minton, A. P. Analysis of mass transport-limited
binding kinetics in evanescent wave biosensors. Anal. Bio-
chem. 1996, 240, 262-272.

52. Liu, J.; Shire, S. J. A Novel Solution Based Receptor
Inhibition Assay to Evaluate the Interaction of Anti IgE
Monoclonal Antibody and its Fab Mutant. Pharm. Res. 1995,
12, S-97.

53. Minton, A. P. Influence of excluded volume upon macro-
molecular structure and associations in ‘crowded’ media.
Curr. Opin. Biotechnol. 1997, 8, 65-69.

54. Minton, A. P. Analytical centrifugation with preparative
ultracentrifuges. Anal. Biochem. 1989, 176, 209-216.

55. Darawshe, S.; Rivas, G.; Minton, A. P. Rapid and accurate
microfractionation of the contents of small centrifuge tubes:
application in the measurement of molecular weight of
proteins via sedimentation equilibrium. Anal. Biochem. 1993,
209, 130-135.

56. Pollet, R. J.; Haase, B. A.; Standaert, M. L. Macromolecular
characterization by sedimentation equilibrium in the pre-
parative ultracentrifuge. J. Biol. Chem. 1979, 254, 30-33.

57. Arakawa, T.; Kita, Y.; Carpenter, J. F. Proteinssolvent
interactions in pharmaceutical formulations. Pharm. Res.
1991, 8, 285-291.

58. Arakawa, T.; Timasheff, S. N. Stabilization of protein
structure by sugars. Biochemistry 1982, 21, 6536-6544.

59. Liu, J.; Shire, S. Weak self-association of proteins at acceler-
ated concentration. Pharm. Res. 1998, 1, S537.

60. Schachman, H. K. Is there a future for the ultracentrifuge?
In Analytical ultracentrifugation in biochemistry and polymer
science; Harding, S. E., Rowe, A. J., Horton, J. C., Eds.; The
Royal Society of Chemistry: Cambridge, England, 1992.

JS9901458

Journal of Pharmaceutical Sciences / 1241
Vol. 88, No. 12, December 1999



RESEARCH ARTICLES

A Convenient Assay Method for the Quality Control of Peptides and
Proteins

NEIL PURDIE,* DENNIS W. PROVINCE, AND ERIN A. JOHNSON

Contribution from Chemistry Department, Oklahoma State University, Stillwater, Oklahoma 74078-0447.

Received June 25, 1999. Accepted for publication September 23, 1999.

Abstract 0 The development of a convenient and very accurate
procedure with which to discriminate among subsets of structurally
similar peptides and proteins, and measure enantiomeric purities with
very good accuracy, has been described in a series of recent articles.
A factor preventing its general application to all peptide forms is that
comparisons were originally limited to closed subsets of structurally
similar types, e.g., dipeptides, tripeptides, and insulin drug forms. In
the most recent of these articles, a modification to the method was
described which did enable the comparisons to be extended between
sets, in particular the di-and tripeptides. That same modification is
extended even further in this article to include additional di- and
tripeptides, glycylglycine oligomers, insulin drug forms, and neuropep-
tides. The same principal component analysis treatment used for data
reduction and statistical comparisons in prior work enables the
discrimination among 49 of the total of 51 analytes investigated.

Introduction

It was originally demonstrated that members of a series
of structurally analogous dipeptides1 and a separate series
of tripeptides2 could be differentiated one from the other
by (i) complexing pure forms of the analytes to Cu(II) in
aqueous pH 13 solutions and (ii) measuring the visible
range circular dichroism (CD) spectra. Complete differen-
tiation within each series was not entirely possible on the
basis of just the CD spectral data. It was only achieved
when two novel data reduction algorithms were applied to
the experimental data. The algorithms are peculiar only
to CD data and are applicable in every circumstance where
multiwavelength CD detection is used.

Differentiations within groups were based upon com-
parisons made among the individual members and how
they differed from an arbitrarily chosen reference. For the
di-and tripeptides these were glycylalanine (GA) and
glycylglycylalanine (GGA), respectively. Differentiation
between groups was not possible because there was no
ligand common to both series. This was resolved by
complexing the Cu(II) ion with the auxiliary ligand D-
histidine which was made to undergo ligand exchange with
the same peptide analytes under the same solution condi-
tions.2,3 The Cu(II)-D-histidine host complex in effect acts
as a chiral derivatizing agent which produces a diastere-
oisomer, or mixed chiral complex, on partial ligand ex-
change with each peptide.

Reasons for choosing D-histidine are that it forms a very
stable Cu(II) complex, it undergoes rapid ligand exchange,
and the Cu(II)-D-histidine host complex has a fairly

intense biphasic (i.e., positive and negative bands) visible
CD spectrum which affords good analytical sensitivity and
an extra element of selectivity to the analyses. Although
less expensive, the L-histidine enantiomer has a CD
spectrum for the Cu(II)-complex that bears a closer resem-
blance to the spectra for Cu(II)-L-peptide forms and there-
fore diminishes the discrimination capability.

A second reason for choosing an auxiliary ligand is that
it, rather than the analytes, takes on the thermodynamic
responsibility for solubilizing the Cu(II) in strongly basic
(pH 13) solutions. For the same reason racemic tartrate is
used in the classical biuret test4 which, until recently, was
a method of choice to measure total blood proteins.5 Apart
from the introduction of the CD detector, the only change
between this test and the biuret procedure is replacing DL-
tartrate with D-histidine. All of the accepted experimental
procedures that pertain to the biuret test apply to this
modification. The first metal to ligand attachment is made
through the N-atom of the terminal amine, with subse-
quent chelation through binding of the amide nitrogens of
the next two peptide bonds.6 Protein aggregation in the
presence of high pH or Cu(II) ion is not a problem.4
Auxiliary ligand concentrations are always kept in large
excess over the metal ion concentration.

An added analytical advantage to using a chiral auxiliary
ligand is that the CD spectrum for the host is not baseline.
As a result, analytical sensitivities are increased signifi-
cantly allowing for the use of much smaller quantities of
the analyte for each assay. With D-histidine as the auxiliary
ligand, the quantity of the analyte material can be de-
creased by a factor of 10-100 relative to the amounts used
earlier.2,3 This is a significant savings factor if amounts of
the analytes are very small to begin with as they invariably
are in the production of trial quantities of new drug forms.

The strategy of using Cu-D-histidine as a chiral deriva-
tizing agent as a way to enhance analytical selectivity was
successfully demonstrated by the total discrimination
among manufactured forms of human, porcine, human
Lyspro, and bovine insulins and between the A- and
B-chains of bovine insulin.7 These constitute a unique set
of compounds for evaluating the analytical selectivity (even
specificity) of the method since the polypeptide sequence
changes are minimal and as it turns out remote from the
active site, which is the coordinating to the Cu(II) ion.
Human and porcine insulins differ only in the identity of
the B30, acid terminus, residues which are L-threonine and
L-alanine, respectively. The sequence variation is as remote
as it can possibly be from the B-amine terminus, the known
binding site.6 Human insulin and the human LysPro
variant forms differ only by reversal of the B28-B29 lysine-
proline sequence one place removed from the acid terminus
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of the B-chain. Bovine and human analogues differ by two
residue substitutions at points A8 (alanine for threonine)
and A10 (valine for isoleucine), positions that are part of
one of the cyclical sequences in the molecules. Differentia-
tion among these structural variants is routine.

From the obvious analytical specificity of the method
toward the insulins,7 it is evident that interactions other
than just the primary coordination and chelation of the
residues at the amine terminus are factors to be considered
in donor-receptor interactions. A possible major influence
might be long-range chiral-chiral interactions between
host and analyte ligands. From an analytical perspective,
the evidence suggests that the general selectivity among
proteins will be very broad. The simplicity of the experi-
mental procedure and the specificity of the data reduction
and data handling algorithms make the method an attrac-
tive alternative to chromatography for QC applications by
manufacturers and regulatory agencies.

The modified biuret reagent and detection procedure
might ultimately qualify as an Analyte Specific Reagent
(ASR) as it is defined by the Food and Drug Administration
in the ASR Rule8,9 and be applicable to peptides and protein
forms.

A major, new frontier in the pharmaceutical industry is
the focus on the therapeutic properties of peptide and
protein drug forms.10 Because the number of chiral centers
has virtually no limit,11 the magnitude of the chirality
regulatory control problem is increased almost exponen-
tially. Since chiral derivatizations will not produce a single
diastereoisomer, even the very best chiral chromatographic
methods face what are probably insurmountable chal-
lenges.12 In these circumstances a bulk spectroscopic
method has many advantages. The intent of this work was
to get a better sense for how general the analytical
selectivity is with a special focus on QC of peptides and
proteins.

Experimental Section
ChemicalssThe full complement of peptide and proteins

analytes used for the study is (1) glycyl-L-alanine (GA), (2) glycyl-
(D)-alanine (Ga), (3) glycyl-(L)-phenylalanine (GF) (4) glycylglycine
(GG), (5) glycyl-(L)-histidine (GH), (6) glycyl-(L)-isoleucine (GI), (7)
glycyl-(L)-lysine (GK), (8) glycyl-(L)-methionine (GM), (9) glycyl-
(L)-proline (GP), (10) glycyl-(L)-tyrosine (GY), (11) (L)-alanyl glycine
(AG), (12) (L)-alanyl-(L)-alanine (AA), (13) (L)-alanyl-(L)-tyrosine
(AY), (14) (L)-tyrosylglycine (YG), (15) (L)-tyrosyl-(L)-alanine (YA),
(16) (L)-tyrosyl-(L)-tyrosine (YY), (17) glycylglycyl-(L)-alanine (GGA),
(18) glycylglycylglycine (GGG) (19) glycylglycyl-(L)-histidine (GGH),
(20) glycylglycyl-(L)-isoleucine (GGI), (21) glycylglycyl-(L)-leucine
(GGL), (22) glycylglycyl-(L)-phenylalanine (GGF), (23) glycyl-(L)-
histidylglycine (GHG), (24) (L)-leucylglycylglycine (LGG), (25) (L)-
tyrosylglycylglycine (YGG), (26) (GGGG), (27) (GGGGG), (28)
(GGGGGG), (29) DSLET, (30) DTLET, (31) DADLE, (32) DAGO),
(33) DALDA amide, (34) DPDPE amide, (35) CTAP amide, (36)
DynorphinA (1-9), (37) DynorphinA (1-11), (38) DynorphinA (1-
13), (39) DynorphinA (1-13) amide, (40) DynorphinB (1-13), (41)
Met5-enkephalin amide, (42) Leu5-enkephalin, (43) Leu5-enkepha-
lin amide, (44) (D)-Ala2-Leu5-enkephalin amide, (45) â-endorphin,
(46) ICI 174,864, (47) PLO 17 amide, (48) human insulin, (49)
porcine insulin, (50) Lyspro human insulin, (51) bovine insulin.

The glycine oligomers and di- and tripeptides were Sigma
Chemical Co. products. Peptides were reported to have an enan-
tiomeric purity (EP) in excess of 99.8%. Neuropeptides 29-41 and
45-47 were provided by CHIRON. Leu5-enkephalins were ob-
tained from Sigma. Insulins were taken from manufactured lots
from Lilly, Novo Nordisk, and Sigma. Reagent grade D-histidine
was from Sigma Chemical Co. and reported to have an EP better
than 99.8%. Reagent grade CuSO4‚5H2O was obtained from Fisher
Scientific.

Solution PreparationssStock solutions of the reference Cu(II)-
D-histidine complex in 0.10 M NaOH were prepared in which the
Cu(II) and D-histidine concentrations were 20 mM and 80 mM,

respectively. KI (30 mM) was added as a stabilizer.4 Working
solutions of copper-D-histidine were prepared by diluting aliquots
from the stock by a factor of 10 with 0.10 M NaOH. To simplify
any future quality control QC application by making it even more
amenable to automation, we chose to use equal masses of the
analytes rather than equal concentrations. Normalizing the
concentration of the analyte to a single value is not a critical factor
when the equilibrium constants for the ligand exchange processes
differ as much as they might be expected to differ for the range of
materials used in this study. Aliquots of 10.0 mg were added to
the copper-D-histidine stock prior to its dilution with 0.10 M
NaOH. From the range of molar masses the actual analyte
concentrations in the working solutions varied from 0.2 to 1.20
mM. All are intentionally lower than the total copper ion concen-
tration and not enough to exchange completely with the D-
histidine. Throughout this range the signal to analyte concentra-
tion correlation is linear.1-3 A mass as large as 10.0 mg is
prohibitively high especially when the method is to be applied to
trial drugs where quantities are very limited. The problem can be
alleviated to a large degree by reducing the volume of the working
solution. CD signals are relatively intense. With access to more
modern CD instrumentation than the Model series used here, the
cell volume could be reduced by at least 10-100 fold with no loss
of signal quality.

CD spectra measured after ligand exchange are simple ag-
gregates of weighted spectra for the host and mixed ligand
complexes. Any unbound ligand does not absorb in the visible
range. Formation constants and complexation stoichiometries are
incidental to QC quantitative interpretations. The purpose of QC
methods is to ensure that the presumed chemical and enantiomeric
purities of commercial drug products meet the reference standard.
Provided the specified procedure for the assay is accurately defined
and followed in every detail, the purity will be determined by
comparing the CD spectral data for a product lot with the spectrum
for reference standard material.

MeasurementssCD spectra were measured using a Jasco
500-A automatic recording spectropolarimeter coupled to an IBM-
compatible PC through a Jasco IF-500 II serial interface and data-
processing software. Experimental parameters: wavelength range
400-700 nm; sensitivity 100 mdeg/cm; time constant 0.25 s; scan
rate 200 nm/min; path length 5.0 cm; temperature ambient.

Calibrating the day to day reproduciblity of the system was done
by measuring the CD spectrum for the Cu(II)-D-histidine refer-
ence working solution. Statistical data used to determine spectral
reproducibilities were based on the standard deviations (SD) for
the maximum ellipticities measured at the wavelengths 487 nm
and 682 nm. The SD values were 7.42 ( 0.07 mdeg and -214 (
0.60 mdeg, respectively, within and between stocks.2,7

Results and Discussion

CD activity in the visible range for chiral Cu(II) com-
plexes is a result of disymmetric perturbations of the
ground and excited-state ligand field orbitals by the chiral
ligands.6 Three CD-active electronic transitions are re-
ported to occur over the wavelength range of the visible
absorbance band.6 Bands in the UV range, attributable to
only the chirality in the ligands, both bound and unbound,
are typically broad, very intense, and quite insensitive to
changes in the environment of the coordinating metal ion.
The lack of selectivity is the major reason for not exploiting
the obvious analytical sensitivity advantage that is inher-
ent in the intense UV bands.

Cu(II)-D-Histidine and Peptide ComplexessThe
microsymmetry of the Cu(II) ion first coordination sphere
is tetragonal, or more accurately, an axially distorted
octahedron, distortion being a consequence of Jahn-Teller
effects.13 In strong base D-histidine is anionic and binds to
Cu(II) via the terminal amine-N, the carboxylate functional
group, and a pyrimidine N-atom, to form a tridentate 1:1
complex.6 Other coordinate positions might be occupied by
hydroxide ions. The stability of the complex and the
favorable mass action maintained by keeping the ligand
in large excess over the metal means that virtually all of
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the Cu2+ ion is in the form of the complex. The CD
spectrum for the Cu(II)-D-histidine host chiral derivatizing
agent is included for reference in Figures 1-5.

Complexing peptides to Cu(II) at high pH involves first
attachment via the N-atom of the terminal amine group
followed by ring closure(s) through bonding with the
N-atoms of successive amide bonds until maximum ther-
modynamic stability is achieved.6 Side-chain substituents
on the amino acid residues lie out of the coordinate plane
and are factors only in inter- and intramolecular interac-
tions within the coordination sphere, unless a potential
Lewis base is present, e.g., in L-histidine-containing pep-
tides. Side-chain histidines are legitimate competitors for
ligation positions, competing favorably with the terminal
amine for the Cu(II) ion. The issue is moot if the test is
restricted to QC where the binding mechanism would be
the same for the reference standard and the sample. Metal
to ligand stoichiometries for metal di- and tripeptide
equilibria are 1:1 under pH > 12 conditions.14 Coordina-
tions with hydroxide ion and/or additional amide N-atoms
in longer oligopeptides are variations that could affect the
stoichiometry but not the analytical selectivity of the
method.

Visible CD spectra for the Cu(II)-di and tripeptides in
the absence of D-histidine were the objects of earlier work.1,2

Spectra for Cu(II)-D-histidine and Cu(II)-(D-histidine-
peptide) mixed complexes were the focus for di- and
tripeptide ligands.3,7 Evidence was provided that confirmed
that the stoichiometries and the complex formation con-

Figure 1sVisible range CD spectra for Cu(II) complexes with D-histidine and
mixed D-histidine/dipeptides. (A) D-Histidine host, (B) GP, (C) GH, (D) GI, (E)
GK, (F) GM, and (G) GF, arranged in order of the decreasing signal size at
570 nm. Curves A and B are superimposed and therefore indistinguishable.

Figure 2sVisible range CD spectra for Cu(II) complexes with D-histidine and
mixed D-histidine/oligoglycylglycines. (A) D-Histidine host, (B) GG, (C) GGG,
(D) GGGG, (E) GGGGG, and (F) GGGGGG, arranged in order of the
decreasing signal size at 700 nm.

Figure 3sVisible range CD spectra for Cu(II) complexes with D-histidine and
mixed D-histidine/Dynorphin neuropeptides. (A) D-Histidine, (B) Dynorphin B
(1−13), (C) Dynorphin A (1−9), (D) Dynoprhin A (1−13), (E) Dynorphin A
(1−11), and (F) Dynorphin A (1−13)-amide.

Figure 4sVisible range CD spectra for Cu(II) complexes with D-histidine and
mixed D-histidine/enkephalin analogues. (A) a2-Leu5-enkephalin amide, (B) Leu5-
enkephalin amide, (C) Leu5-enkephalin, (D) Met5-enkephalin amide, (E)
D-histidine, and (F) â-endorphin.

Figure 5sVisible range CD spectra for Cu(II) complexes with D-histidine and
mixed D-histidine/modified neuropeptides. (A) DPDPE, (B) DTLET, (C) DADLE,
(D) DSLET; (E) DALDA; (F) DAGO; (G) D-histidine, (H) ICI 174,864, (I) PLO
17, and (J) CTAP.
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stants were similar in magnitude within each series.1,2 One
would expect that for peptides to coordinate to the metal
ion there has to be ligand exchange, or in some instances
ligand addition with an expansion in the number of
coordinating sites. Spectral variations that are the bases
for the first level of analytical selectivity therefore are
attributable to the individual stereochemical and confor-
mational nature of the structures of the coordinated chiral
ligands and to the relative rotational strengths of the three
CD-active bands. That the CD-active electronic transitions
are also sensitive to other factors besides the coordination
geometry is reported for the insulins7 in the Introduction
section, where it is clear that minimal changes in peptide
sequences that are remote from the binding site signifi-
cantly alter the CD spectrum for the Cu(II)-D-histidine
host complex.

Cu(II)-D-Histidine Ligand Exchange with Pep-
tides:sLigand exchange, as it is used in this context, is
intended to cover all the mechanistic processes by which a
peptide can become part of the Cu(II) complex entity. Total
ligand exchange is not a possibility since mass action
heavily favors the D-histidine ligand. Since D-histidine is
bonded at three coordination sites, three other positions
of the distorted octahedron are open to peptide addition
reactions. Between these extremes are combinations of
exchange/addition mechanisms, in which D-histidine is
partially substituted, e.g., by loss of coordination to the
carboxylate, and peptide is fractionally added. Nor should
the possibility of outer-sphere ligand-ligand coordination
be overlooked, e.g., in the insulin series.7 The product of
this ensemble of events is a compound mixture of “unre-
acted” histidine complex (always in excess) and a concen-
tration distribution of peptide-containing complexes that
clearly will vary with the structural properties and solution
concentration of the analyte. It is the variability in the last
in particular that enhances the analytical selectivity of the
procedure. The method is not intended to determine the
identity of any potential impurity, only to indicate that
purity standards set by regulatory agencies have or have
not been met.

Spectra for the mixed complexes are simple sums of the
CD spectra for the components. Those that incorporate
dipeptides that were not reported before1 are shown in
Figure 1. Spectra for the glycyloligomers, dynorphins,
enkephalins, and structurally modified enkephalins are
shown in Figures 2-5, respectively. Insulin spectra were
previously published.7 Selectivity distinctions are manifest
by shifts in wavelength, sign, and signal intensity in the
D-histidine band that maximizes at 550 nm. Besides the
first-order chirality changes that occur within the first
coordination sphere, there are others that are associated
with reorganization of the tertiary structure in solution.
Its disruption on ligand exchange could cause specific
amino acid residues to impinge upon the 3-D architectural
structure of the coordination sphere (outer-sphere com-
plexation), adding more complexity to a mechanistic inter-
pretation, but more diversity to the discriminations.

The broad absorbance band of Cu(II) complexes in
aqueous media is known to consist of three subbands.6 All
are CD-active. Signs vary depending upon the nature of
the ligands which, when taken altogether, form the basis
for a broad analytical selectivity. The one obstacle to
achieving total selectivity in Figure 1, for example, is
separating the spectrum for GP from the spectrum for the
D-histidine host complex. Whether ligands have exchanged
is not known but is unlikely. For the other dipeptides in
Figure 1 the general tendency is toward more negative
spectra.

The only addition to the original mixed-tripeptide series2

is the spectrum for GGG, Figure 2. As the length of the

glycine-oligopeptides is increased, the characteristic shape
of the host CD spectrum is retained as its intensity is
diminished from GG through GGG, reaching what is
essentially zero for the tetramer and the pentamer, after
which the signal increases in intensity for the hexamer to
reach a value that is about one-fourth of the original host
complex. The hexamer result was reproducible and is not
an experimental artifact. A possible explanation might be
derived from an analogous result observed in a study of a
series of dye-derivatized oligosaccharides where the visible
range CD induction was attributed to incipient helicity (a
single turn) when the oligomer length exceeded the dimen-
sion of the tetramer.15 Whatever the mechanism, it is clear
that the length of a peptide is a factor that is significant
in the overall binding mechanism.

An expansion on the conclusions from the insulin study
is manifested by the five Dynorphins all of which have the
identical amino acid sequence through the first seven
residues (YGGFLRR), far beyond what is believed to be the
minimum for saturating the coordination positions on the
Cu(II) ion. For the Dynorphin A analogues, the first nine
residues in the sequence are identical, yet the spectra are
easily distinguishable, Figure 3. The spectral response to
an increase in length for the Dynorphin A neuropeptides
is also nonmonotonic and most easily seen at 510 nm, the
1-11 analogue producing the greatest spectral change.
There can be no question that ligand tertiary structures
and their mutual molecular interactions with the primary
architecture of the D-histidine complex are major factors
in binding and therefore in broadening the analytical
selectivity.

This last observation is an interesting concept to consider
in the context of understanding factors that contribute to
quantitative structure-activity relationships (QSAR). In-
terpretations of spectral changes should perhaps be revised
to include, even emphasize, ligand-ligand interactions that
do not involve their exchange. In other words, the intact
Cu(II)-D-histidine complex might function as a model for
a “receptor site” for peptides. If there is any validity to this
concept, the possibility exists that the panorama of CD
spectral changes observed in Figures 3-5 might eventually
be capable of establishing in vitro correlations of molecular
structure with therapeutic function. In that case visible
range CD would have an important potential role as an
insinuative ASR probe to better learn of the subtleties of
chiral-chiral interactions in QSAR.

Data for the enkephalin analogues and â-endorphin are
plotted in Figure 4. With the exception of a2-Leu5-enkepha-
lin, all begin with the same YGG sequence, as do the
Dynorphins. The primary coordination mechanism, there-
fore, will involve the same three Lewis bases, yet the
spectra are unique, including an easy distinction between
the acid and amide analogues of Leu5-enkephalin. Spectra
for the pentamers are dominated by positive bands over
the short wavelength range. Sign inversion by these
pentamers, relative to the 30-peptide protein, â-endorphin,
and all of the Dynorphins, might be related to a restriction
of outer sphere ligand ligand interactions. Signal enhance-
ment is observed when D-alanine is injected into the
sequence in a2-Leu5-enkephalin. It is surprising, but sig-
nificant, that an enantiomeric switch did not cause the
spectrum to be inverted in the D-histidine complex environ-
ment. This speaks to the relative importance of the
retention of the chirality of the receptor in the binding
mechanism.

The structurally engineered enkephalins and a few
miscellaneous neuropeptides are the subjects of Figure 5.
There is no evidence that ICI 174,864 and PLO 17 had
sufficient influence on the D-histidine host complex to alter
its spectrum. The terminal amine of ICI 174,864 is diallyl-
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substituted, and P2 of PLO 17 is N-methylated. Both of
these modifications adversely affect the primary coordina-
tion to the metal ion.

CTAP and DPDPE have disulfide rings and two D-
enantiomers in their molecular structures. Between them
they produce the greatest changes of any observed to
date: strongly negative for CTAP and strongly positive for
DPDPE. A positive signal for DPDPE is consistent with
the effect of there being a D-enantiomer in the second
position; see a2-Leu5-enkephalin. The N-terminal residue
of CTAP is (D)F. There is insufficient information at this
time to make a decision on whether the positional change
from second to first is a major contributing factor in
determining the sign of the CD spectrum.

The DSLET, DTLET, DADLE, DAGO, DALDA, and
DPDPE modified enkephalins all have a D-amino acid
residue in the second position. Similarities with the spectra
for the natural enkephalins, Figure 4, exist, particularly
the tendency toward strong positive bands at shorter
wavelengths. Spectra for the DSLET, DTLET, and DADLE
trio bear a strong resemblance to one another, but in what
follows, they will be shown to be unique. For DALDA, a
tetramer, and DAGO, which has an N-Me substituent on
G3, structural differences are a bigger factor in determining
spectral selectivity.

Data Reduction AlgorithmsAll the conclusions on
analytical selectivity that have been reached so far in this

paper are largely intuitive. For QC applications, a quan-
titative procedure is needed that will identify and/or verify
a drug substance and measure its chemical and enantio-
meric purities.

Two- and three-dimensional data reduction algorithms
were introduced in prior work.1,2,7 They are described as
data reduction models because the objective was to reduce
the 1500 data points, that make up the experimentally
measured CD spectra, to a few definitive numbers which
are characteristic of each analyte. Each procedure serves
a special purpose. The 2-D model is effective in determining
EP’s with an accuracy unsurpassed by any other proce-
dure.1 The 3-D model, in contrast, is better suited for
enantiomeric identification, and chemical purity determi-
nations.2,3 Only the former is considered in the context of
this article.

The mathematical algorithm16 used for the visual pre-
sentation of the 3-D data reduction is a three parameter
Spinning Plot, available in a number of commercially
available statistical software packages. The variables are
wavelength (x-axis), CD data for the host complex (y-axis),
and CD data for the mixed complexes (z-axis). Since CD
signals are positive, negative, and zero, when two CD
spectra are plotted, one against the other, four sign
combinations are possible at any wavelength. Repeats of
(y-, z-) coordinate points can occur at wavelength values,
x1 and x2, that are not adjacent to each other in the spectra.

Figure 6sRepresentative plots resulting from the 3-D data reduction Spinning Plot algorithm for (A) Dynorphin A (1−13), (B) Dynorphin B (1−13), (C) a2-Leu5-
enkephalin amide, and (D) CTAP. All four diagrams have the same x, y, z orientations. Dark lines that mark the perimeters of the curves mirror the CD spectra
although the appearance is disguised by the orientation of the axes especially in A and B. P1, P2, and P3 are the eigenvectors for the principal components that
are listed in Table 2. The distance from the origin to the extremity of each vector is the eigenvalue for that PC. Points to note are the different orientations in
space for P2 ad P3 which are the most sensitive to the identity of the analyte.

1246 / Journal of Pharmaceutical Sciences
Vol. 88, No. 12, December 1999



When that occurs, plots are observed to “wrap-around”
and become three-dimensional, Figure 6. To enhance the

3-D perspective, front and back quadrants are distin-
guished by dark and light shading. Distinctions are very
evident.

With a total of 1500 data points for each variable, the
system is overdetermined. In the data reduction procedure,
data are subjected to a Principal Component Analysis
(PCA) iterative process by which vectors of information are
plotted against one another to derive principal components
(PC’s) which have length and directional properties that
best describe the least-squares fit in the orthogonal direc-
tions of maximum variance. The number of PC's is equal
to the number of variables, in this case three. PCA

Table 1sData Reduction by PCA of the Spinning Plot Data for the
Histidine and (Histidine-a2-Leu5-enkephalin Amide) Mixed Complexes)

principal components PC1 PC2 PC3

Eigenvalues 2.6942 0.2222 0.0836
Eigenvectors −0.57655 0.59226 0.56287

0.56405 0.78691 −0.25025
0.59114 −0.17321 0.78776

Table 2sEigenvalues from the PCA of Spinning Plots Dataa

ligand PC21 PC22 PC23 PC31 PC32 PC33

D-histidine 0.83992 0.38375 0.38375 0.00000 −0.70711 0.70711
AA 0.77506 0.61813 0.13116 0.29450 −0.53700 0.79051
AG 0.76020 0.64224 0.09811 0.32854 −0.51030 0.79477
AY 0.71550 0.69846 0.01430 0.40965 −0.42606 0.80127
YA 0.82951 0.25849 0.49507 0.14781 0.75322 −0.64094
YG 0.83631 0.29769 0.46060 0.10154 0.74112 −0.66365
YY 0.82003 0.51030 0.25913 0.15363 −0.63241 0.75925
Ga 0.80167 0.16171 0.57548 0.25970 0.77290 −0.57895
GA 0.83012 0.46494 0.30777 0.09642 −0.66336 0.74206
GG 0.83619 0.42950 0.34106 0.05456 −0.68392 0.72752
GY 0.80165 0.56357 0.19935 0.22146 −0.58973 0.77664
GH 0.00877 0.43018 0.90270 0.70517 0.63739 −0.31060
GK 0.81801 0.51753 0.25105 0.16291 −0.62704 0.76176
GI 0.83394 0.44463 0.32689 0.07247 −0.67544 0.73384
GP 0.84001 0.38129 0.38601 0.00293 0.70825 −0.70596
GM 0.82126 0.50619 0.26326 0.14870 −0.63535 0.75777
GF 0.75011 0.65664 0.07851 0.34779 −0.49267 0.79770
GGH 0.10485 −0.53847 0.83609 0.74200 0.60213 0.29475
GGI 0.02622 −0.63506 0.77202 0.73000 0.53978 0.41922
GGL 0.01357 −0.68830 0.72530 0.75108 0.48586 0.44702
GGF −0.44698 −0.11093 0.88764 0.62046 0.67635 0.39696
GGA −0.38508 −0.18286 0.90459 0.63138 0.66270 0.40274
LGG 0.31024 −0.02795 0.95025 0.67492 0.71043 −0.19945
YGG 0.41007 0.17842 0.89443 0.62412 0.66022 −0.41783
GHG 0.28915 0.26294 0.92046 0.64903 0.65295 −0.39040
GGG 0.79242 0.58094 0.18596 0.23681 −0.57395 0.78390
GGGG −0.21947 0.18640 0.95765 0.70420 0.70962 0.02326
GGGGG 0.31758 −0.11740 0.94094 0.68218 0.71751 −0.14072
GGGGGG 0.83965 0.38788 0.38018 0.00477 −0.70522 0.70897
ICI 174,864 0.84001 0.38117 0.38613 0.00308 0.70831 −0.70590
PLO 17 0.83996 0.38273 0.38469 0.00121 0.70758 −0.70663
DynA (1−9) 0.82174 0.31009 0.47811 0.10080 0.74666 −0.65752
DynA (1−11) 0.64991 −0.07015 0.75677 0.50870 0.77995 −0.36457
DynA (1−13) 0.71161 0.00665 0.70254 0.42627 0.79079 −0.43926
DynA (1−13) amide 0.46401 −0.24232 0.85204 0.65364 0.74285 −0.14469
DynB (1−13) 0.83467 0.31635 0.45082 0.08315 0.73681 −0.67097
Met5-enkephalinamide 0.59226 0.78691 −0.17321 0.56287 −0.25025 0.78776
Leu5-enkephalin 0.58906 −0.18064 0.78764 0.56592 0.78798 −0.24253
Leu5-enkephalinamide 0.68754 −0.03088 0.72549 0.45375 0.79829 −0.39603
a2-Leu5-enkephalinamide 0.60088 −0.13899 0.78716 0.55588 0.78031 −0.28656
â-endorphin 0.64855 −0.06949 0.75799 0.51106 0.77775 −0.36596
DSLET 0.72467 0.02654 0.68858 0.40629 0.79064 −0.45806
DTLET 0.68731 −0.02556 0.72591 0.46507 0.78316 −0.41276
DADLE 0.69716 −0.01355 0.71678 0.45019 0.78638 −0.42301
DAGO 0.70559 −0.00098 0.70862 0.47225 0.74621 −0.42301
DALDA 0.19164 0.79400 −0.57692 0.78289 0.23084 0.57776
DPDPE 0.51998 −0.20656 0.82883 0.62089 0.75778 −0.20067
CTAP 0.00507 −0.69886 0.71524 0.74454 0.48012 0.46384
human insulin 0.44975 0.83226 −0.32415 0.67287 −0.07705 0.73574
porcine insulin 0.42652 0.83526 −0.34701 −0.68620 −0.04888 0.72577
human Lyspro 0.31055 0.83468 −0.45483 0.73854 0.08936 0.66826
bovine insulin 0.55210 0.80567 −0.21466 0.59970 −0.20485 0.77356

a Key to structures reading from amine end. Lower case letters are D-enantiomer forms, (asterisks indicate ring structures): DSLET (YsGFLT); DTLET (YtGFLT);
DADLE (YaGFL); DAGO (Y.a. G(N-Me)FG); DALDA (YrFK amide); DPDPE (Ype*GFpe*); CTAP (fC*YwRTP*eT amide); DynorphinA (1−9) (YGGFLRRIR); DynorphinA
(1−11) (YGGFLRRIRPK); DynorphinA (1−13) (YGGFLRRIRPKLK); Dynorphin B (1−13) (YGGFLRRQFKVVT); b-endorphin (YGGFMTSEKSQTPLVTLFKNAIKNAYKKGE);
Met5-enkephalin (YGGF(N-Me)M); Leu5-enkephalin (YGGFL); (D)-alanine-Leu5-enkephalin (YaGFL); ICI 174,864 (N,N-diallyl YAiAiFL); PLO 17 (YP(N-Me)Fp)
amide.
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solutions are expressed as three eigenvalues, over which
the total variance is proportionated, and nine eigenvectors,
that describe the 3-D spatial orientations of the eigenval-
ues. In the end, the original 1500 data points are reduced
to three vectors of proportionately different lengths, the
eigenvalues. The x- and y-variables are numerically the
same for all analytes. Only the z-axis variable is analyte
dependent. Taken as sets of three variables, however, the
resultant PC's are all analyte dependent and as a result
are the derived characteristic properties for standard
reference materials against which all other preparations
will be compared.

Eigenvalues and eigenvectors for PC1, PC2, and PC3,
calculated for a2-Leu5-enkephalin amide, are given in Table
1. Their spatial projections are superimposed on the
coordinate axes of Figure 6C. Eigenvectors give the most
sensitive response to the identity of the analytes. Standard
deviations in eigenvector values, calculated from repeated
experimental measurements, are on the order of (0.009,
so considerable precision is attainable when making ana-
lytical differentiations or purity determinations.

Eigenvectors for all of the analytes are presented in
Table 2. First on the list is the special case where spectral
data for the host complex are plotted on both the y- and
z-axes. This provides a common reference set against which
values for all of the analytes can be compared. A cursory
examination shows that the selectivity is least for PC11,
PC12, and PC13, so the initial focus should be on the
remaining six. Comparing only P22, P23, P31, and P32,
the ambiguities are so few in number that it is claimed
that 49 of the original 51 analytes are statistically and
individually identifiable.

Nonlinearities observed in the spectral data for the
glycyloligomer and Dynorphin A series are quantified in
the results of the PCA.

The two exceptions to achieving total specificity among
this group of polypeptides that range from 2 to 51 amino
acid residues are ICI 174,846, and PLO 17. Differences
between the factors for these analytes and the D-histidine
reference are not statistically significant, implying that the
host complex remains impervious to substitution. Sign
inversions do occur for P32 and P33, but these are associ-
ated with the shortest eigenvalue PC3 and are open to
uncertainty in interpretation. The same argument might
be true for GP.

Quantitative applications of the 3-D Spinning Plot data
reduction algorithm are discussed in prior work.1-3 Results
from these articles show that correlations between PC23
values and concentration are linear, making the analytical
selectivity not only qualitative but also quantitative.

Summary
By introducing an auxiliary chiral ligand as a substitute

for the achiral tartrate ion in the biuret test, a chirality-
sensitive test has been created for a series of polypeptides
whose sequences range from 2 to 51 residues. Sequence

variations exist at both termini and internally (for the
insulins7). In all but two instances the CD spectrum for
the host is significantly altered.

D-histidine is but one of many potential auxiliary ligands.
All but two of the current analytes could function in the
role of host ligand. How close the already exceptional
selectivity achieved by the current method can approach
analyte specific reagent (ASR) status might ultimately
depend on the identity of the auxiliary ligand. As the
significance of the subtleties of the interligand chiral-
chiral interactions become better understood, there is
reason to expect that CD detection and multivariate
modeling used together could contribute to a better under-
standing of QSAR models and predictions, receptor binding
mechanisms, and drug design.
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Abstract 0 An analytical method that might eventually qualify as a
general quality control assay procedure for polypeptide drug forms
was described in the companion article to this paper. The detector is
visible range circular dichroism spectroscopy. Multivariate data analysis
reduced the spectral data to essentially four principal components (or
factors) that are characteristic of each analyte. The level of analytical
selectivity achieved among 51 analytes is very high. Using an
alternative factor analysis algorithm, the selectivity is even more
conveniently accomplished in the form of a 2-D cluster diagram
presentation that has the potential of being a prototypical predictive
in vitro model for correlating experimental data with structure−activity
or structure−function relationships. Clustering of the analytes is a
consequence not only of the chiral interactions associated with ligand
exchange in the immediate primary coordination sphere of the host
derivatizing reagent, but also of long-range intermolecular interactions
between the coordination architecture of the host and the chiral
polypeptides.

Introduction
Chirality is a common molecular property among natural

products and an important factor in determining the
efficacy of drug substances.1 For an enantiomeric pair the
isomer with proven clinical therapeutic value is called the
eutomer, the other the distomer. Possibilities exist that a
distomer can be toxic or mutagenic, making the assay of
both enantiomers an essential part of regulatory tests.
Measuring the chemical purity of an enantiomeric form is
done by conventional standardized methods. Accurate
measurement of the enantiomeric purity (EP) is a much
more difficult problem. How to measure EP’s quantitatively
and routinely has recently become a major concern for
manufacturing and regulatory agencies. The measurement
of EP, or the related quantity enantiomeric excess (EE),
expressed as a ratio of the two isomers, has now reached
the status of being a requirement imposed by the Food and
Drug Administration in new drug submissions.

Manufacturers have the option of choosing between
either the enantiomeric resolution of readily synthesized
racemic mixtures, or stereospecific syntheses.1 Resolutions
are typically long, demanding, and costly processes which
in the end invariably fail to achieve 100% EP. Chiral
chromatographic procedures significantly reduce the work
load and costs for enantiomeric resolutions,2,3 but separa-
tions that are complete are still not generally accomplished.
More and more often, stereospecific synthesis has become
the favored option. Since 100% EP is seldom achieved, both
procedures are perhaps better thought of as enantiomeric
enrichment processes. Monitoring the possible reduction
of EP during the shelf life of a drug substance through
racemization, especially if it is in solution or in suspension,
is an analytical add-on to protocols that are submitted for
approvals.

As a result, regulatory agencies are facing a rapidly
increasing work load with respect to certifying and ap-
proving analytical methods to measure not only chemical
purities but also EE (impurities) of chiral drug forms.4,5

There is also the issue of defining what are the acceptably
safe EE threshold levels below which a product is to be
rejected from either manufacture or distribution. To ease
the load, there is an urgent need for accurate and conve-
nient routine experimental procedures that will give
chemical and chiral impurity data, and preferably in an
automated way if at all possible.

The problem is immense and still expanding. Pharma-
ceutical and biotechnology industries are investing more
and more R&D resources into the production of chiral
substances. With the advent and continued momentum of
combinatorial chemistry,6-9 the number of potential new
chiral drug substances is increasing exponentially. No-
where, perhaps, are these numbers increasing faster than
in the area of peptide, peptidomimetic, and protein drug
forms. Identifying which real or virtual compounds are
worthy of further development is an exceptionally difficult
problem. Culling out the few new potential drug substances
by performing individual in vivo assays was not really an
option and led quickly to the development of mixture
assays.7-9

Viable alternatives, with the potential for automation,
are quantitative structure-activity relationship (QSAR)
screening algorithms that are based upon in vitro chro-
matographic or spectroscopic data of one kind or another.
Exploitation of QSAR models is done in two parts, calibra-
tion and prediction. In the first step, measured experimen-
tal data and therapeutic properties of known drug forms
are mathematically correlated to derive a calibration
model. The calibration model is in turn exploited to predict
the therapeutic potential of a new drug form. The predic-
tion is based entirely on the measured experimental data,
e.g., retention times or absorbance, for each new substance.
The broader the therapeutic range represented in the
calibration, the better the prediction model. These particu-
lar experimental methods, however, do not always address
the question of how important molecular chirality is, in the
therapeutic function of a drug.

The motivation for this study and previous related
studies on peptides and proteins10-13 was to address the
lack of emphasis that is given to causal relationships
between chirality and function, especially since molecular
chirality is so commonplace among natural and synthetic
drug substances. Protein receptor sites are chiral. How the
chirality of a receptor kinetically reconfigures itself to
accommodate the chirality of the drug molecule, and vice
versa, is a factor in the discrimination between eutomers
and distomers. That steric selectivity has been exploited,
almost without recognition, in the development of a myriad
of clinical assays that are based upon analytical specificities
attributed to monoclonal and polyclonal antibodies and
their interactions with antigens. Despite the importance
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of the chirality recognition, at no time has a test been based
upon chirality detection. Antibodies have been elevated to
the exalted rank of Analyte Specific Reagents (ASR). That
same high selectivity, however, is a natural deterrent to
the derivation of broad based or generally predictive QSAR
models.

Direct spectroscopic methods are a more attractive option
over chromatography because of their comparative simplic-
ity of operation and consistent reproducibility in the
recalibration of standards, etc. Mass spectrometry is selec-
tive but not with respect to chirality differentiation. Detec-
tors that measure absorbance and fluorescence in the
visible-UV range are notorious for their lack of analytical
selectivity, but can be improved upon by using derivatiza-
tion reactions, multivariate analyses methods, such as
principal component analysis (PCA), factor analysis, and
artificial neural networking in data handling,14 or experi-
mentally by introducing time as an added analytical
variable.

Spectroscopic methods with the power to detect molec-
ular chiralities are circular dichroism (CD) and optical
rotatory dispersion (ORD). In the specialized area of
screening peptides and proteins, however, the vast majority
of CD investigative work is done on data from the UV
range.15 The purposes there are to obtain predictive
information that can be used to resolve the question of 3-D
structural properties of proteins in solution, apportion
solution structures between helix and sheet forms, and
investigate the kinetics and thermodynamics of folding-
unfolding mechanisms, etc. CD bands in the UV are broad
and without discrete features. Like absorbance, their
potential for establishing QSAR models is limited.

In a series of recent articles, visible range CD spectral
data were used to selectively differentiate among di- and
tripeptides,10,11 insulins,12 and neuropeptides.13 Mathemati-
cal algorithms were derived with which to determine their
chemical and enantiomeric purities.12,13 The absorbance
property required for CD to occur in the visible range, was
provided by first binding the peptides to Cu(II) ion in pH
13 aqueous solution. Visible absorbance spectra of Cu(II)
complexes are comprised of three electronic transitions16

all of which are CD-active. For the completed studies,
peptides were either bound directly to the copper ion10,11

or displaced an auxiliary ligand,12,13 e.g., D-histidine. Major
accomplishments from these articles that are of relevance
to the goals of this one are the ability to discriminate
between human and porcine insulins12 (two 51 amino acid
residue proteins whose sequences differ in the identity of
one acid at the B30 terminal amino acid only) and between
human insulin and the human LysPro variant form in
which the order of the B29 L-lysine and B30 L-proline are
reversed, and to achieve a level of quantitative analytical
selectivity that approaches specificity among 51 peptides.13

The specific objective of this article was to derive a
cluster correlation diagram between visible range CD data
on one hand and molecular stuctures, and their corre-
sponding clinical therapeutic functions, on the other.
Success would mean we will have a prototypical in vivo
predictive QSAR model of some general applicability. CD
spectral data are taken from the previous companion
article.13 Only tripeptides and longer oligopeptides are
included to test the general practicality of a clustering
algorithm. Special mention is given to the subgroup of 19
neuropeptides, classified by their particular clinical func-
tional actions.

Experimental Section
ChemicalssThirty-five oligo-and polypeptides used for the

study were the tripeptides GGA, GGG, GGH, GGI, GGL, GGF,
GHG, LGG, and YGG; the higher oligoglycines GGGG, GGGGG,

and GGG-GGG; the enkephalins DSLET, DTLET, DADLE, DAGO,
DALDA amide, DPDPE amide, Met5-enkephalin, Leu5-enkephalin,
Leu5-enkephalin amide, (D)-Ala2-Leu5-enkephalin amide, and â-en-
dorphin; the Dynorphins A (1-9), A (1-11), A (1-13), A (1-13)
amide and B (1-13); and the miscellaneous CTAP amide, ICI 174,-
864, PLO 17 amide, and human, porcine, Lyspro, and bovine
insulins. Amino acid sequences are included in the footnote to
Table 1.

Commercial sources for the oligopeptides and insulins were
listed previously.13 Reagent grade D-histidine, reported to have
an EP better than 99.8%, was obtained from Sigma Chemical Co.
Reagent grade CuSO4‚5H2O was obtained from Fisher Scientific.

Solution PreparationssThese are described in greater detail
in the prior companion article on the 51 peptide and protein
forms.12,13 Working solutions for the assays were prepared by
diluting aliquots of Cu(II)-D-histidine stock solutions by a factor
of 10 with 0.10 M NaOH such that the final composition was 2.0
mM in Cu(II) ion, 8.0 mM in D-histidine, and 3.0 mM in KI added
as stabilizer, in 0.1 M base. To make future quality control (QC)
procedures more amenable to automation, we chose to add equal
masses of the analytes (10 mg) to the aliquot of stock prior to its
dilution rather than use equal concentrations. From the range of
molar masses of the neuropeptides, the actual analyte concentra-
tions in the working solutions varied from 0.2 to 1.20 mM. All are
intentionally lower than the total copper ion concentration and
not enough to exchange completely with the D-histidine ligand.
With modern CD instrumentation, the mass of analyte can be
reduced 10-100 fold.

MeasurementssCD spectra were measured using a Jasco
500-A automatic recording spectropolarimeter coupled to an IBM-
compatible PC through a Jasco IF-500 II serial interface and data
processing software. Experimental parameters were wavelength
range 400-700 nm, sensitivity 100 mdeg/cm, time constant 0.25
s, scan rate 200 nm/min, path length 5.0 cm, temperature ambient.
With 2 nm spectral resolution, the full measured spectrum consists
of 1500 data points.

Calibrating the day to day reproduciblity of the system was done
by measuring the CD spectrum for the Cu(II)-D-histidine refer-
ence working solution. Statistical data used to determine spectral
reproducibilities were based on the standard deviations (SD) for
the maximum ellipticities measured at the wavelengths 487 and
682 nm. The SD values were 7.42 ( 0.07 mdeg and -214 ( 0.60
mdeg, respectively, within and between stocks.10,11

Results and Discussion
The assay works on the premise that chiral ligand

exchange of the polypeptides for D-histidine, complexed to
Cu(II) ion in strong aqueous base solution, will induce a
change from the CD spectrum for the host that is charac-
teristic of the peptide analyte. The host metal complex
serves as a CD-inducing and color-derivatizing agent for
the neuropeptides which otherwise would be CD transpar-
ent in the visible range. Spectra for the products,13 uncor-
rected for the host spectrum, are the bases for subsequent
mathematical correlations.

If there is any truth to the concept that the CD spectra
for the mixed complexes correlate with molecular, and
therefore therapeutic, function, there should be strong
spectral similarities within specific groups and obvious
dissimilarities among groups. In other words the focus is
on proving a pattern recognition of polypeptides by type.
With this thought in mind, we can dispense with the
conventional practice of measuring metal-ligand stoichi-
ometries which should be similar within each subset, and
dispense with the need to measure formation constants,
expecting the variations in these values within a group to
vary very little. Therefore, provided the specified procedure
for the assay is defined and followed in every detail, analyte
recognition and the measured accuracy in their determina-
tions will be considerably improved over univariate (one
wavelength) determinations.

The mathematical basis for achieving the analytical
selectivity claimed in the previous article13 was data
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reduction of the 1500 data points in the CD spectra for each
analyte, taken separately, to twelve factors (3 eigenvalues
and 9 eigenvectors) using PCA done on Spinning Plot
data.17 Spinning Plots are created by plotting wavelength,
CD spectral data for the Cu(II)-D-histidine host complex,
and the Cu(II)-(D-histidine-peptide) mixed complexes on
the x, y, and z coordinate axes, respectively. Calculations
are described in detail in the prior article.13 Factors
showing the most sensitivity to the identities of the
analytes are the eigenvectors. The real analytical value of
the tabulated data is the quantitative nature of the
chemical and EP assays that can be accomplished using
PCA data vs concentration correlations. Potential correla-
tions of principal components with molecular structures are
difficult to find when data are in tabular form.

PCA and Clustering ModelsThe model was developed
using only the spectral data for the tripeptides and higher
oligomers. Dipeptides were excluded because they lack the
3-D rotational conformational structures that are common
to longer peptides.

In clustering, the strategy is to base correlations upon
how well spectral patterns align with molecular “types” in
a graphical manner. The major departure from Spinning
Plot data reduction algorithm is that the spectral data for
all 35 analytes are treated collectively. What follows is a
description of the genesis of a possible calibration model.
Spectral data for new analytes are required before the
relative success of the model in making predictions can be
tested.

To make modeling calculations more managable for a
desktop computer, the original 1500 data points were
reduced in number to 31 by choosing values at 10 nm
intervals. The first step was to group the (35 × 31) CD data
sets through a (correlation-of-Y variables) calculation, that
expresses the relative strengths of successive pairwise
correlations of CD signals in the form of a square matrix.
PCA was then used to reduce the dimensionality of the
correlation-of-Y’s matrix to just six factors or principal
components (PC’s), Table 1. These six factors account for
99.93% of the total variations among all of the Y variables
in all 35 individual spectra. The first factor, PC1, has the
maximum variation. The second factor, PC2, is orthogonal
to the first and has the next greatest variation, and so on
through all six factors.

Clustering is a technique of grouping together rows of
PC’s that share similar values across a number of variables.
The hierarchical clustering option was used here. In this
option, clustering starts with each point being its own
“cluster”. Through a series of iterative steps the two closest
clusters are successively combined, by Ward’s method, until
ultimately all points are grouped as a single cluster.
Between the extremes of 1 and 35 clusters there is an
optimum number on which to base the model. As a rule of
thumb the number of clusters would not exceed the number
of “types” of analytes, assuming that that prior knowledge
is available. Selection of the optimum cluster condition is
linked to the relative magnitudes of the proportional
changes between successive PC values. For this data set,

Table 1sPrincipal Component (PC) Values and Cluster Assignments Derived from the PCA Calculation Made from the Correlation of Y-Matrix for
Tripeptides, Oligopeptides, and Insulinsa

peptide PC1 PC2 PC3 PC4 PC5 PC6 cluster

GGH 1.90754 1.07084 −5.80304 0.56910 0.76218 0.21884 1
GGI −3.33190 0.93815 −1.31367 0.58205 0.24248 −0.20411 2
GGL −2.48178 1.54899 −0.83902 0.41809 0.19503 0.00979 2
GGF −7.02666 2.48361 −3.42084 1.26270 0.26464 −0.10426 2
GGA −3.30146 3.77231 −1.58899 0.32102 0.18140 −0.05297 2
LGG −1.08595 4.62576 0.36281 −0.11674 −0.31355 −0.04903 3
YGG 2.21496 5.92887 2.47355 0.39291 0.07784 −0.13505 3
GHG 0.71513 5.73447 2.83448 −1.50678 0.67706 0.58728 3
GGG −1.00748 4.63183 −0.13142 −0.38407 −0.38924 0.05335 3
GGGG −0.98249 5.10671 −0.20555 −0.41400 −0.41839 0.05011 3
GGGGG −0.99244 5.08708 −0.19114 −0.44882 −0.43975 0.02403 3
G6 −0.77889 3.13769 0.20912 −0.37229 −0.29460 0.05897 3
DSLET 5.61386 −1.78747 0.05173 −0.40400 −0.03030 −0.07857 5
DTLET 7.31482 −1.43674 0.18100 −0.71373 0.16854 −0.28908 5
DADLE 6.56303 −1.40095 −0.08242 −0.55754 0.03430 0.08077 5
DAGO 3.42481 2.26752 3.32135 1.53333 0.39364 −0.18805 3
DynA9 −2.14370 −2.52980 1.56920 0.06199 −0.31105 −0.06093 4
DynA11 −1.76459 −1.76269 2.87524 0.67279 −0.10279 0.16660 4
DynA13 −1.68912 −2.25739 2.67589 0.60244 −0.03417 0.16794 4
DynAA13 −3.56666 −1.56817 2.52575 0.30886 −0.11321 0.02043 4
Met-enk −0.23515 −0.57906 −0.51375 0.22497 0.00360 −0.01722 1
DynB13 −0.85486 −2.64485 1.81267 −0.06927 −0.33628 0.04186 4
â-endorph −1.99505 −0.50226 2.52819 0.28876 0.38610 −0.01400 4
DALDA 2.65449 −4.29649 −2.52405 2.10245 −0.56252 0.57465 1
CTAP −8.64881 −4.24805 −3.13553 −2.15925 −0.19259 0.10251 6
DPDPE 8.93870 −0.60145 −2.26189 −0.70663 0.34742 −0.03321 5
ICI174 0.05242 −5.16070 1.98254 −0.22740 0.19753 −0.04955 4
PLO17 0.09633 −5.23027 1.97495 −0.21865 0.22239 −0.00471 4
R-Leu-enk 7.96527 −1.32821 −1.88627 0.03077 −0.34296 0.02164 5
L-enkeph 2.32657 0.48518 −1.23225 0.05665 −0.48166 −0.18311 1
Lenkamid 2.83518 0.95343 −0.72967 −0.17806 −0.45585 −0.21976 1
human ins −2.64882 −2.89625 −0.41242 −0.34787 0.11478 −0.12309 4
porcine −2.72926 −2.93333 −0.46651 −0.35625 0.14004 −0.10869 4
lyspro ins −2.87639 −2.22205 −0.51801 −0.00418 0.23594 −0.04509 4
bovine ins −2.48166 −2.38724 −0.02859 −0.23897 0.17400 −0.1182 4

a Key to Structures reading from amine end. Lower case letters are D-enantiomer forms, (asterisks indicate ring structures): DSLET (YsGFLT); DTLET (YtGFLT);
DADLE (YaGFL); DAGO (YaG(N-Me)FG); DALDA (YrFK amide); DPDPE (Ype*GFpe*); CTAP (fC*Y-wRTP*eT amide); DynorphinA (1−9) (YGGFLRRIR); DynorphinA
(1−11) (YGGFLRRIRPK); DynorphinA (1−13) (YGGFLRRIRPKLK); Dynorphin B (1−13) (YGGFLRRQFKVVT); b-endorphin (YGGFMTSEKSQTPLVTLFKNAIKNAYKKGE);
Met5-enkephalin (YGGF(N-Me)M); Leu5-enkephalin (YGGFL); (D)-alanine-Leu5-enkephalin (YaGFL); ICI 174,864 (N,N-diallyl YAiAiFL);
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the optimum number of clusters, or types, is 6; the
tripeptides, oligoglycinates, dynorphins, enkephalins, in-
sulins, and a miscellaneous group composed of the struc-
turally unrelated CTAP, ICI 174,864, and PLO 17.

Figure 1 is a presentation of two 2-D cluster diagrams
prepared by plotting different pairs of PC values, PC1 vs
PC2 in Figure 1a, and PC3 vs PC1 in Figure 1b. The
relationship between the two figures is that the projection
of the lower diagram is from a direction that is orthogonal
to the projection for the upper diagram. Together they
represent two 2-D perspectives of a 3-D figure. Figure 1a
shows the excellent segregation of the data points over five
distinct cluster areas that encompass multiple points, and
one “area” that is but a single point, i.e., CTAP. The four
insulins and the Dynorphins appear to occupy a single
cluster in the 2-D space of Figure 1a, but on viewing the
same diagram from an orthogonal direction, Figure 1b, the
types are clearly separated in the third dimension. Future
studies should be able to exploit 3-D clustering option in a
more direct manner for even greater discriminations.

The range in values for all PC’s is very wide which
enables good spatial separation of the clusters. Limits on
the range of PC1 values are set by the Cys-Pen and Pen-
Pen disulfide linked ring peptides, CTAP and DPDPE,
which produce the greatest changes in the CD spectral data
from that of the host complex.13 Two other structural
features of CTAP make it unique. It is the only peptide in
the pool with an aromatic substituent on the amine
terminus, and that residue is also in a D-enantiomeric form.

Neuropeptides SubgroupsClustering of the 19 neu-
ropeptides subgroup is shown separately from the tripep-
tides and insulins data in Figure 2. All except CTAP and
ICI 174,864 have a Y-residue at the amine terminus. Data
points on the PC1 vs PC2 plot are segregated over three
distinct areas, plus a few individually distinct locations.
The next question is whether these areas correlate with
different protein receptor selectivities and affinities.

Three known peptide neuroreceptors, µ, δ, and κ, have
been identified in the literature.18,19 It has been proposed,

but not generally agreed upon, that there is duality in the
structures of potential µ and δ receptors. Neuropeptide
drug forms have special affinity for one or another of the
receptors. Dynorphins, for example, are structurally dis-
posed to bind to κ receptors. Some drugs are reported to
show multiplicity by binding to more than one receptor.

Beginning with the cluster outliers, CTAP is a confirmed
µ-selective antagonist. DALDA on the other hand is
considered to be the most selective µ-agonist known. Their
relative locations are consistent with the diversity in their
affinities. Distinction between PLO 17 and ICI 174,864 (a
µ-agonist and a δ-selective antagonist, respectively), how-
ever, cannot be made since the spectral evidence is that
they do not participate in ligand exchange. The host
Cu(II)-D-histidine complex, therefore, would occupy the
same coordinate position and be a natural reference point
against which to “measure” relative receptor selectivities
and affinities.

Compounds 1-5 in Figure 1 are the designer D2-
enantiomer-enkephalin analogues, DTLET, DSLET, DA-
DLE, a2-Leu5-enkephalin, and DPDPE, respectively. These
are recognized δ-receptor drugs. Structurally DADLE is the
enantiomer of a2-Leu5-enkephalin because of the inversion
of the chirality at the acid terminus. The chirality change
appears to have little effect on their proximity in the cluster
which might have been expected since it is located so far
from the amine terminus which is the primary point
contact between the ligand and the host metal complex.
DALDA fits the description of a D2-enantiomerically sub-
stituted enkephalin, yet it lies outside the “δ-receptor
cluster”. The result is consistent with the fact that DALDA
favors binding to a µ-neuroreceptor (vide supra). Its
absence from the “δ-receptor cluster” might be related to
its being the only tetramer in the class.

The two natural Leu5-enkephalins 9 and 10, in which
all residues are L-enantiomer forms, also show a preference
for δ-receptors.18,19 Their coordinates, however, are quite
remote from the designer D2-enkephalins “δ-receptor clus-
ter”. Effects of enantiomeric substitutions at amino acid

Figure 1s(a) Correlation of PC1 vs PC2 (Table 1) derived from the PCA of
the correlation of Y matrix for the 35 peptides used for the model. Individual
clusters are associated with (+) GGX tripeptides; (x) oligoglycinates and non-
GGX tripeptides; (b) enkephalins; (≤) Dynorphins; (9) insulins (black); and
(+) D2-modified enkephalins. (b) Correlation of PC3 vs PC2 from the same
source. The perspective is from a direction that is at right angles to the
projection in part a. The same markers are used to designate the peptides by
type. The special reason for part b is to demonstrate that the Dynorphins and
the insulins are separable in the third dimension.

Figure 2sRepeat of the correlation of Figure 1a drawn exclusively for the 19
neuropeptides only. Cluster outliers are identified by name. Coordinates for
the host D-histidine complex would correspond with the coordinates for PLO
17 and ICI 174,864. The δ-receptor cluster consists of (1) DTLET; (2) DSLET;
(3) DADLE; (4) a2-Leu5-enkephalin; and (5) DPDPE. The µ-receptor cluster
consists of (6) DAGO; (7) Met5-enkephalin; and â-endorphin. The alternate
δ-receptor cluster is comprised of (9) Leu5-enkephalin and (10) Leu5-enkephalin
amide. The κ-cluster of the Dynorphins consists of (11) B (1−13); (12) A
(1−13); (13) A (1−9); (14) A (1−11); and (15) A (1−13) amide.
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terminus residues may be a factor in proposing that there
is structure multiplicity among neuroreceptors and among
agonists.

DAGO (6) is yet another designer D2-substituted en-
kephalin whose location is remote from the “δ-receptor
cluster”. Its spectral properties and PC coordinates place
it in an entirely different cluster with Met5-enkephalin (8)
and â-endorphin (7) which are µ-receptors. DAGO is also
classified as a µ-receptor agonist.18,19 The locations of the
Met5 analogue, â-endorphin, and DAGO together define the
“µ-receptor cluster” space. Structurally what DAGO and
Met5-enkephalin have in common is an N-Me substituent
on the third and fourth residues, respectively. The sub-
stituent lies outside the plane of the primary tetragonal
coordination sphere of the Cu(II) ion complex and as such
adds a new chirality dimension to the ligand-ligand
interactions. The observation that DAGO is a confirmed
µ-receptor agonist and associates itself in space with two
other µ-receptors, while its structure would suggest oth-
erwise, is perhaps the most compelling reason for believing
that a calibration model has been identified that could be
the genesis of a QSAR model for predicting the receptor
selectivities of new peptide drug forms.

As a general rule, Dynorphins bind to the κ-receptor.18,19

All five included here form a tight single “κ-receptor cluster”
which we suspect is related to their having identical initial
sequences and a diminished outer-sphere involvement with
the first coordination sphere of the metal complex. In close
juxtaposition to the Dynorphins is the 30-residue â-endor-
phin which has the same sequence as the Dynorphins over
the first four residues. Areas where the clusters impinge
or intersect are conceivably indicators of possible duality
in receptor binding functions.

The preliminary calibration model has provided some
encouraging results. As more neuropeptides are added to
the data pool, the boundaries and the compositions of the
clusters will necessarily change. A much larger data pool
is required before the predictive capabilities of the model
can be critically and confidently tested.

Summary
An idea for a potential QSAR model for peptide drug

substances is described. The model is based upon visible
range CD data measured for a series of mixed Cu(II)-
(D-histidine-peptide) complexes. Spectral responses to the
ligand substitution reactions are a function of the identities
of the coordinating bases in the analyte ligands and of the
extended 3-D solution structure of the peptides. The model
differs from other QSAR models in that longer range
intermolecular forces that contribute to receptor-agonist
interactions are a tangible part of the model. The value of
the model as a predictive tool is still uncertain because the
number of objects is still very small. It is quickly and easily
expandable as other neuropeptides become available. The
focus here was on neuropeptides. Drugs whose pharmaco-
logical functions are different will, in all likelihood, be
treated as separate entities in cluster diagrams that are
specific to each category or type.
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Abstract 0 The aqueous solubility of triclosan is only about 10 µg/
mL. This very low solubility can hamper its biological activity in the
oral cavity, which could explain the mixed clinical results obtained
from triclosan toothpaste trials. Triclosan availability in a silica-based
toothpaste was improved through cyclodextrin solubilization. The
triclosan in vivo availability was optimized through a series of phase-
solubility studies and triclosan release studies. It was found that in
toothpastes, natural â-cyclodextrin (âCD) was just as good a solubilizer
as the more water-soluble âCD derivatives. Furthermore, the amount
of cyclodextrin could be reduced by as much as 60% through the
addition of a small amount of carboxymethylcellulose (CMC), without
affecting triclosan release from the toothpaste. Optimally, cyclodextrins
resulted in an almost 3-fold enhancement of triclosan availability
compared to an identical toothpaste containing no cyclodextrin. In
vivo studies in humans showed that replacing triclosan with triclosan/
âCD in the toothpaste resulted in only moderate improvement in
triclosan substantivity. However, replacing triclosan with triclosan/âCD/
CMC complex resulted in significant improvement in triclosan sub-
stantivity. Furthermore, the in vivo studies showed that replacing free
triclosan with triclosan/âCD/CMC complex resulted in an almost 3-fold
increase in initial triclosan concentration in saliva after brushing and
about 2-fold increase in duration of activity.

Introduction
Addition of antibacterial agents to oral care products is

an effective way for preventing bacterial plaque formation
on tooth surfaces and consequent formation of gingivitis.1-3

However, the antiplaque activity of an antibacterial agent
is not solely related to in vitro antimicrobial activity. Other
factors, such as the availability of the antibacterial agent
in the oral product and its substantivity in the mouth (i.e.,
the magnitude and duration of antibacterial effect in saliva)
appear to be important parameters.3,4 The release rate of
the antibacterial agent from the oral care product into the
aqueous salvia and consequent partition of the agent into
the lipophilic intraoral sites can be a crucial factor for
effective plaque inhibitation. Furthermore, the concentra-
tion of the antimicrobial agent in saliva must be above the
minimal inhibitory concentration to exert a bacteriostatic
effect. Thus, to ensure a bacteriostatic concentration, the
antibacterial agent must be soluble in the aqueous saliva
and, at the same time, the agent must be lipophilic to be
able to partition from salvia into the lipophilic intraoral
sites. Cationic antibacterial agents which exhibit prolonged
substantivity in the mouth, such as chlorhexidine, are

among the most effective antiplaque agents available.
However, their incompatibility with anionic surfactants,
staining of teeth and disturbances of taste have limited
their usage in oral care products.

Triclosan (Figure 1) is a lipophilic, water-insoluble
antibacterial agent which is commonly added to tooth-
pastes, and other oral care products, as a dental antiplaque
agent. In general, the availability and substantivity of
triclosan is significantly less than those of chlorhexidine
and, thus, triclosan is a less effective antiplaque agent than
chlorhexidine.5 However, formulations which improve the
availability and/or substantivity, such as triclosan contain-
ing liposomes6 and triclosan/copolymer dentifrice,7 can
significantly improve the antiplaque effect. It has been
shown that good delivery of an antiplaque agent, such as
triclosan, requires a highly optimized formulation.8

Cyclodextrins are cyclic oligosaccharides with a lipophilic
central cavity and hydrophilic outer surface. Cyclodextrins
are able to form complexes with lipophilic water-insoluble
compounds by taking up the compound, or more frequently
some lipophilic moiety of the compound, into the cavity.
No covalent bonds are formed or broken during the complex
formation, and free (i.e., unbound) molecules are in equi-
librium with molecules bound in the complex.9,10 Cyclo-
dextrins increase the delivery of lipophilic, water-insoluble
drugs into biological membranes by increasing the drug
availability at the hydrated surface of the membrane.11 The
most common natural cyclodextrins are R-cyclodextrin
(RCD), â-cyclodextrin (âCD), and γ-cyclodextrin (γCD),
which consist of six, seven, and eight glucopyranose units,
respectively. These natural cyclodextrins, in particular
âCD, and their complexes have limited aqueous solubility.
Therefore, numerous water-soluble cyclodextrin derivatives
have been synthesized. The complexation efficacy of cyclo-
dextrins is rather low and, thus, relatively large amounts
of cyclodextrins are frequently needed to solubilize small
amounts of a lipophilic, water-insoluble compound. It is
possible to enhance both the aqueous solubility of the
complexes and the complexation efficacy by adding small
amounts of a water-soluble polymer to the aqueous com-
plexation media.12 The bioavailability of lipophilic drugs
in aqueous cyclodextrin solutions is, in general, improved
by addition of the polymers. The purpose of this study was
to enhance the availability and substantivity of triclosan
through cyclodextrin complexation.

Materials and Methods

MaterialssTriclosan was purchased from Ciba-Geigy (Greens-
boro, NC). â-Cyclodextrin (âCD), γ-cyclodextrin (γCD), and ran-
domly methylated â-cyclodextrin (RMâCD), with a degree of
substitution of 1.8, were purchased from Wacker-Chemie (Munich,
Germany). R-Cyclodextrin (RCD) was obtained from Nihon Shoku-
hin Kato Co. (Tokyo, Japan) and 2-hydroxypropyl-â-cyclodextrin
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(HPâCD), with a degree of substitution 2.9, from Janssen Biotech
N.V. (Olen, Belgium). Maltosyl â-cyclodextrin (MâCD) was kindly
donated by Ensuiko Sugar Refining Co. (Yokohama, Japan) and
sulfobutyl ether â-cyclodextrin sodium salt (SBEâCD) by CyDex
Inc. (Overland Park, KS). Hydroxypropyl methylcellulose Ph.Eur.′97
(HPMC) was purchased from Mecobenzon (Copenhagen, Den-
mark), and poly(vinylpyrrolidone) (PVP) of molecular weight
40 000 and carboxymethylcellulose sodium salt (CMC), low viscos-
ity, from Sigma Chemical Co. (St. Louis, MO). All other chemicals
used in this study were of reagent or analytical grade and obtained
from commercial sources.

The silica-based dentifrice used throughout this study consisted
of hydrated silica, sorbitol, glycerine, water, sodium lauryl sulfate,
tetrapotassium and tetrasodium pyrophosphate, carbomer, poly-
(ethylene glycol), sodium phosphate, sodium saccharine, sodium
fluoride, and xanthan gum.

Solubility DeterminationssAn excess amount of triclosan
was added to each of the aqueous unbuffered cyclodextrin solu-
tions. The pH of the solutions was between 5 and 6. The solutions
were then heated in an autoclave in sealed vials to 121 °C for 20
min. After cooling to room temperature (22-23 °C), a small
amount of solid triclosan was added to each vial to promote
triclosan precipitation. Then the suspensions were allowed to
equilibrate for 5 days at room temperature. After equilibration
was attained, an aliquot of each suspension was filtered through
a 0.45 µm membrane filter, diluted with the mobile phase, and
analyzed by HPLC. Each experiment was performed three times,
and the results are presented as the mean ( standard deviation
(SD).

Preparation of the Dry Triclosan/âCD Complex Powders
The dry complex was prepared by heating a suspension of triclosan
and âCD in an aqueous 0.5% (w/v) CMC solution, or an aqueous
solution containing from 0.0 to 1.0% CMC, in an autoclave for 40
min. This was followed by equilibration, at room temperature (22-
23 °C) for at least 3 days, and lyophilization.

Preparation of Triclosan/Cyclodextrin-Containing Tooth-
pastesCyclodextrin solutions were made by dissolving suitable
amount of cyclodextrin (the amount was calculated from the phase-
solubility studies) in water or the aqueous polymer solutions.
Solutions containing lower and higher cyclodextrin concentrations
were also made, altogether 10 different solutions/suspensions for
each cyclodextrin derivative. An appropriate amount of triclosan
was then added to each solution, and these were heated (120-
140 °C) in an autoclave for 40 min. The solutions were allowed to
equilibrate for 2 days. A triclosan/cyclodextrin solution/suspension
(7.255 g) was then mixed thoroughly with 42.745 g of the silica-
based dentifrice resulting in 50 g of toothpaste containing 0.28%
(w/w) triclosan. Alternatively, an appropriate amount of lyophilized
triclosan/âCD was mixed with 42.705 g of the silica-based denti-
frice and water added ad 50 g. After mixing, the samples were
allowed to equilibrate for at least 1 day before the triclosan
availability was evaluated.

Triclosan Availability EvaluationssThe effect of the tri-
closan/cyclodextrin complex on the permeability of triclosan
through a semipermeable cellophane membrane molecular weight
cutoff 6 000-8 000 (Spectra/Pore, Fisher Scientific, Pittsburgh, PA)
was investigated. The membrane was placed in a Franz diffusion
cell (Vangard International Inc., Neptune, NJ) containing 12 mL
of an aqueous isotonic pH 7.4 phosphate buffer solution containing
5% (w/v) HPâCD (to solubilize triclosan) and additional 2% (w/v)
sodium chloride (to obtain isotonicity with the toothpaste) as a
receptor phase. The donor phase consisted of 3 mL of the
toothpaste which was applied to the membrane surface (area 3.14
cm2). The triclosan concentration in the toothpaste was 0.28% (w/
w). The assembled diffusion cells were kept at room temperature
(about 23 °C), and samples (30 µL) were removed from the donor
phase and analyzed by HPLC. The triclosan flux was obtained by
plotting the amount of triclosan which went through the mem-
brane against time. The results presented are the means of two
experiments.

Triclosan Substantivity EvaluationssSix healthy volun-
teers (5 males and 1 female), who were not either pregnant,
receiving antimicrobial therapy, or had dental disease, were
recruited for this part of the study. Sampling was separated by at
least 2 days, and all the volunteers used a nontriclosan toothpaste
throughout the study, with at least a two-day wash-out period
prior to commencing the study. Participants were not allowed to
brush their teeth for at least 2 h prior to the test occasion.

For each product evaluation, each participant gave an initial
saliva sample prior to brushing with the sample toothpaste, to
confirm the absence of triclosan. Each brushed for 1 min with 1.5
g of the test toothpaste and then rinsed the mouth with 20 mL of
deionized water. Unstimulated saliva samples were then taken
at 10, 20, and 60 min postbrushing. The saliva was weighed into
10 mL volumetric flasks, 4 mL of methanol and 2 mL of the HPLC
mobile phase were added, and the sample was mixed and made
to volume with methanol. Finally, the sample was filtered through
a 0.45 µm membrane filter and analyzed by HPLC.

HPLC Analysis of TriclosansThe quantitative determination
of triclosan was performed on a high performance liquid chro-
matographic (HPLC) component system from Merck Hitachi
(Dramstadt, Germany), consisting of a pump (model no. L-6200A)
operated at 1.5 mL/min, autosampler (model no. L-7200) with
injection volume adjusted to 20 µL, LiChrosorb RP-18 (125/4 mm,
5 µm) column, UV/vis detector (model no. L-4200) operated at 283
nm, and an integrator (model no. D-2500). The mobile phase
consisted of acetonitrile and 40 mM aqueous pH 3.0 disodium
hydrogen phosphate (50:50). A standard curve was determined for
each run.

Results
Cyclodextrin Solubilization of TriclosansIn the

preliminary studies all the cyclodextrins tested, except the
natural γCD, formed water-soluble complexes with tri-
closan. However, RCD had much less solubilizing effect
than the âCDs and, thus, only the natural âCD and its
derivatives were studied further (Table 1). The natural
âCD and its triclosan complex have very limited solubility
in water. The âCD derivatives, i.e., RMâCD, SBEâCD,
HPâCD, and MâCD, formed water-soluble complexes with
triclosan, and, frequently, addition of a water-soluble
polymer increased the solubilizing effect of the cyclodextrin.
All the âCD derivatives formed linear phase-solubility

Figure 1sThe structure of triclosan, mol wt 289.54, pKa 7.9.

Table 1sTriclosan Solubility in Aqueous 5.0% (w/v) Cyclodextrin
Solution (mean ± SD, n ) 3) with or without 0.20% (w/v) Polymera

cyclodextrin and polymer solubility of triclosan (mg/mL)

RCD in water (no polymer) 0.32 ± 0.00
RCD in aqueous PVP solution 0.29 ± 0.00
RCD in aqueous CMC solution 0.43 ± 0.00
RCD in aqueous HPMC solution 0.44 ± 0.00
âCD* in water (no polymer) 0.09 ± 0.00
âCD* in aqueous PVP solution 0.07 ± 0.01
âCD* in aqueous CMC solution 0.09 ± 0.00
âCD* in aqueous HPMC solution 0.21 ± 0.01**
HPâCD in water (no polymer) 1.75 ± 0.03
HPâCD in aqueous PVP solution 1.60 ± 0.02
HPâCD in aqueous CMC solution 1.78 ± 0.01
HPâCD in aqueous HPMC solution 1.42 ± 0.02
MâCD in water (no polymer) 0.65 ± 0.01
MâCD in aqueous HPMC solution 0.98 ± 0.00
RMâCD in water (no polymer) 1.39 ± 0.02
RMâCD in aqueous PVP solution 1.37 ± 0.02
RMâCD in aqueous CMC solution 1.52 ± 0.02
RMâCD in aqueous HPMC solution 3.70 ± 0.08
SBEâCD in water (no polymer) 2.14 ± 0.03
SBEâCD in aqueous PVP solution 2.07 ± 0.06
SBEâCD in aqueous CMC solution 2.15 ± 0.01
SBEâCD in aqueous HPMC solution 2.22 ± 0.06

a *The solubility of âCD in water is 1.85% (w/v). âCD formed a 5% (w/v)
suspension before addition of triclosan. **The water-soluble polymers can
increase the aqueous solubility of âCD and its complexes.
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diagrams, indicating that one cyclodextrin molecule forms
a complex with one triclosan molecule (i.e., 1:1 complexes)13

(Figure 2). The amount of cyclodextrin needed to solubilize
triclosan in the toothpaste formulations was estimated
from these and comparable phase-solubility diagrams.

Evaluation of Triclosan Availability in Toothpaste
FormulationssOn the basis of previous investigations,
it can be assumed that the triclosan availability in the
toothpaste formulations will be at its maximum when just
enough cyclodextrin is used to solubilize triclosan in the
toothpaste. Addition of too much or too little cyclodextrin
will result in less than optimum triclosan availability.11,12

The approximate amounts of the various cyclodextrins
needed to dissolve 0.28% (w/w) triclosan in the toothpaste
formulations was estimated from phase-solubility dia-
grams of triclosan in aqueous cyclodextrin solutions. Since
the various constituents of the toothpaste formulation will
interfere with the complexation, final adjustments of the
cyclodextrin concentrations had to be based on the rate of
triclosan release from the triclosan/cyclodextrin-containing
toothpastes. Figure 3 shows a representative release profile
observed as the flux of triclosan from the toothpaste
through a semipermeable cellophane membrane. The maxi-
mum triclosan flux and the optimum cyclodextrin concen-
tration from toothpastes containing 0.28% (w/w) triclosan
and the various cyclodextrins is shown in Table 2. Opti-
mally, the cyclodextrins resulted in 2- to 3-fold flux
enhancement compared to toothpaste containing no cyclo-
dextrin, i.e., addition of triclosan/cyclodextrin complexes
to the toothpaste formulations resulted in 2- to 3-fold
enhancement of the triclosan availability. Surprisingly,
although âCD and its triclosan complex have limited

solubility in pure water, addition of triclosan/âCD com-
plexes to the toothpaste resulted in significant enhance-
ment of the triclosan availability. Furthermore, addition
of CMC reduced significantly the amount of âCD needed
to enhance the triclosan availability.

The effect of âCD concentration on the flux of triclosan
from toothpaste formulations was investigated. During
preparation of the dry triclosan/âCD complex powder, the
CMC concentration was kept constant at 0.50% (w/v), but
the âCD concentration was varied. The dry complex powder
was then mixed into the toothpaste resulting in 0.28% (w/
w) triclosan concentration in the final toothpaste formula-
tion. The triclosan availability in the toothpaste was
evaluated by determining the triclosan flux from the
toothpaste through a semipermeable cellophane membrane
(Figure 4). As can be seen in Figure 5 the optimum âCD
concentration was 3% (w/v). Then the optimum polymer
concentration was determined. Triclosan/âCD complexes
were prepared in aqueous solutions containing from 0.00
to 1.00% (w/v) CMC. The âCD concentration and the
triclosan concentration were kept constant in the final
toothpaste formulation, at 3.0% (w/w) and 0.28% (w/w),
respectively (Figure 6). Maximum triclosan flux (i.e.,
maximum triclosan availability) was obtained when the
CMC concentration during preparation of the triclosan/âCD
complex was between 0.10 and 0.20% (w/v). No further

Figure 2sThe phase-solubility diagrams of triclosan in aqueous cyclodextrin
solutions at 22 °C. HPâCD (O), SBEâCD sodium salt (0), RMâCD (]), and
MâCD (∆).

Figure 3sThe triclosan flux from a toothpaste as a function of cyclodextrin
concentration, RMâCD without polymer (O), RMâCD containing 0.2% HPMC
(∆). The initial triclosan concentration in the toothpaste was 0.28% (w/w).

Table 2sThe Flux of Triclosan from the Toothpastes at Optimum
Cyclodextrin Concentrationa

cyclodextrin
cyclodextrin concn

(% w/w)
flux

(mg/cm2/h) flux ratiob

RCD 7.30 1.91 × 10-3 1.9
RCD with PVP 7.30 1.50 × 10-3 1.5
âCD 7.30 2.10 × 10-3 2.1
âCD with CMC 3.00 2.20 × 10-3 2.2
HPâCD 4.64 2.27 × 10-3 2.3
HPâCD with PVP 6.09 2.26 × 10-3 2.3
SBEâCD 6.09 0.57 × 10-3 0.6
SBEâCD with PVP 4.64 1.31 × 10-3 1.3
RMâCD 5.37 2.01 × 10-3 2.0
RMâCD with CMC 5.22 2.48 × 10-3 2.5

a The triclosan concentration in the toothpastes was in all cases 0.28%
(w/v). In some cases 0.20% (w/v) polymer was added during the triclosan/
cyclodextrin complex formation. The flux was determined at 22 to 23 °C.
b The flux divided by the triclosan flux obtained from a toothpaste containing
no cyclodextrin (0.99 × 10-3 mg/cm2/h).

Figure 4sRepresentative figure which shows the release of triclosan from
toothpastes containing no âCD or CMC (2), triclosan/âCD complex (9), or
triclosan/âCD/CMC complex (b) through a semipermeable cellophane
membrane at 22 to 23 °C. The triclosan concentration toothpaste was kept
constant at 0.28% (w/w). The âCD concentration in the toothpaste was 3.0%
(w/w) when it was present in the toothpaste. When CMC was present, the
CMC concentration was kept at 0.50% (w/v) during the preparation of the
triclosan/âCD/CMC complex.

1256 / Journal of Pharmaceutical Sciences
Vol. 88, No. 12, December 1999



increase in the triclosan flux was observed from complexes
prepared at higher CMC concentrations.

Triclosan Substantivity EvaluationssFigure 7 shows
the effect of cyclodextrin complexation of the triclosan
saliva concentration time profile after brushing with
toothpastes containing four different triclosan formula-
tions. The area under the curves (AUC) from 0 to 60 min
gives a rough estimate of how much triclosan is initially
retained in the mouth after brushing. Replacing triclosan
by triclosan/âCD complex or triclosan/HPâCD complex

results in about 10% increase in AUC, indicating only
minor improvement of the triclosan retention in the mouth.
This was partly due to somewhat shorter duration, i.e.,
faster triclosan clearance, after brushing with the triclosan/
cyclodextrin-containing toothpastes. However, replacing
triclosan by triclosan/âCD/CMC complex resulted in about
80% increase in the AUC. Furthermore, the duration of
the antibacterial effect was improved significantly upon
replacing triclosan with the triclosan/âCD/CMC complex.
Thus, formulation of triclosan in the toothpaste as a
triclosan/âCD/CMC complex improves significantly the
substantivity of triclosan in the mouth. The minimum
inhibitory concentration (MIC) of triclosan versus a variety
of oral bacteria is e10 ppm.8,14

Discussion
Through cyclodextrin complexation it is possible to

increase the aqueous solubility of lipophilic, water-insoluble
drugs, and other lipophilic compounds, without changing
their molecular structure. That is, the cyclodextrins do not
affect their intrinsic abilities to permeate into lipophilic
biological membranes or interact with pharmacological
receptors. The cyclodextrin molecules are relatively large
(molecular weight ranging from almost 1000 to over 1500),
with a hydrated outer surface, and under normal condi-
tions, cyclodextrin molecules will only permeate biological
membranes with considerable difficulty.15,16 It is thought
that cyclodextrins act as true carriers by keeping hydro-
phobic molecules in solution and delivering them to the
surface of a lipophilic biological membrane, e.g., the oral
mucosa, where they partition into the membrane.11,16,17 The
relatively lipophilic membrane has low affinity for the
hydrophilic cyclodextrin molecules, and therefore they
remain in the aqueous membrane exterior, e.g., the aque-
ous mucus layer or saliva. However, simply adding cyclo-
dextrins to aqueous dentifrice formulations will not auto-
matically result in enhanced triclosan penetration through
the aqueous mucus layer into the lipophilic mucosa.
Frequently, formation of cyclodextrin complexes results in
decreased availability of an antibacterial agent.16 Addition
of small amounts of water-soluble polymers to aqueous
cyclodextrin solution and heating increase the cyclodextrin
complexation of lipophilic, water-insoluble compounds. The
polymers do not only increase the complexation but also
increase the availability of the compound in the cyclodex-
trin-containing formulation.12,18 Furthermore, in the present
formulation, addition of the ionized CMC prevented the
formation of association colloids, resulting in clear triclosan
cyclodextrin solutions. It is well-known that the polymers,
such as carbohydrates, form complexes with mono- and
oligosaccharides as well as with numerous other com-
pounds.19 Such interactions will influence the physico-
chemical properties of both the polymers and the saccha-
rides. For example, carbohydrates are known to enhance
the solubilizing abilities of surfactants.12 In this present
study the polymers enhanced the triclosan release rate
from cyclodextrins (Figure 4) and the triclosan retention
in the buccal area (Figure 7). Macromolecules, such as
CMC, and their complexes are washed more slowly from
biological surfaces than comparable smaller molecules. This
could explain, at least partly, the enhanced triclosan
retention observed when the simple triclosan/âCD complex
in the toothpaste is replaced by the triclosan/âCD/CMC
complex.

The availability of triclosan in the silica-based toothpaste
formulation was optimized through a series of solubility
studies in aqueous cyclodextrin solutions as well as through
a series of triclosan release studies from the toothpaste
through a cellophane membrane. Cyclodextrin formed 1:1

Figure 5sThe effect of âCD concentration in the toothpaste formulation of
the flux of triclosan through a semipermeable cellophane membrane at 22 to
23 °C. The triclosan concentration was kept constant at 0.28% (w/w), and
CMC concentration was kept at 0.50% (w/v) during the preparation of the
triclosan/âCD complex.

Figure 6sThe effect of CMC concentration during preparation of the complex
on the flux of triclosan from the toothpaste through a semipermeable cellophane
membrane at 22 to 23 °C. The triclosan concentration was kept constant at
0.28% (w/v), and the âCD concentration was kept constant at 3.0% (w/v) in
the toothpaste.

Figure 7sThe triclosan concentration in saliva (mean ± SEM, n ) 6) at
various times after brushing with toothpaste containing free triclosan (no
cyclodextrin or polymer complex) (O), triclosan/âCD complex without polymer
(9), triclosan/HPâCD complex without polymer (∆), and triclosan/âCD/CMC
complex (b).
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complexes with âCD and its derivatives. The availability
of triclosan (i.e., the triclosan release rate) was improved
significantly in the toothpaste formulation although the
triclosan/âCD complex has limited solubility in pure aque-
ous solutions. This enhanced availability could be due to
the solubilizing effects of the surfactants used in the
formulation. Through addition of the water-soluble polymer
CMC, it was possible to reduce the amount of âCD in the
formulation by as much as 60% without affecting the
triclosan availability (i.e., the release rate from the tooth-
paste). The result was a silica-based toothpaste containing
0.28% (w/w) triclosan and only 3.0% (w/w) âCD, or only
30-50 mg of âCD per brushing.

It has been suggested that the salivary concentration
decline of an agent, such as triclosan, after using a
dentifrice containing the agent follows first-order kinetics
which can be described by the following equation:20-22

where Ct is the concentration of the agent at time t, C0 is
the initial concentration of the agent (i.e., the concentration
at t equal to zero), F is the saliva flow rate, and V is the
volume of saliva in the mouth. Other investigators have
fitted triclosan salivary elimination to a two-phase model
(i.e., a two-compartment open model):2,8

where the initial concentration of dissolved triclosan is the
sum of A and B (i.e., C0 ) A + B), and R and â are hybrid
first-order rate constants for the distribution phase and
elimination phase, respectively. The distribution phase
represents the rapid initial decline in the salivary triclosan
concentration due to simultaneous (a) adsorption and
absorption of the lipophilic triclosan to and into the oral
mucosa, plaque, and other intraoral sites, and (b) triclosan
elimination with saliva as described by eq 1. The elimina-
tion phase represents the somewhat slower decline in the
salivary triclosan concentration after equilibrium has been
reached between triclosan in saliva and triclosan in the
various intraoral sites. According to both models, high
initial concentration of triclosan dissolved in saliva should
result in high oral substantivity. However, it has been
shown that the concentration of triclosan at the site of
biological action (i.e., in the oral mucosa or plaque) is more
relevant to clinical activity than the salivary concentration
profiles.4 Triclosan must be in a hydrophilic, water-soluble
form to be able to penetrate the aqueous mucous layer to
the surface of the mucosa (and other intraoral sites), but
at the same time triclosan must be in a lipophilic form to
be able to partition into mucosa and its sites of action. High
initial salivary concentration of available (i.e., dissolved)
triclosan (or more precisely, high triclosan activity) will
enhance triclosan delivery to the various oral triclosan
reservoirs and its sites of action.

Formulating triclosan as a water-soluble triclosan/âCD/
CMC complex resulted in high initial triclosan concentra-
tion and a high oral triclosan substantivity. At 10 min the
triclosan salivary concentration was determined to be 13
ppm when the toothpaste contained free triclosan (i.e.,
without cyclodextrin), which is comparable to reported
triclosan salivary levels after brushing with other triclosan-
containing dentifrices8 but at the same time point the
triclosan concentration was 30.0 ppm when the toothpaste
contained the triclosan/âCD/CMC complex. The profile
could be fitted to a two-phase model with a short distribu-
tion phase (t1/2 ≈ 0.3 h) and extended elimination phase
(t1/2 between 1 and 2 h). The duration of activity, based on
MIC of 10 ppm, was extended from about 0.7 h (free

triclosan) to about 1.5 h (triclosan/âCD/CMC complex).
Thus, replacing free triclosan with the triclosan/âCD/CMC
complex resulted in almost 3-fold increase in C0 and about
2-fold increase in the duration of activity.
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Abstract 0 The objective of this study was to identify the important
factors that determine plasma concentrations of diphenhydramine
(DPHM) in the mother and the fetus after maternal as well as fetal
steady-state drug administration. Inter-relationships were evaluated
between maternal and fetal placental and nonplacental clearances,
plasma protein binding, and steady-state plasma concentrations of
DPHM among data obtained from 18 pregnant sheep during late
gestation. The major determinant of plasma DPHM concentrations in
the mother after maternal as well as fetal administration appears to
be maternal plasma protein binding and maternal nonplacental
clearance. In contrast, the major determinant of fetal plasma DPHM
concentrations after maternal drug administration was the extent of
fetal first-pass hepatic drug uptake from the umbilical vein. However,
after fetal drug administration, the fetal plasma concentrations were
related to the extent of fetal plasma protein binding and fetal placental
and nonplacental clearances. The index of fetal-to-maternal placental
drug transfer after fetal drug administration (steady-state maternal-
to-fetal plasma concentration ratio) was related to steady-state fetal
plasma unbound fraction and fetal placental and nonplacental
clearance. However, this index was not related to the magnitude of
the factors operating on the maternal side of the placenta such as
maternal plasma protein binding and maternal nonplacental clearance.
This might indicate a lack of complete equilibration of the unbound
drug concentrations on the two sides of the placenta at the exchange
site.

Introduction
Although the kinetics of placental transfer of most drugs

appear to follow the principles of simple diffusion across
biological membranes, the extent and time course of fetal
drug exposure are not related solely to the ease of placental

drug transfer. Instead these are the result of a complex
interplay between the kinetics of placental drug transfer
as well as many other factors related to maternal and fetal
components of the pregnant unit. These include the relative
extent of maternal and fetal plasma protein binding of the
drug, the efficiency of maternal and fetal drug elimination
via metabolism or renal excretion, and recirculation of the
drug between amniotic and allantoic fluid compartments
and the fetal circulation.1,2 The measurement of area under
the fetal plasma concentration vs time curve (AUC) or
steady-state concentration after maternal drug administra-
tion, although a clinically useful index of the extent of fetal
drug exposure, does not provide any information about the
different factors determining its magnitude. The computa-
tion of maternal and fetal placental and nonplacental
clearances according to a two-compartment pharmacoki-
netic model after separate maternal and fetal steady-state
drug administration provides a more detailed insight into
various factors determining fetal drug exposure (Figure 1).3
This pharmacokinetic modeling essentially partitions the
complex array of these pharmacokinetic factors into three
main categories, i.e., factors related to the placenta (ma-
ternal and fetal placental clearance), the mother (maternal
nonplacental clearance), and the fetus (fetal nonplacental
clearance). Thus, it is possible to separately examine the
effect of various physicochemical (e.g., drug lipophilicity
and pKa, etc.), and maternal and fetal biological variables
(e.g., plasma protein binding, placental blood flows, drug
metabolism capacity) on these three categories of pharma-
cokinetic factors and the resultant effects on fetal drug
exposure. This makes it feasible to determine the relative
importance of each pharmacokinetic variable in determin-
ing fetal exposure to a particular drug, and to make
comparisons among different drugs in terms of the most
important factor(s). However, a detailed analysis of the
importance of various placental, maternal, and fetal phar-
macokinetic factors in determining fetal drug exposure has
rarely been performed for any drug.

Diphenhydramine or 2-(diphenylmethoxy)-N,N-dimethyl-
amine (DPHM) is a potent histamine H1-receptor antago-
nist. It has been widely used during human pregnancy for
the treatment of nausea and vomiting, insomnia, allergic
rhinitis, and common coughs and colds. Previous studies
in our laboratory, using chronically instrumented pregnant
sheep, demonstrated that DPHM readily crosses the ovine
placenta and is eliminated from the fetus via both placental
and nonplacental routes.4 In continuation of these studies,
we have utilized DPHM as a model high-clearance drug
that undergoes rapid and extensive placental transfer, to
examine the factors affecting different aspects of maternal-
fetal drug disposition of this class of compounds. This
includes the study of comparative maternal-fetal drug
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clearance,4 in utero fetal hepatic drug uptake and its
relation to fetal drug clearance,5 and in utero functional
capacity of fetal drug metabolism pathways compared to
the mother.6 As part of these studies, we have determined
DPHM placental and nonplacental clearances in 18 preg-
nant sheep during the final two weeks of their gestation.
In the current study, we have retrospectively examined the
inter-relationships between maternal and fetal clearances
(placental and nonplacental) and plasma concentrations of
DPHM among the data obtained from the above three
studies in order to identify the most important factor(s)
determining these concentrations after maternal as well
as fetal drug administration.

Experimental Section
Animals and Surgical PreparationsA total of 18 pregnant

sheep were employed in these studies. All studies were approved
by the University of British Columbia Animal Care Committee,
and the procedures performed on sheep conformed to the guide-
lines of the Canadian Council on Animal Care. The detailed
surgical procedures employed have already been described in
previous publications.4-6 Briefly, 18 pregnant Dorset Suffolk cross-
bred ewes, with a maternal body weight of 76.9 ( 12.6 kg (mean
( SD), were surgically prepared between 115 and 129 days
gestation (term ∼145 days). Surgery was performed aseptically
under halothane (1-2%) and nitrous oxide (60%) anesthesia
(balance O2), following induction with intravenous (iv) sodium
pentothal (1 g) and intubation of the ewe. Polivinyl or silicone
rubber catheters (Dow Corning, Midland, MI) were implanted in
both fetal femoral arteries and lateral tarsal veins and a maternal
femoral artery and vein. Catheters were also implanted in the fetal
carotid artery (n ) 4), common umbilical vein (n ) 2), fetal trachea
(n ) 18), fetal urinary bladder (via a suprapubic incision, n ) 5),
and the amniotic cavity (n ) 18) for purposes unrelated to this
manuscript. In some animals, electrodes (Cooper Corporation,
Chatsworth, CA) were implanted biparietally on the dura to record
the fetal electrocorticogram (ECoG). In four of the animals, a
transit-time 4SB blood flow transducer (Transonic Systems, Inc.,
Ithaca, NY) was placed around the common umbilical artery to
measure umbilical blood flow. The catheters, electrodes, and flow
transducer cables were tunneled subcutaneously and exteriorized
via a small incision on the flank of the ewe and were stored in a
denim pouch when not in use. All catheters were flushed daily
with approximately 2 mL of sterile 0.9% sodium chloride contain-
ing 12 units of heparin/mL to maintain catheter patency. Intra-
muscular injections of ampicillin 500 mg were given to the ewe
on the day of surgery and for 3 days postoperatively. Ampicillin
(500 mg) was also given via the amniotic cavity immediately
following surgery and daily thereafter. Following surgery, animals
were kept in holding pens with other sheep and were given free
access to food and water. The sheep were allowed to recover for
4-8 days prior to experimentation.

ProtocolsAll experiments were conducted between 124 and
140 days gestation. A total of 31 experiments were conducted in
18 pregnant sheep. Each animal received one of the following:

(1) A 90 min separate maternal and fetal steady-state DPHM
(DPHM hydrochloride, Sigma Chemical Co., St. Louis, MO)
infusion with an appropriate washout period between (n ) 8,
experiments from ref 4).

(2) A 6 h separate maternal and fetal steady-state DPHM
infusion with an appropriate washout period between (n ) 3,
experiments from ref 6).

(3) A 6 h separate maternal and fetal steady-state [2H10]DPHM
(a deuterium labeled analogue of DPHM synthesized in our
laboratory; Tonn et al., 1993) infusion with an appropriate washout
period between (n ) 2, experiments from ref 6).

(4) A 6 h simultaneous steady-state infusion of DPHM to the
mother and [2H10]DPHM to the fetus (n ) 5, experiments from
ref 5).

The doses were prepared in sterile water for injection and were
sterilized by filtering through a 0.22 µm nylon syringe filter (MSI,
Westboro, MA) into a capped empty sterile injection vial.

Drug (DPHM or [2H10]DPHM) was administered to the mother
in each experiment as a 20 mg iv loading dose over 1.0 min,
followed immediately by an infusion at 670 µg/min via the
maternal femoral vein. In fetal experiments, a 5.0 mg iv loading
dose of DPHM or [2H10]DPHM was given via the fetal lateral tarsal
vein over 1.0 min, followed by an infusion of the same compound
at 170 µg/min. Simultaneous serial blood samples were collected
from the fetal (1.5 mL) and maternal (3.0 mL) femoral arterial
catheters. Fetal femoral arterial samples (0.5 mL) were also
collected at the same time intervals for blood gas analysis and
measurement of glucose and lactate concentrations. All fetal blood
removed for sampling was replaced at intervals during the
experiment by an equal volume of maternal blood obtained prior
to the start of the experiment. Amniotic and tracheal fluid (2.0
mL) and fetal (5.0 mL) and maternal urine (10.0 mL) samples were
also collected in some animals to examine the excretion of DPHM
into these fluids; these data have been reported previously.4-6

Maternal and fetal blood samples collected for drug analysis
were placed into heparinized Vacutainer tubes (Becton-Dickinson,
Rutherford, NJ), gently mixed, and then centrifuged at 2000g for
10 min. The plasma supernatant was removed and placed into
clean borosilicate test tubes with poly(tetrafluoroethylene) (PTFE)-
lined caps. Amniotic fluid and urine samples were also placed into
clean borosilicate test tubes. All samples were stored frozen at
-20 °C until the time of analysis.

Physiological Recording and Monitoring Proceduress
From at least 24 h prior to and at least 24 h after each infusion
period, amniotic pressure, fetal tracheal and femoral arterial
pressures, and fetal heart rate were continuously monitored. In
some animals with implanted cortical electrodes and fetal bladder
catheters, fetal electrocortical activity and urine flow rate were
also measured. Some of these data have been reported separately.7

Fetal blood pH, PO2, and PCO2 were measured using an IL 1306
pH/blood gas analyzer (Allied Instrumentation Laboratory, Milan,
Italy). Blood O2 saturation and hemoglobin concentration were
determined using a Hemoximeter (Radiometer, Copenhagen,
Denmark). Blood glucose and lactate concentrations were deter-
mined with a 2300 STAT plus glucose/lactate analyzer (Y.S.I. Inc.
Yellow Springs, OH). All of these fetal blood gases and metabolite
concentrations have been reported in our earlier publications and
were within the normal range observed in our and other labora-
tories at this stage of gestation in fetal sheep.4-6

Protein Binding of DPHM and [2H10]DPHM in Fetal and
Maternal PlasmasThe plasma protein binding/unbound fraction
of DPHM (or [2H10]DPHM) was measured ex vivo in pooled fetal
and maternal steady-state plasma samples using an equilibrium
dialysis procedure as described by Yoo et al. (1993).4 Maternal
plasma protein binding was measured in plasma samples obtained
during maternal drug infusion, whereas fetal plasma protein
binding was measured in plasma samples obtained during fetal
drug infusion.

Drug AnalysissThe concentrations of DPHM in all biological
fluids collected were measured using either a gas chromatographic
nitrogen phosphorus detection method8 (studies in ref 4) or by a
GC-MS assay capable of measuring both DPHM and [2H10]DPHM
simultaneously9 (studies in refs 5 and 6). Both these assays have
been shown to be comparable to each other with a similar limit of
quantitation (2.0 ng/mL).9

Pharmacokinetic AnalysissThe maternal and fetal steady-
state arterial plasma DPHM and [2H10]DPHM concentration data
were treated according to a two-compartment open model in order

Figure 1sA representation of various placental and nonplacental drug
clearances in the two-compartment pharmacokinetic model of the maternal-
fetal unit. CLmo: maternal nonplacental clearance; CLfo: fetal nonplacental
clearance; CLmf: placental clearance from the mother to the fetus; CLfm:
placental clearance from the fetus to the mother.
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to estimate the placental and nonplacental clearance parameters
of DPHM (or [2H10]DPHM when present) in the ewe and fetus
(Figure 1). This model assumes steady-state plasma concentrations
and drug elimination from both the maternal and fetal compart-
ments. The equations to estimate placental and nonplacental
clearance parameters have been previously described.3 Pharma-
cokinetic modeling of the data, wherever necessary, was carried
out using the nonlinear least-squares fitting program ADAPT II.10

Statistical AnalysissAll values are reported as mean ( SD.
All linear correlational analyses were performed by computing
Pearson correlation coefficient (r). The significance level was p <
0.05 in all cases. Fetal weight in utero at the time of experimenta-
tion was estimated from the weight at birth and the time interval
between the experiment and birth.11

Results
The average maternal body weight was 76.9 ( 12.6 kg,

and the estimated fetal body weights on the day of
maternal and fetal DPHM (or [2H10]DPHM) infusion were
2.61 ( 0.61 and 2.56 ( 0.54 kg, respectively.

The mean gestational age on the day of maternal and
fetal steady-state DPHM infusion experiments was 130.9
( 4.1 (range 124-140) and 130.4 ( 3.7 (range 125-136)
days, respectively, and these were not statistically different
(paired t-test, p > 0.05). Average washout period between
maternal and fetal DPHM infusion experiments was 2.4
( 2.2 d. Table 1 presents maternal and fetal steady-state
plasma unbound fractions and steady-state total plasma
concentrations of DPHM in 18 pregnant sheep. Maternal
and fetal clearances (total body, placental and nonplacental
clearances) of the drug in these 18 sheep calculated using
the two-compartment pharmacokinetic model are pre-
sented in Table 2. The average maternal plasma unbound
fraction (M-UF) was significantly lower compared to the
average fetal plasma unbound fraction (F-UF, unpaired
t-test, p < 0.0001). Maternal and fetal steady-state un-
bound plasma drug concentrations were calculated by
multiplying the appropriate total plasma concentration

with the corresponding plasma unbound fraction. The
average maternal and fetal steady-state unbound plasma
drug concentrations after maternal administration (Cu

m
and Cu

f, respectively) were 25.1 ( 11.4 (range 8.6-45.6)
and 12.0 ( 8.6 (range 1.9-40.4) ng/mL, respectively; these
same unbound concentrations after fetal drug infusion
(Cu

m′ and Cu
f′, respectively) were 3.9 ( 1.8 (range 0.9-7.2)

and 89.3 ( 32.0 (range 46.1-166.2) ng/mL, respectively.
All clearances, except CLmm and CLmo, are normalized

to the estimated fetal body weight on the day of experi-
ment; CLmm and CLmo are normalized to maternal body
weight. Since CLmo and CLmf are normalized differently,
their sum does not equal CLmm in Table 2. All fetal
clearances were significantly higher compared to the
corresponding maternal clearance parameters (unpaired
t-test, p < 0.0001 in all cases), as reported previously.4-6

However, the contribution of CLfo to CLff (39.5 ( 10.7%)
was significantly lower compared to that of CLmo to CLmm
(96.3 ( 2.8%) (unpaired t-test, p < 0.0001).

Inter-Relationships between Maternal and Fetal
Plasma DPHM Concentrations, Unbound Fractions
and the Two-Compartment Model Clearance Esti-
matessDPHM concentration in maternal plasma after
maternal drug infusion (Cm) exhibited a highly significant
negative linear relationship with M-UF of the drug (Figure
2A). In contrast, fetal plasma concentration after maternal
infusion (Cf) was not related significantly to either mater-
nal (r ) 0.1751, p ) 0.5) or fetal (r ) -0.3676, p > 0.1)
plasma unbound fraction (data not shown). Analogous to
the maternal situation, DPHM concentration in the fetal
plasma after fetal drug infusion (Cf′) was inversely related
to F-UF (Figure 2B). Also, maternal plasma DPHM con-
centration after fetal drug infusion (Cm′) was not related
to F-UF (r ) -0.0966, p > 0.5; data not shown), whereas
its negative relationship with M-UF was near statistical
significance (r ) 0.4612, p ) 0.05, data not shown). The
data in Figure 3 demonstrate the relationships between
maternal and fetal total body clearances (CLmm and CLff,
respectively) and respective steady-state plasma unbound
fractions of DPHM. CLff appears to be linearly related to
F-UF whereas the relationship of CLmm with M-UF is closer

Table 1sSteady-State Maternal and Fetal Plasma Unbound Fractions
and Total Plasma Concentrations of DPHM in 18 Pregnant Sheep

total steady-state DPHM
plasma concentration (ng/mL)a

steady-state unbound fraction maternal infusion fetal infusion

ewe maternal plasma fetal plasma Cm Cf Cm′ Cf′

121 0.048 0.165 360.3 35.5 53.9 658.0
125 0.110 0.173 215.8 29.6 26.5 697.9
130 0.072 0.301 185.4 20.8 25.3 274.9
133 0.087 0.222 207.8 56.0 26.4 367.0
138 0.168 0.326 197.8 49.6 39.5 509.8
202 0.157 0.364 152.9 18.3 22.4 323.4
204 0.193 0.402 236.1 29.1 36.5 192.1
480 0.293 0.263 140.3 51.2 17.9 557.9
2101 0.066 0.296 225.4 18.2 31.9 227.6
122z 0.082 0.428 266.0 27.8 41.5 137.2
2177 0.069 0.255 236.7 32.6 43.9 187.8
2181 0.091 0.191 244.1 114.2 39.6 383.6
2241 0.050 0.299 331.6 35.5 66.3 283.7
4230 0.145 0.326 224.6 124.1 37.4 250.7
4227 0.180 0.242 251.5 60.7 40.2 374.7
2174 0.032 0.262 268.1 30.5 27.8 176.1
1225A 0.106 0.527 179.1 3.5 33.9 132.5
303Y 0.211 0.377 181.1 38.9 24.5 225.6
mean 0.120 0.301 228.0 43.1 35.3 331.1
SD 0.069 0.094 56.1 31.2 11.9 172.4

a Cm and Cf: steady-state maternal and fetal total femoral arterial plasma
DPHM concentrations, respectively, after maternal administration; Cm′ and
Cf′, steady-state maternal and fetal total femoral arterial plasma DPHM
concentrations, respectively, after fetal administration.

Table 2sSteady-State Maternal and Fetal DPHM Clearances in 18
Pregnant Sheep during Late Gestation

clearancea (mL/min/kg)

ewe CLmm
b CLmo

c CLmf
c CLff

c CLfo
c CLfm

c

121 28.2 27.8 7.4 71.7 29.4 42.3
125 43.7 43.2 18.2 126.2 65.1 61.1
130 37.9 37.2 24.8 235.4 108.8 126.6
133 37.3 35.8 53.6 203.9 101.8 102.1
138 56.3 54.9 31.8 120.2 25.6 94.6
202 49.6 48.9 40.4 356.9 150.8 206.1
204 46.3 44.6 43.0 328.6 128.4 200.2
480 56.8 55.5 78.3 201.8 100.3 101.5

2101 36.8 36.1 25.2 312.6 138.2 174.3
122z 41.5 39.4 48.1 459.9 177.1 282.8
2177 39.0 37.3 54.6 396.3 106.6 289.7
2181 43.8 40.5 97.8 209.0 75.4 133.6
2241 30.7 29.7 26.1 243.4 51.6 191.8
4230 43.7 38.2 125.1 267.4 92.1 175.3
4227 31.9 30.6 31.2 145.5 53.9 91.5
2174 24.6 23.5 44.9 317.2 187.5 129.7

1225A 45.5 45.2 7.6 452.6 115.1 337.5
303Y 57.6 55.1 52.6 285.4 133.0 152.4
mean 41.7 40.2 45.0 263.0 102.3 160.7

SD 9.6 9.4 30.3 111.8 46.4 80.7

a CLmm, Maternal total clearance; CLmf, maternal placental clearance; CLmo,
maternal nonplacental clearance; CLff, fetal total clearance; CLfm, fetal placental
clearance; CLfo, fetal nonplacental clearance. b Per kg maternal weight. c Per
kg estimated fetal weight at the time of fetal experiment.
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to a hyperbola. Hence, the data in Figure 3B were fitted
with a well-stirred model of organ drug elimination.12

To determine the influence of various two-compartment
clearance terms on maternal and fetal plasma DPHM
concentrations after maternal or fetal drug administration,
different concentration vs clearance relationships were
analyzed according to the simple steady-state clearance
model of the form: CL ) Io/Css. The majority of the
interanimal variability in Cm was reflected in the estimated
value of total CLmo (not weight-normalized, because the
total clearance is the actual determinant of plasma con-
centrations) as demonstrated by an excellent fit of the
concentration vs clearance data to this model (Figure 4A).
However, Cm was not significantly related to the other
three clearance parameters of the two-compartment model
(CLmf, CLfo, and CLfm). Similarly, the majority of interani-
mal variability in Cf was reflected in the final estimates of
CLmf (Figure 4B). In contrast, when the drug was admin-
istered to the fetus, the interanimal variability in Cf′ was
due to relatively equal contributions from the magnitude
of CLfo and CLfm (Figures 4C,D). Also, in contrast to the
situation with Cf above (Figure 4B), the Cm′ concentration
was not related to the magnitude of CLfm (Figure 4E).
Instead the variation in Cm′ among different animals was
best explained by the differences in their maternal non-
placental clearance (Figure 4F).

Relationships between the Indices of Fetal Drug
Exposure/Placental Transfer and Plasma Protein
BindingsThe average Cf/Cm ratio based on total plasma
drug concentrations was 0.20 ( 0.14. The same ratio
calculated using unbound drug concentrations was signifi-
cantly higher (0.50 ( 0.30, paired t-test, p < 0.0001).

Plasma total drug Cf/Cm ratio was not significantly cor-
related with maternal or fetal nonplacental clearance or
F-UF; its positive relationship with M-UF was only near
statistical significance (r ) 0.4029, p < 0.1, data not
shown). The mean Cm′/Cf′ ratios during fetal drug admin-
istration based on total and unbound plasma drug concen-
trations were 0.14 ( 0.08 and 0.05 ( 0.02, respectively,
the latter being significantly lower (paired t-test, p <
0.0001). In contrast to the Cf/Cm ratio above, the Cm′/Cf′
ratio was positively correlated with total (not weight-
normalized) CLfo and CLfm (Figures 5A,B), whereas its
inverse relationship with total CLmo was only near statisti-
cal significance (r ) -0.4138, p < 0.1, data not shown).
The Cm′/Cf′ ratio also exhibited a highly significant positive
relationship with F-UF (Figure 5C) but not with M-UF
(data not shown).

Discussion
A number of variables such as the lipophilicity and

plasma protein binding of the drug, placental blood flows
(uterine and umbilical), the efficiency of maternal and fetal
drug elimination/metabolism, and the gestational age of
the fetus have been postulated to affect the degree of
placental drug transfer and fetal drug exposure.1,2,13 The
influence of many of these variables on the kinetics of
placental drug transfer and fetal drug exposure has not
been extensively studied under controlled experimental
conditions either in vitro or in vivo. Our objective in this
study was to examine the role of different factors that
determine plasma concentrations of DPHM in the mother
and the fetus after maternal as well as fetal drug admin-

Figure 2sRelationships between (A) maternal unbound fraction and steady-
state plasma concentration of the drug after maternal drug administration,
and (B) fetal unbound fraction and steady-state plasma concentration of the
drug after fetal drug administration. Scatter points are the experimental data
in different sheep. The regression line (solid) and the 95% confidence interval
(dotted) are also shown.

Figure 3sRelationships between fetal and maternal DPHM clearances and
the corresponding plasma unbound fractions of the drug. (A) CLff vs F-UF;
(B) CLmm vs M-UF. The CLmm vs M-UF relationship was analyzed according
to the well-stirred model of organ clearance. M-UF: steady-state maternal
plasma unbound fraction; F-UF: steady-state fetal plasma unbound fraction;
CLmm: maternal total body clearance; CLff: fetal total body clearance.
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istration in chronically instrumented pregnant sheep dur-
ing late gestation. We have utilized DPHM as a model high-
clearance drug that undergoes rapid and extensive placental
transfer in pregnant sheep for assessing the importance
of different variables The average CLmo and CLfo (40.2 and
102.3 mL/min/kg, respectively, Table 2) of DPHM are ∼70%
and 75% of the reported hepatic blood flow in pregnant
sheep and late gestation fetal lambs, respectively (60 and
137 mL/min/kg, respectively).19,20 Similarly, the average
CLfm of DPHM (160.7 mL/min/kg, Table 2) is ∼80% of the
umbilical blood flow estimates in sheep at this stage of

gestation (200 mL/min/kg21), suggesting a high rate of
DPHM placental transfer.

Inter-Relationships between Maternal and Fetal
Plasma DPHM Concentrations, Unbound Fractions
and the Two-Compartment Model Clearance Esti-
matessAlthough the two-compartment model is the sim-
plest pharmacokinetic representation of the maternal-fetal
unit, the exact relationships between the four clearance
parameters of this model (CLmo, CLmf, CLfo, and CLfm) and
various maternal-fetal plasma drug concentrations (Cm,
Cf, Cf′, Cm′) are not directly obvious. Also, the influence of

Figure 4sInfluence of various clearance parameters of the two-compartment model on different maternal−fetal plasma concentrations. (A) CLmo vs Cm; (B) CLmf

vs Cf; (C) CLfo vs Cf′; (D) CLfm vs Cf′; (E) CLfm vs Cm′; and (F) CLmo vs Cm′. All relationships except B and E were analyzed according to the steady-state
clearance model, CL ) Io/Css; the solid lines represent the best-fit lines determined by this model. CLmo: maternal nonplacental clearance; CLmf: placental
clearance from the mother to the fetus; CLfo: fetal nonplacental clearance; CLfm: placental clearance from the fetus to the mother; Cm′: steady-state maternal
plasma DPHM concentration after fetal infusion; Cf′: steady-state fetal plasma DPHM concentration after fetal infusion.

Figure 5sRelationships between the index of steady-state placental drug transfer after fetal administration (Cm′/Cf′ ratio) and its determining factors. (A) Cf′/Cm′
vs CLfo; (B) Cf′/Cm′ vs CLfm; and (C) Cf′/Cm′ vs F-UF. Scatter points are the experimental data in different sheep. The regression line (solid) and the 95%
confidence interval (dotted) are also shown. CLfo: fetal nonplacental clearance; CLfm: placental clearance from the fetus to the mother; F-UF: steady-state fetal
plasma unbound fraction; Cm′: steady-state maternal plasma DPHM concentration after fetal infusion; Cf′: steady-state fetal plasma DPHM concentration after
fetal infusion.
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maternal and fetal plasma drug protein binding in deter-
mining these concentrations is generally speculative and
has rarely been determined experimentally. The data in
Figure 2 indicate that maternal and fetal plasma protein
binding is an important determinant of Cm and Cf′,
respectively, possibly because of its profound effects on
respective clearance values (Figure 3). In contrast, Cf was
not related to either M-UF or F-UF. When the drug is
administered to the mother, it transfers across the placenta
and enters the fetal circulation via the umbilical vein. A
portion of the umbilical venous blood flow (∼30-70%)
passes through the fetal liver before reaching the fetal
circulation. We have demonstrated earlier that after
maternal dosing, a significant fraction of DPHM (∼45%)
transferred across the placenta and into the umbilical vein
is metabolized by the fetal liver and does not reach the fetal
circulation.5 This phenomenon leads to a variable reduction
in the “true” Cf and may underlie the lack of any relation-
ship observed above.5 Thus, for many drugs the major
determinant of Cf after maternal drug administration may,
in fact, be the extent of this fetal hepatic first-pass uptake/
metabolism of the drug rather than maternal or fetal
plasma protein binding or systemic clearance. This phe-
nomenon also results in only a limited fetal exposure to
DPHM after maternal administration (∼20% compared to
the mother) despite its high “near flow-limited” placental
permeability. Analogous to Cf, the Cm′ concentration bore
no relationship with F-UF on the other side of the placenta.
Instead its negative correlation with M-UF was near
statistical significance, indicating that the latter could be
a determinant of this concentration via its effects on
maternal clearance of the drug (see below).

The estimated value of Io from the fitting of plasma
concentration vs clearance data to the CL ) Io/Css relation-
ship represents the rate of drug elimination via that
clearance route. The data in Figure 4A indicate that CLmo
is the major determinant of Cm. This should generally be
true for most high clearance drugs because the absolute
magnitude of CLmo will be much higher compared to any
other clearance parameter (for DPHM, CLmo ) 3058.5 (
745.5 mL/min; CLmf ) 114.5 ( 88.6 mL/min; CLfo ) 257.5
( 135.0 mL/min; CLfm ) 408.5 ( 225.1 mL/min). The
estimated value of the Io coefficient (659.9 µg/min) relative
to the total maternal drug infusion rate (670 µg/min)
indicates that ∼98% of the drug infused to the mother is
eliminated via maternal nonplacental routes. Despite a
variable underestimation of Cf, a large amount of vari-
ability in the measured Cf was carried over to the CLmf
parameter, indicating that this clearance parameter is also
almost equally underestimated (Figure 4B). After fetal drug
infusion, both CLfo and CLfm appear to be important
determinants of Cf′ (in contrast to the mother where only
CLmo is important, see above). The Io coefficients of Cf′ vs
CLfo and Cf′ vs CLfm relationships were 59.2 and 95.6 µg/
min, respectively, which when added together approach the
total fetal drug infusion rate of 170 µg/min. In contrast to
the Cf vs CLmf relationship (Figure 4B), the variability in
Cm′ was not related to the magnitude of estimated CLfm
(Figure 4E). This is understandable because, as discussed
above, the major determinant of maternal plasma concen-
trations is expected to be CLmo. Based on this, CLmo does
in fact appear to explain the variation in Cm′ among
different animals (Figure 4F).

Relationships between the Indices of Fetal Drug
Exposure/Placental Transfer and Plasma Protein
BindingsAfter maternal drug administration, the steady-
state fetal-to-maternal arterial plasma concentration ratio
(Cf/Cm) is commonly used as an index of the efficiency of
placental drug transfer and fetal exposure to the drug.1
Different total vs unbound Cf/Cm ratios indicate that the

magnitude of total drug Cf/Cm ratio is partly determined
by the differences in maternal and fetal plasma protein
binding. It has been postulated that fetal plasma protein
binding and total fetal clearance are important factors
determining the steady-state Cf/Cm ratio and Cf/Cm ) CLmf/
[CLfm + CLfo].1-3 However, in our experiments, the total
drug Cf/Cm ratio neither exhibited any significant relation-
ship with CLfm, CLfo or CLff (CLfm + CLfo), nor with F-UF.
The positive relationship of Cf/Cm with M-UF approached
statistical significance despite the errors in Cf, and this was
mainly because of a highly significant negative correlation
between Cm and M-UF (Figure 2A). The lack of expected
relationships among the above variables may also be
related to the errors in the measurement of “true Cf” due
to fetal first-pass hepatic uptake of the drug present in the
umbilical venous blood.5

To overcome this problem, we evaluated the factors
affecting the analogous index of placental transfer after
fetal drug administration, i.e., the Cm′/Cf′ ratio. On similar
lines to the Cf/Cm ratio above, it can be hypothesized that
CLfm, CLmo, and CLmf will be the important factors deter-
mining the Cm′/Cf′ ratio, i.e., Cm′/Cf′ ) CLfm/(CLmo + CLmf).
However, the Cm′/Cf′ ratio did not show any relationship
with CLmf (again this could be due to errors in CLmf
estimates), and its inverse relationship with CLmo (as well
as CLmm) was only near statistical significance. Thus, CLmo
(and CLmm) does not appear to be an important determi-
nant of the Cm′/Cf′ ratio. Total CLfo, total CLfm and F-UF
are the important variables determining Cf′ (Figures 4C,D
and 2B). An increase in any of these variables leads to a
fall in Cf′ (Figures 4C,D and 2B) and hence to a significant
increase in the Cm′/Cf′ ratio (Figures 5A-C), Cm′ being
unaffected by any of these factors. In contrast, the Cm′/Cf′
ratio was not significantly related to M-UF. Thus, in this
situation, CLfo, CLfm, and F-UF appear to be the most
important factors determining the Cm′/Cf′ ratio, mainly via
their effects on Cf′.

The two-compartment model of the maternal-fetal unit
involves both maternal and fetal drug elimination (Figure
1). This system never reaches a state of “true” equilibrium
(no net transfer of drug across the placenta) after maternal
or fetal drug administration. It, however, does reach a
steady-state where the rate of placental drug transfer
becomes equal to the rate of drug elimination from the
other side. For example, after maternal dosing, fetal drug
elimination creates and maintains a maternal-to-fetal
gradient of (unbound) drug concentrations, thus leading
to a continuous passage of the drug from the mother to
the fetus at steady-state. Similarly, during fetal dosing,
maternal drug elimination creates a fetal-to-maternal
(unbound) drug concentration gradient and leads to con-
tinuous passage of the drug from the fetus to the mother.
The driving force for placental transfer is this difference
in unbound drug concentrations across the placenta. For
compounds such as DPHM that are rapidly diffusible across
the placenta and whose placental transfer is not limited
by low placental permeability, the maternal and fetal
unbound concentrations at the site of placental exchange
should fully equilibrate with each other and the rate of
placental drug transfer should be directly related to the
magnitude of unbound concentration gradient and vari-
ables affecting this gradient. However, from a number of
observations, it appears that at least for fetal-to-maternal
placental drug transfer, the factors operating on the
opposite side of the placenta have minimal, if any, effect
on the kinetics of DPHM placental transport. These
observations include (i) the Cm′/Cf′ ratio is not affected by
CLmo and M-UF, and (ii) the Cm′ concentration is not at all
influenced by F-UF or CLfm. This is in contrast to the above
“unbound drug equilibrium” hypothesis of placental trans-
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port where these variables are considered the predominant
factors affecting passage of the drug across the placenta.
Because of errors in the measurement of Cf, it is not
entirely clear if the same phenomenon occurs in the
maternal-to-fetal direction of DPHM placental transfer.
The presence of this phenomenon in at least the fetal-to-
maternal direction may indicate that the unbound concen-
trations of the drug on both sides of the placenta may not
be in complete equilibrium with each other at the site of
placental exchange, as is generally assumed. The steady-
state concentrations of a number of highly diffusible
markers, which are not plasma protein bound and have
blood flow limited clearance (e.g., antipyrine, ethanol, D2O),
do not equilibrate completely between the maternal and
fetal placental outflow vessels (uterine and umbilical veins,
respectively) in the sheep and cow.14-16 This has generally
been attributed to the inefficiencies that exist within the
placental vasculature such as partial shunting of the
uterine and umbilical blood flows to nonexchange areas of
the placenta and to nonplacental tissues, and unequal
maternal-fetal perfusion in different regions of the
placenta.15-17 However, the fact that DPHM placental
transport is tightly coupled to many variables operating
only on one side of the placenta and to none on the other
strongly suggests that the assumption of a complete
equilibrium between the unbound drug concentrations on
the two sides of placenta may not be entirely accurate. The
possibility of this phenomenon can be realized by consider-
ing the anatomical structure of the epitheliochorial sheep
placenta, which has a number of tissue layers separating
maternal and fetal blood flows. Also, the available evidence
on the geometrical arrangement of maternal and fetal
placental blood flows at the placental exchange site sug-
gests a relatively less efficient concurrent (sheep and cow)
and pool flow (human) arrangement in many species.15-17

These factors along with a rapid transit time of the blood
through the placental circulation may lead to incomplete
equilibration of the unbound drug concentrations in ma-
ternal and fetal blood at the placental exchange site even
for compounds with very high placental permeability.18 It
remains to be determined if a similar phenomenon exists
during drug passage through the hemochorial human
placenta which has fewer anatomical tissue layers com-
pared to sheep.

In summary, the major determinant of plasma DPHM
concentrations in the mother after maternal as well as fetal
administration is maternal plasma protein binding and
maternal nonplacental clearance. In contrast, the major
determinant of fetal plasma DPHM concentrations after
maternal drug administration appears to be the extent of
fetal first-pass hepatic drug uptake from the umbilical vein.
After fetal drug administration, the fetal plasma concen-
trations are related to the extent of fetal plasma protein
binding and fetal placental and nonplacental clearances.
The index of fetal-to-maternal placental drug transfer after
fetal administration (steady-state Cm′/Cf′ ratio) is related
to steady-state fetal plasma unbound fraction and fetal
placental and nonplacental clearance. However, this index
was not related to the magnitude of the factors operating
on the maternal side of the placenta such as maternal
plasma protein binding and maternal nonplacental clear-
ance. This might indicate a lack of complete equilibration
of the unbound drug concentrations on the two sides of the
placenta at the exchange site.
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Abstract 0 This experiment was designed to investigate the effect
of pretreatment with cocaine and alcohol on cocaine pharmacokinetics
and pharmacodynamics. Four groups of rats (n ) 8 per group)
received one of the following pretreatments for two weeks: none,
alcohol (10% v/v in drinking water), cocaine (15 mg/kg/day ip), and
alcohol+cocaine (10% v/v in drinking water+15 mg/kg/day ip). On the
day of the experiment, cocaine was administered (30 mg/kg, ip) to
each rat, either alone or in combination with alcohol (5 g/kg, po), in
a balanced crossover experimental design. Plasma and brain ECF
concentrations of cocaine and its three metabolites: benzoylecgonine,
norcocaine, and cocaethylene were assayed by HPLC−UV. The
percent change in brain dopamine concentration, mean arterial blood
pressure, and heart rate were determined simultaneously. A sigmoid-
Emax model was used to describe the brain cocaine concentration−
neurochemical effect (dopamine) relationship, and an indirect phar-
macodynamic response model was used to describe the plasma
cocaine concentration−cardiovascular effect relationships. Alcohol
pretreatment led to significant increase in cocaine AUCp, Rt1/2, and
ât1/2. Cocaine pretreatment significantly increased cocaine bioavail-
ability, absorption rate constant, TBC, and the formation clearance of
cocaethylene. Acute alcohol coadministration with cocaine increased
cocaine AUCp and bioavailability, reduced the fraction of cocaine dose
converted to benzoylecgonine, and increased the formation of
norcocaine. These results indicate that the pharmacokinetics of
cocaine, either administered alone or in combination with alcohol, is
significantly altered due to prior cocaine and/or alcohol use. Both
cocaine and alcohol pretreatments increased the Emax for dopamine,
with no effect on the EC50. Acute alcohol coadministration with cocaine
significantly increased the Emax for dopamine and reduced the EC50.
Cocaine pretreatment significantly decreased the Imax for blood
pressure, IC50, and Rmax. For the heart rate response, both alcohol
and cocaine pretreatments significantly increased the IC50, with no
effect on Imax. These results indicate that both cocaine and alcohol
pretreatments as well as acute alcohol coadministration lead to
significant alterations in cocaine pharmacodynamics that are due, at
least in part, to the changes in cocaine pharmacokinetics. If similar
effects occur in humans, chronic cocaine and alcohol abusers may
respond differently to cocaine administration compared to naı̈ve users
and may be at higher risks of cocaine central nervous system toxicity.

Introduction
Concomitant cocaine and alcohol abuse has been associ-

ated with increased incidence of cocaine-related morbidity

and mortality.1 Studies in humans showed that alcohol
consumption with cocaine led to significantly higher plasma
cocaine and norcocaine concentrations and the formation
of the pharmacologically active metabolite cocaethylene,
whereas the concentrations of benzoylecgonine and ecgo-
nine methyl ester were reduced.2 In animal experiments,
alcohol coadministration increased the plasma and brain
cocaine concentrations and modified cocaine metabolic
profile similar to what was observed in humans.3,4 Results
obtained from awake rats demonstrated that the changes
in the neurochemical and cardiovascular responses to
cocaine when administered with alcohol can be explained,
at least partially, by the changes in cocaine pharmacoki-
netics and the contribution of cocaine metabolites to the
pharmacological effects of cocaine.5,6 These findings clearly
indicate that factors that can alter cocaine pharmacoki-
netics and metabolic profile can lead to changes in the
neurochemical and cardiovascular responses to cocaine
administration.

Prior exposure to cocaine and alcohol has also been
shown to alter cocaine pharmacokinetics, pharmacodynam-
ics, and toxicities. We have reported previously that
pretreating Wistar rats with 10% alcohol in drinking water
for two weeks significantly slows the elimination rate of
both cocaine and cocaethylene.3 Several studies have
demonstrated that 2-3 weeks of alcohol consumption
enhances striatal [3H]dopamine release and D2 receptor
binding in both the nucleus accumbens (N ACC) and
striatum.7-9 A human study has shown that alcohol pre-
treatment increases the preference for cocaine over mon-
etary reinforcement, and that combined cocaine and alcohol
abuse increases the risk of cardiac toxicity compared to
cocaine alone.10 In male mice, alcohol pretreatment in
liquid diet for 5 days potentiates cocaine-induced hepato-
toxicity, an effect dependent on the induction of the hepatic
cytochrome P-450 mixed function oxidases.11 Similar effects
have also been observed in humans.12 Cocaine absorption
from the abdominal cavity to the systemic circulation after
ip administration to rats is significantly faster after
repeated cocaine administration.13 Intermittent cocaine
pretreatment for 1-9 days to laboratory animals augments
brain extracellular fluid (ECF) dopamine, including that
of the N ACC, which leads to enhancement of locomotor
activity and stereotypy (i.e., sensitization).14-16 In vitro
studies in rodents have shown that cocaine pretreatment
markedly induces cytochrome P-450 enzymes that are
responsible for norcocaine formation.17,18 Results from these
investigations indicate that cocaine pharmacokinetics in
individuals who have used cocaine and/or alcohol previ-
ously may be different from that in naı̈ve users. This
implies that alcoholics and cocaine addicts may respond
differently to cocaine administration, and this may have
significant clinical implications.
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The primary objective of this study was to investigate
the effect of alcohol, cocaine, and combined alcohol and
cocaine pretreatments on the pharmacokinetic and phar-
macodynamic interactions between cocaine and alcohol.
This was achieved by studying cocaine absorption, brain
distribution, elimination, and metabolism when cocaine
was given alone and in combination with alcohol to rats
that were pretreated with alcohol, cocaine, or cocaine+
alcohol. The neurochemical and cardiovascular responses
to cocaine administration were monitored simultaneously
during the pharmacokinetic studies. The neurochemical
response was assessed by determining the changes in brain
N ACC dopamine level, while the cardiovascular responses
were monitored by measuring the changes in the mean
arterial blood pressure and heart rate. The information
obtained from this study can help to identify and predict
pharmacokinetic factors that may lead to increased risks
of toxicity with combined cocaine and alcohol abuse. This
is the first report to investigate the effect of pretreatment
with cocaine and alcohol on cocaine pharmacokinetics and
pharmacodynamics. The possible interactions among these
pretreatments and acute alcohol coadministration were
also examined.

Materials and Methods
Chemicals and ReagentssCocaine hydrochloride and coca-

ethylene hydrochloride were purchased from Research Biochemi-
cals International (Natick, MA). Bupivacaine and sodium fluoride
were obtained from Sigma Chemical (St. Louis, MO). Chloroform
was supplied by Burdick and Jackson Laboratory (Muskegon, MI).
The dehydrated 200 proof ethyl alcohol (USP) was purchased from
McCormick Distilling (Weston, MO). All solvents were of high
performance liquid chromatographic (HPLC) grade, and all chemi-
cals were of analytical reagent (AR) grade.

Cocaine and Alcohol PretreatmentssMale Wistar rats
(250-350 g, Simonsen Laboratories, Gilroy, CA) were maintained
one per cage on a 12-h light/dark cycle with Purina chow pellets
and water ad libitum for 7 days before use in the experiments.
Water and food consumption and body weight were recorded daily.
Thirty-two rats were assigned randomly to one of the following
four pretreatment groups (n ) 8 rats per group): control (no
pretreatment), alcohol pretreatment, cocaine pretreatment, and
combined cocaine and alcohol pretreatment. For the alcohol
pretreatment group, the rats were allowed free access to 10%
alcohol in water (v/v) as their sole source of drinking water.
Cocaine pretreatment was accomplished by injecting the rats with
15 mg/kg cocaine ip once daily for 14 days, and the rats were
allowed free access to drinking water. In the combined cocaine
and alcohol pretreatment group, the rats were allowed free access
to 10% alcohol in water (v/v) as their sole source of drinking water
and were injected with 15 mg/kg cocaine ip once daily for 14 days.
During the entire two weeks of pretreatments, the rats in all
groups were maintained one per cage on a 12-h light/dark cycle
with Purina chow pellets ad libitum. Water and food consumption
and rat body weight were recorded daily. The pretreatment
duration (14-day) and the daily doses of cocaine (15 mg/kg/day,
ip) and alcohol (∼3 g/kg/day, po) for the pretreatments were chosen
based on the results of previous studies.3,9,13-15,19

Animal Care and PreparationsAll animal preparation
procedures were in accordance with the Guide for the Care and
Use of Laboratory Animals (National Institutes of Health Publica-
tion No. 85-23, revised 1985) and were approved by the institu-
tional animal care and use committee at Washington State
University. Details of the animal preparation procedures were
described previously.20 Briefly, after 7 days of pretreatment, the
brain microdialysis guide cannula was implanted in the rat brain
followed, 7 days later, by femoral vein and artery cannulation, and
abdominal and gastric catheter implantation. The brain microdi-
alysis probe was inserted into the guide cannula to replace the
dummy probe, and the targeted area was the N ACC. The rats
from each of the four pretreatment groups were given 30 mg/kg
ip cocaine alone and in combination with 5 g/kg alcohol in a
crossover experimental design with 48-h washout period between
treatments.

Pharmacokinetic and Pharmacodynamic StudiessOn the
day of the experiment, one of the femoral artery cannulae was
connected to a pressure transducer linked to a blood pressure
analyzer (Digi-Med Model 190, Micro-Med, Louisville, KY) for
monitoring the mean arterial blood pressure and heart rate. The
signals from the analyzer were collected, updated, and averaged
every one minute by a system integrator (Digi-Med Model 200,
Micro-Med, Louisville, KY) and were stored in a computer for
subsequent analysis. Meanwhile, the brain microdialysis effluent
was collected every 20 min (at 1 µL/min) into HPLC autosampler
vials containing 20 µL of dopamine mobile phase and vortex-mixed.
Five microliters of this mixture was injected immediately into an
HPLC equipped with an electrochemical (EC) detector for dopam-
ine analysis. Once a stable dopamine baseline was achieved, the
rats were treated with either 10 g/kg normal saline or 5 g/kg
alcohol (50% v/v in normal saline) through the gastric catheter.
Twenty minutes later, 30 mg/kg of cocaine was administered
through the abdominal catheter. After drug administration, 10
blood samples, each of 0.2 mL were collected through the femoral
artery cannula at 2, 5, 10, 15, 30, 60, 90, 120, 180, 240 min in
heparin and sodium fluoride pretreated vacutainers to avoid
cocaine and cocaethylene hydrolysis by plasma carboxylesterases.
Plasma samples were obtained by centrifugation and were stored
at -20 °C until analyzed for cocaine and its metabolites by HPLC
with ultraviolet (UV) detection. The effluent of the microdialysis
probe was continuously collected every 20 min throughout the
experiment into HPLC autosampler vials containing 20 µL of
dopamine mobile phase (pH 4). The purpose of this treatment was
to maintain dopamine, cocaine, and its metabolites under acidic
condition to reduce their spontaneous oxidation and hydrolysis.
After mixing the vial content, 5 µL was injected immediately into
the HPLC-EC system for dopamine analysis, and the rest was
analyzed for cocaine and its metabolites by HPLC-UV. The mean
arterial blood pressure and the heart rate were continuously
monitored during the entire experiment.

After the above two treatments, the rats from each of the four
pretreatment groups received cocaine iv (6.8 mg/kg) and cocaeth-
ylene iv (3.9 mg/kg) through the femoral vein cannula with a 24-h
washout period between the treatments. The purpose of the iv
cocaine administration was to determine the systemic bioavail-
ability for ip cocaine. The pharmacokinetic parameters for coca-
ethylene obtained after iv administration in this study and those
for benzoylecgonine and norcocaine obtained from one of our
previous studies were used to determine the effect of alcohol on
cocaine metabolic profile.6 This was accomplished by comparing
the fraction of cocaine dose converted to each of the metabolites
when ip cocaine was administered either alone or in combination
with alcohol, in each of the pretreatment groups.

Analytical MethodssCocaine and Its MetabolitessPlasma
and microdialysis probe effluent were analyzed for cocaine and
its metabolites using the method developed in our laboratory.21

The actual concentrations of cocaine and its metabolites in the
brain ECF were determined from the probe effluent concentration
after correcting for the probe recovery which was determined from
an in vitro calibration experiment.22

DopaminesThe microdialysis probe effluent was injected di-
rectly into an HPLC system equipped with EC detector for
dopamine analysis immediately after collection. Details of the
analytical procedures used for dopamine determination in the
microdialysis probe effluent were described previously.20

Pharmacokinetic AnalysissA two-compartment pharmaco-
kinetic model with elimination from the central compartment was
used to investigate the effect of acute alcohol coadministration,
and alcohol or cocaine pretreatment on cocaine absorption, dis-
tribution, and elimination after ip cocaine administration. Cocaine
pharmacokinetic parameters were estimated by fitting cocaine
plasma and brain ECF concentrations to the two equations that
describe cocaine concentration-time profile in plasma and in the
brain ECF simultaneously utilizing PCNONLIN 4.0 (SCI Software,
Lexington, KY).5,6 The bioavailability of cocaine after ip admin-
istration was calculated from the corresponding areas under the
plasma concentration-time curves (AUCp) after ip and iv cocaine
administrations to each rat. The fraction of the ip cocaine dose
converted to each of the metabolites was calculated as described
previously.6

Pharmacodynamic AnalysissThe sigmoid-Emax pharmaco-
dynamic model was used to describe the brain ECF cocaine
concentration-neurochemical response relationship. The phar-
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macodynamic model parameters were estimated by fitting the
percent change in dopamine brain ECF concentration and the
cocaine brain ECF concentration to the model equation utilizing
PCNONLIN. The relationship between plasma cocaine concentra-
tion and the change in mean arterial blood pressure and heart
rate after ip cocaine administration was characterized by an
indirect mechanism-based pharmacodynamic response model.5,23

The mathematical expression that describes the relationship
between the change in the pharmacological response and the drug
concentration is:

where R is the observed response (percent change in mean arterial
blood pressure or heart rate), kin is the apparent zero-order rate
constant for response production, kout is the first-order rate
constant for response dissipation, Imax is the maximum inhibition
of the factor that produces the effect, IC50 is the plasma cocaine
concentration that leads to 50% inhibition of the factor that
produces the effect, Cp is the plasma cocaine concentration at the
time of the observed response, and n is the sigmoidicity factor.5,6

The maximum response that will be achieved as the ip dose is
very high or IC50 approaches zero is:

where Rmax is the maximum response and R0 is the basal response
(100%).

The indirect pharmacodynamic model parameters were esti-
mated by fitting the percent change in mean arterial blood
pressure or heart rate and the plasma cocaine concentration at
different time points to eq 1. Nonlinear regression analysis was
performed using PCNONLIN as detailed previously.5,6

Statistical AnalysissIn this study, the control, alcohol, co-
caine, and cocaine+alcohol pretreatments, together with ip cocaine
administration (with and without acute alcohol coadministration),
represented a four-way factorial experiment (2 × 2 × 2 × 2) with
repeated measures on the acute alcohol treatment factor. This
experimental design allowed studying the effect of pretreatment
with alcohol and cocaine and the effect of acute alcohol coadmin-
istration on the pharmacokinetics and pharmacodynamics of
cocaine. The subgroup differences were partitioned within the
analysis of variance (ANOVA) structure when examining the effect
of one of the three main factors. The significance of the interaction
between the two pretreatment factors (cocaine+alcohol pretreat-
ment) and their interaction with acute alcohol coadministration
factor could also be determined with the analysis of variance. Note
that testing interaction effects is equivalent to testing whether
there is synergism between the two treatments. Because no
measurement for heart rate was made for the control (i.e., naı̈ve)
group, the analysis of variance for this response was conducted
assuming no interactions between treatment factors. The statisti-
cal analyses of the estimated pharmacokinetic and pharmacody-
namic parameters of cocaine and its metabolites were performed
using the Statistical Analysis System Release 6.12 (SAS Institute
Inc., Cary, NC). Multiple comparisons with Bonferroni correction
were conducted to examine the selected statistical differences
between treatments. A difference of p < 0.05 was considered
statistically significant.

Figure 1sPlasma concentration−time profiles of cocaine (A), benzoylecgonine (B), norcocaine (C), and cocaethylene (D) after 30 mg/kg ip cocaine challenge to
rats that were not (b) and were (O) coadministered with 5 g/kg acute alcohol. Each data point is presented as mean ± SE (n ) 32). *Significantly different from
that of no alcohol coadministration (p < 0.05).
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Results
During the pretreatment period, the rats in alcohol and

cocaine+alcohol groups consumed 7.14 ( 0.58 mL/kg/day
and 7.83 ( 0.43 mL/kg/day of alcohol, respectively. The sur-
gical procedures for microdialysis guide cannula implanta-
tion caused slight reduction in water and food intakes;
however, these values soon returned to their preoperative
levels. Meanwhile, the rats in all groups gained weight
steadily, and the rate of increase was 2.1 ( 1.8 g/day for
the alcohol group, 3.2 ( 1.2 g/day for the cocaine group,
and 2.49 ( 0.97 g/day for the cocaine+alcohol group. There
were not any significant signs of malnutrition or changes
in the general health of the rats during the pretreatment
period as indicated by their steady body weight gain.

The plasma concentration-time profiles for cocaine and
its metabolites after ip administration of cocaine alone and
in combination with alcohol are presented in Figure 1. A
summary of the pharmacokinetic parameters for cocaine
and its metabolites after different pretreatments is listed
in Table 1. Alcohol pretreatment caused significant in-
crease in cocaine AUCp (p ) 0.044), without affecting area
under the brain ECF concentration-time curve (AUCb) and
brain to plasma distribution ratio (AUCb/AUCp). Cocaine
distribution half-life (Rt1/2) was increased (p ) 0.0019),
elimination half-life (ât1/2) was prolonged (p ) 0.0003), and
the volume of distribution of cocaine during the elimination
phase (Vdâ) was larger (p ) 0.011) due to alcohol pretreat-
ment. The systemic bioavailability of cocaine (F) signifi-
cantly increased (p ) 0.026) due to cocaine pretreatment.
However, the increase in cocaine bioavailability was offset
by the increase in cocaine total body clearance (TBC, p
)0.037), causing no significant changes in cocaine AUCp,
AUCb, or AUCb/AUCp after cocaine pretreatment. Cocaine

pretreatment also increased ka (p ) 0.0043), volume of
distribution of the central compartment (Vc, p ) 0.0046),
and Vdâ (p ) 0.022). Alcohol coadministration with cocaine
caused significant increases in cocaine AUCp (p ) 0.0005)
and F (p ) 0.0001), and significant decrease in AUCb/AUCp,
which was similar to what has been reported previously.5
Alcohol coadministration significantly decreased cocaine
TBC (p ) 0.041) and acted synergistically with alcohol
pretreatment to prolong ât1/2 (p ) 0.0067) and increase Vdâ
(p ) 0.0047).

Pretreatment with alcohol or cocaine did not have any
significant effect on benzoylecgonine formation. However,
these two pretreatments acted synergistically to signifi-
cantly reduce the formation of benzoylecgonine (p ) 0.048).
Meanwhile, acute alcohol coadministration with cocaine
significantly reduced benzoylecgonine AUCp (p ) 0.021),
AUCb (p ) 0.023), fm (p ) 0.021), and formation clearance
(fm‚TBC, p ) 0.0029). Norcocaine formation clearance after
cocaine administration was significantly increased due to
cocaine pretreatment (p ) 0.042), and the combined pre-
treatment with cocaine and alcohol significantly increased
norcocaine formation (p ) 0.038). Meanwhile, acute alcohol
coadministration with cocaine led to significant increase
in norcocaine AUCp (p ) 0.0002), fm (p ) 0.0002), and fm‚
TBC (p ) 0.0001). Cocaine pretreatment significantly
increased cocaethylene fm‚TBC (p ) 0.020). Even though
alcohol pretreatment did not have any effect on cocaine
metabolic conversion to cocaethylene, it acted synergisti-
cally with cocaine pretreatment to significantly increase
the formation of cocaethylene (p ) 0.033) and fm‚TBC (p )
0.026).

The brain ECF dopamine concentration-time profiles
after cocaine administration with and without alcohol in

Table 1sPharmacokinetic Parameters of Cocaine and Its Metabolites in the Rat Either with or without Alcohol or Cocaine Pretreatments or Acute
Alcohol Coadministration (mean ± SE, n ) 32)

alcohol pretreatment cocaine pretreatment alcohol coadministration
pharmacokinetic

parameter no yes no yes no yes

Cocaine
AUCp (nmol‚min/mL) 528 ± 36 639 ± 39a 594 ± 46 573 ± 30 490 ± 29 677 ± 40c

AUCb (nmol‚min/mL) 605 ± 67 768 ± 62 751 ± 79 622 ± 47 634 ± 63 736 ± 68
AUCb/AUCp 1.152 ± 0.087 1.31 ± 0.11 1.36 ± 0.13 1.102 ± 0.060 1.325 ± 0.099 1.13 ± 0.10c

TBC (mL/min/kg) 125.0 ± 5.4 112.6 ± 5.0 107.7 ± 3.7 129.9 ± 6.0b 121.9 ± 5.4 115.6 ± 5.3
F 0.719 ± 0.043 0.762 ± 0.037 0.669 ± 0.035 0.812 ± 0.041b 0.65 ± 0.04 0.832 ± 0.033c

ka (min-1) 0.361 ± 0.035 0.419 ± 0.039 0.306 ± 0.031 0.474 ± 0.037b 0.401 ± 0.042 0.378 ± 0.032
Rt1/2 (min) 11.45 ± 0.88 16.45 ± 0.89a 13.5 ± 1.1 14.39 ± 0.92 15.07 ± 0.91 12.8 ± 1.0
ât1/2 (min) 39.7 ± 3.2 66.5 ± 4.6a 49.9 ± 5.2 56.4 ± 4.0 52.0 ± 4.6 54.3 ± 4.7
Vc (L/kg) 2.84 ± 0.18 3.34 ± 0.17a 2.69 ± 0.18 3.49 ± 0.15b 3.13 ± 0.19 3.05 ± 0.17
Vdâ (L/kg) 7.21 ± 0.74 10.62 ± 0.83a 7.39 ± 0.71 10.43 ± 0.88b 9.2 ± 1.0 8.63 ± 0.64

Benzoylecgonine
AUCp (nmol‚min/mL) 1620 ± 170 1560 ± 120 1710 ± 170 1460 ± 120 1740 ± 120 1440 ± 160c

AUCb (nmol‚min/mL) 196 ± 25 200 ± 29 245 ± 33 151 ± 16b 226 ± 31 170 ± 21c

AUCb/AUCp 0.125 ± 0.012 0.128 ± 0.015 0.149 ± 0.016 0.1034 ± 0.0083b 0.128 ± 0.015 0.125 ± 0.011
fm 0.270 ± 0.028 0.259 ± 0.020 0.285 ± 0.028 0.244 ± 0.020 0.289 ± 0.020 0.240 ± 0.027c

fm‚TBC (mL/min/kg) 32.3 ± 2.7 30.4 ± 2.5 30.0 ± 2.3 32.7 ± 2.9 34.7 ± 2.7 28.0 ± 2.4c

Norcocaine
AUCp (nmol‚min/mL) 83.0 ± 9.6 99.4 ± 8.7 89 ± 10 93.9 ± 7.9 74.3 ± 8.2 108.1 ± 9.3c

AUCb (nmol‚min/mL) 57 ± 12 52.7 ± 4.9 60 ± 12 50.1 ± 4.6 52 ± 10 58.0 ± 7.6
AUCb/AUCp 0.631 ± 0.067 0.642 ± 0.076 0.687 ± 0.089 0.585 ± 0.048 0.713 ± 0.083 0.559 ± 0.055
fm 0.122 ± 0.014 0.146 ± 0.013 0.131 ± 0.015 0.137 ± 0.012 0.110 ± 0.012 0.159 ± 0.014c

fm‚TBC (mL/min/kg) 15.1 ± 1.5 16.4 ± 1.5 13.4 ± 1.4 18.1 ± 1.5b 12.7 ± 1.3 18.8 ± 1.5c

Cocaethylene
AUCp (nmol‚min/mL) 114 ± 11 137 ± 10 129 ± 13 121.7 ± 8.3 126 ± 11
AUCb (nmol‚min/mL) 86 ± 16 102 ± 11 98 ± 17 90.3 ± 9.7 94 ± 13
AUCb/AUCp 0.730 ± 0.091 0.807 ± 0.098 0.78 ± 0.12 0.759 ± 0.064 0.768 ± 0.094
fm 0.280 ± 0.040 0.210 ± 0.022 0.186 ± 0.034 0.303 ± 0.052b 0.245 ± 0.033
fm‚TBC (mL/min/kg) 38.4 ± 6.7 25.8 ± 3.4 20.3 ± 4.3 43.9 ± 9.0b 32.1 ± 5.3

a Significantly different from no alcohol pretreatment (p < 0.05, F1,24). b Significantly different from no cocaine pretreatment (p < 0.05, F1,24). c Significantly
different from no acute alcohol coadministration (p < 0.05, F1,24).
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the different pretreatment groups are shown in Figure 2.
The brain ECF dopamine concentration increased rapidly

after 30 mg/kg ip cocaine administration, and it gradually
declined to its baseline value at the end of the 4-hour
experiment period. Alcohol pretreated rats had significantly
higher brain ECF dopamine concentrations in response to
cocaine administration when compared to alcohol naı̈ve
rats. Cocaine pretreatment did not have any significant
effects on dopamine levels after a cocaine challenge dose
when compared with cocaine naı̈ve rats. Alcohol coadmin-
istration with cocaine significantly increased the magni-
tude and duration of the brain ECF dopamine level
augmentation when compared with cocaine administration
alone. The estimated pharmacodynamic parameters of
neurochemical response to cocaine are summarized in
Table 2. Estimates of the sigmoid-Emax pharmacodynamic
model parameters showed that alcohol and cocaine pre-
treatments increased the Emax for the neurochemical
response to cocaine administration but these changes were
not statistically significant. On the other hand, alcohol
coadministration with cocaine caused significant increase
in Emax (p ) 0.018) and significant reduction in EC50 (p )
0.014).

The mean arterial blood pressure increased rapidly after
ip cocaine challenge. It then declined slowly and did not
return to its baseline value at the end of the 4-h experiment
(Figure 3). Alcohol and cocaine pretreatments, as well as
acute alcohol coadministration with cocaine, caused sig-
nificant reduction in the mean arterial blood pressure
elevation in response to cocaine administration. Since
alcohol alone caused, on average, 5-10% decrease in blood
pressure, we partitioned this effect from the combined
effect of cocaine+alcohol and used the corrected values in
the pharmacodynamic modeling.5 The estimated pharma-
codynamic parameters for the mean arterial blood pressure
response to cocaine are summarized in Table 3. Analysis
with the indirect pharmacodynamic inhibitory model showed
that alcohol pretreatment caused reduction in IC50 (p )
0.058). Cocaine pretreatment significantly decreased the
Imax (p ) 0.0012), IC50 (p ) 0.0052), and Rmax, which is the
maximum response to cocaine administration (p ) 0.0041).
Alcohol and cocaine pretreatments did not have any effect
on the onset and dissipation rate constants of the blood
pressure response. However, alcohol and cocaine pretreat-
ments acted synergistically to reduce the IC50 for the
pressor response (p ) 0.029). On the other hand, acute
alcohol coadministration increased the rate constant for
blood pressure response production (kin) (p ) 0.0093) and
its dissipation (kout) (p ) 0.0085).

The heart rate decreased rapidly after cocaine ip admin-
istration and neither alcohol nor cocaine pretreatments had
any significant effect on the change in heart rate in
response to cocaine administration (Figure 4A,B). Mean-
while, cocaine caused more reduction in heart rate when
it was administered with alcohol (Figure 4C), even though
alcohol administration alone led to increase in heart rate
(data not shown). Because alcohol alone caused, on average,
10-20% increase in heart rate, we partitioned this effect
from the combined effect of cocaine+alcohol, and the
corrected values were used in the pharmacodynamic mod-
eling. The estimated pharmacodynamic parameters for the
heart rate response to cocaine administration are also
summarized in Table 3. Alcohol and cocaine pretreatments
caused significant increase in IC50 (p ) 0.0001 and 0.0017,
respectively). On the other hand, acute alcohol coadmin-
istration increased the rate constant for the heart rate
response production (kin) (p ) 0.032) and its dissipation
(kout) (p ) 0.065).

Discussion
Illicit drugs are mostly consumed by addicts who often

abuse multiple drugs simultaneously. This observation

Figure 2sBrain ECF dopamine concentration−time profiles after 30 mg/kg
ip cocaine challenge to (A) alcohol naive (b) and alcohol pretreated (O) rats.
*Significantly different from that of alcohol naive rats (p < 0.05); (B) cocaine
naive (b) and cocaine pretreated (O) rats. *Significantly different from that of
cocaine naive rats (p < 0.05); (C) rats that were not (b) and were (O)
coadministered with 5 g/kg acute alcohol. *Significantly different from that of
no alcohol coadministration (p < 0.05). Each data point is presented as mean
± SE (n ) 32). BL ) Baseline.
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clearly illustrates the importance of studying possible
interactions between illicit drugs and changes in the
disposition and pharmacological effects of these substances
of abuse when two or more of them are consumed simul-
taneously. Most of the studies conducted thus far involve
administration of a single drug in naı̈ve animals or in
subjects that had been abstinent for several months from
drugs. Our investigation was designed to study how prior
cocaine and alcohol use, acute alcohol coadministration,
and interactions among these factors can affect the phar-
macokinetics and pharmacodynamics of cocaine.

Alcohol pretreatment for two weeks significantly pro-
longed cocaine distribution and elimination half-lives and
significantly increased cocaine volume of distribution.
Similar effect on cocaine elimination half-life has been
reported previously in anesthetized rats.3 Cocaine AUCp
increased significantly after alcohol pretreatment, which
may have resulted from the inhibition of cocaine metabo-
lism because its bioavailability did not change significantly.
Alcohol metabolism in mammals is mediated by cytosolic
alcohol dehydrogenase, microsomal CYP2E1, and peroxi-
somal catalase.24 CYP2E1 catalyzes the biotransformation
of a variety of endogenous and exogenous compounds and
is inducible by alcohol. It is possible that CYP2E1 induction
by alcohol pretreatment may be involved in the changes
in cocaine metabolism and pharmacokinetics. Studies have
shown that both acute and chronic alcohol administration
decrease hepatic glutathione content and shift its reduction
vs oxidation ratio to an unfavorable condition for the cell.25

Another effect related to alcohol pretreatment is the
promotion of lipid peroxidation in the liver.26 These two
CYP2E1-dependent events can lead to intracellular oxida-
tive stress and slow the liver biotransformation activity.
These results imply that prior use of alcohol can lead to
higher and prolonged cocaine plasma concentrations after
administration of the same cocaine dose which may, in
turn, increase cocaine-related toxicities.

We pretreated the rats with ip cocaine administration
because it is easier than iv and more drug will reach the

systemic circulation compared to oral and subcutaneous
administration. Cocaine pretreatment significantly in-
creased the rate and extent of cocaine absorption after an
ip challenge dose of cocaine. However, the increase in
cocaine bioavailability was not accompanied by an in-
creased in AUCp and AUCb. This may be due to the
significant increase in cocaine TBC. Cocaine pretreatment
also increased cocaine volume of distribution which may
explain why its elimination half-life was not affected by
cocaine pretreatment.

Acute alcohol coadministration with cocaine significantly
increased cocaine AUCp and systemic bioavailability. Mean-
while, cocaine ât1/2 and TBC were not significantly different,
indicating that the increase in cocaine AUCp was primarily
due to the increase in cocaine bioavailability. The enhanced
cocaine systemic bioavailability may be caused by the
inhibitory effect of alcohol on cocaine presystemic metabo-
lism which resulted in a larger fraction of the cocaine dose
escaping the first-pass metabolism and reaching the sys-
temic circulation. Examination of the significant interac-
tions between different factors showed that acute alcohol
and alcohol pretreatment acted synergistically to prolong
cocaine elimination half-life and volume of distribution. The
increase in the plasma cocaine concentration after alcohol
coadministration with cocaine was accompanied by less
than proportional increase in cocaine AUCb and thus
caused decrease in AUCb/AUCp. We have previously dem-
onstrated that in the presence of much higher plasma
alcohol concentration, brain ECF cocaine concentration was
significantly increased in rats.4 These results showed that
combined alcohol and cocaine use can lead to higher cocaine
concentrations, which may augment cocaine pharmacologi-
cal effects and toxicities.

Alcohol pretreatment did not have any significant effect
on cocaine metabolic profile. However, cocaine pretreat-
ment significantly reduced benzoylecgonine formation and
significantly increased the formation of the active metabo-
lite cocaethylene. The increased formation of cocaethylene
may have significant pharmacological and toxicological

Table 2sPharmacodynamic Parameters for the Neurochemical Response to Cocaine in the Rat Either with or without Alcohol or Cocaine
Pretreatments or Acute Alcohol Coadministration (mean ± SE, n ) 32)

alcohol pretreatment cocaine pretreatment alcohol coadministration
pharmacodynamic

parameter no yes no yes no yes

Emax (% of baseline) 1100 ± 200 1530 ± 240 1160 ± 190 1480 ± 250 980 ± 140 1650 ± 270a

EC50 (nmol/mL) 9.0 ± 1.1 8.57 ± 0.85 8.38 ± 0.86 9.2 ± 1.1 10.35 ± 0.94 7.26 ± 0.96a

n 1.86 ± 0.31 1.69 ± 0.30 1.96 ± 0.30 1.60 ± 0.31 1.94 ± 0.40 1.62 ± 0.16

a Significantly different from no acute alcohol coadministration (p < 0.05, F1,24).

Table 3sPharmacodynamic Parameters for the Mean Arterial Blood Pressure and Heart Rate Response to Cocaine in the Rat Either with or
without Alcohol or Cocaine Pretreatments or Acute Alcohol Coadministration (mean ± SE, n ) 32)

alcohol pretreatment cocaine pretreatment alcohol coadministration
pharmacodynamic

parameter no yes no yes no yes

Mean Arterial Blood Pressure
kin (% of baseline/min) 30.9 ± 5.3 31.0 ± 5.0 27.7 ± 4.5 34.2 ± 5.6 20.6 ± 2.3 41.2 ± 6.3c

kout (min-1) 0.283 ± 0.050 0.310 ± 0.054 0.257 ± 0.043 0.336 ± 0.059 0.191 ± 0.022 0.402 ± 0.065c

Imax 0.253 ± 0.018 0.239 ± 0.015 0.287 ± 0.014 0.205 ± 0.014b 0.232 ± 0.015 0.260 ± 0.017
IC50 (nmol/mL) 13.0 ± 2.0 9.2 ± 1.2 14.0 ± 1.9 8.1 ± 1.1b 11.5 ± 1.9 10.7 ± 1.3
Rmax (% of baseline) 136.5 ± 3.7 133.1 ± 2.9 142.3 ± 3.2 127.3 ± 2.9b 132.0 ± 2.9 137.6 ± 3.6

Heart Rate
kin (% of baseline/min) 41.7 ± 5.6 47.5 ± 5.6 43.5 ± 8.7 46.6 ± 4.6 35.2 ± 6.3 56.0 ± 4.7c

kout (min-1) 0.442 ± 0.056 0.472 ± 0.055 0.436 ± 0.086 0.475 ± 0.045 0.374 ± 0.066 0.550 ± 0.043
Imax 0.270 ± 0.021 0.273 ± 0.015 0.291 ± 0.017 0.263 ± 0.015 0.260 ± 0.024 0.284 ± 0.011
IC50 (nmol/mL) 1.48 ± 0.30 7.3 ± 1.2a 4.8 ± 1.1 5.7 ± 1.2b 6.4 ± 1.5 4.3 ± 1.0
Rmax (% of baseline) 138.7 ± 4.2 139.6 ± 3.2 142.3 ± 3.6 137.8 ± 3.4 137.8 ± 5.3 140.7 ± 2.3

a Significantly different from no alcohol pretreatment (p < 0.05, F1,24). b Significantly different from no cocaine pretreatment (p < 0.05, F1,24). c Significantly
different from no acute alcohol coadministration (p < 0.05, F1,24).
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consequences. This is because, compared to cocaine, coca-
ethylene has been shown to be more potent with respect

to the neurochemical, heart rate, and QRS interval re-
sponses and is equipotent in causing mean arterial blood

Figure 3sMean arterial blood pressure−time profiles after 30 mg/kg ip cocaine
challenge to (A) alcohol naive (b) and alcohol pretreated (O) rats. *Significantly
different from that of alcohol naive rats (p < 0.05); (B) cocaine naive (b) and
cocaine pretreated (O) rats. *Significantly different from that of cocaine naive
rats (p < 0.05); (C) rats that were not (b) and were (O) coadministered with
5 g/kg acute alcohol. *Significantly different from that of no alcohol
coadministration (p < 0.05). Each data point is presented as mean ± SE (n
) 32). BL ) Baseline.

Figure 4sHeart rate−time profiles after 30 mg/kg ip cocaine challenge to (A)
alcohol naive (b) and alcohol pretreated (O) rats; (B) cocaine naive (b) and
cocaine pretreated (O) rats. *Significantly different from that of cocaine naive
rats (p < 0.05); (C) rats that were not (b) and were (O) coadministered with
5 g/kg acute alcohol. *Significantly different from that of no alcohol
coadministration (p < 0.05). Each data point is presented as mean ± SE (n
) 32). BL ) Baseline.
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pressure increase.6 Cocaine and alcohol coadministration
significantly reduced benzoylecgonine formation, with ap-
proximately 25% of cocaine dose converted to the active
metabolite cocaethylene. The fact that alcohol coadminis-
tration caused only 5% reduction in the precent of the
cocaine dose converted to benzoylecgonine, but approxi-
mately 25% of cocaine dose was converted to cocaethylene
indicates that cocaethylene formation is not solely on the
expense of benzoylecgonine formation. These results imply
that alcohol may also affect the metabolism of cocaine to
ecgonine methyl ester. Another significant effect of acute
alcohol coadministration on cocaine metabolism was the
significant increase in the formation of norcocaine. On the
other hand, cocaine+alcohol pretreatment led to more than
additive effect on the reduction of benzoylecgonine and
increase of norcocaine formation. The changes in cocaine
metabolic profile due to alcohol coadministration, specifi-
cally the formation of cocaethylene and the increased
formation of norcocaine, can significantly alter cocaine
pharmacological and toxicological effects because of the
contribution of these two metabolites to the neurochemical
and cardiovascular effects of cocaine.6

The N ACC dopamine concentration enhancement in
response to cocaine administration was significantly higher
in the rats pretreated with alcohol for two weeks. This
difference was more significant in the first hour after
cocaine administration. Pharmacodynamic analysis showed
an approximately 40% increase in the Emax for the neuro-
chemical response to cocaine administration. This can be
explained by the higher and prolonged cocaine concentra-
tions as a result of alcohol pretreatment. Neurochemical
and behavioral sensitization after repeated cocaine treat-
ment has been well documented.14-16 In our study, how-
ever, cocaine pretreatment continued until the day before
the challenge dose of cocaine, and it did not have any
significant effect on the neurochemical response to an ip
cocaine challenge. This lack of neurochemical sensitization
may be due to the apparent short term tolerance to the
brain ECF dopamine augmentation during the early with-
drawal period after repeated cocaine administration.27

Dopamine concentration-time profile in response to
cocaine administration was significantly higher throughout
the experiment period when alcohol was coadministered.
The enhanced magnitude and potency of cocaine neuro-
chemical effect was also reflected in the significant changes
in the pharmacodynamic model estimates for Emax and
EC50. This may be explained by the higher cocaine con-
centrations achieved after combined cocaine and alcohol
administration. Because both cocaethylene and norcocaine
contribute significantly to the neurochemical response of
cocaine,6,28 the formation of cocaethylene and the increased
formation of norcocaine due to alcohol coadministration
may further enhance this pharmacological response. These
findings imply that, in humans, simultaneous cocaine and
alcohol abuse may increase the risk of cocaine-related
toxicity in the central nervous system.

Cocaine pretreatment significantly reduced the maxi-
mum inhibitory effect of cocaine on the monoamine re-
uptake, significantly increased the potency of this action,
and reduced the maximum mean arterial blood pressure
response. These findings indicate that although the maxi-
mum increase in mean arterial blood pressure may be
lower after repeated exposure to cocaine, the increase in
mean blood pressure will be higher for a given cocaine dose
after this pretreatment. Alcohol pretreatment increased the
potency of the effect of cocaine on the blood pressure.
Cocaine and alcohol pretreatments acted together to cause
more than an additive effect on increasing the potency of
cocaine effect on the mean arterial blood pressure. This
may imply that prior use of both cocaine and alcohol can

increase the risk of cardiovascular complications in re-
sponse to cocaine use. Acute alcohol administration with
cocaine increased the onset and the dissipation rate
constants for the effect of cocaine on the mean arterial
blood pressure. This means that alcohol coadministration
caused faster increase in the mean arterial blood pressure
and faster return to baseline after ip cocaine challenge. The
clinical significance of these findings should not be under-
estimated. Simultaneous administration of cocaine and
alcohol may cause higher risks of developing stroke and
seizure due to sudden and faster increase in vascular
resistance during the first few minutes. Meanwhile, the
faster decrease in blood pressure is accompanied by lower
vascular tone of the cerebral and epicardial coronary
arteries. This may explain the reduced dysphoria such as
migraine and chest pain that are often described by abusers
of this drug combination as compared to cocaine alone.

The effect of cocaine on heart rate is dependent on its
dose. In rats, intra-arterial cocaine doses of up to 0.5 mg/
kg increased heart rate, whereas doses above 1.0 mg/kg
decreased heart rate.29 Due to the high cocaine challenge
dose used in our study, the heart rate was reduced in all
the three groups of rats under investigation. High concen-
trations of cocaine can block the sodium channel in sensory
neurons as well as affect the cardiac action potential
leading to slower heart rate and slower cardiac conduc-
tion.30,31 Decreased heart rate may also be caused by
activation of vagal baroreceptor reflex.29 In this study, the
time course of the decrease in heart rate in reponse to
cocaine administration was not affected by alcohol or
cocaine pretreatment. However, pharmacodynamic model
parameters showed decreased potency of cocaine effect on
the heart rate. On the other hand, alcohol coadministration
caused significantly lower heart rate compared to cocaine
administration alone, with the most outstanding difference
shown in the first hour. Changes in cocaine pharmacoki-
netics, especially the increase in cocaine AUCp, the forma-
tion of cocaethylene and the increased formation of norco-
caine may be responsible for the changes in cocaine
pharmacodynamics when alcohol was given with cocaine.
Cocaethylene is believed to be implicated in the increased
cocaine-related mortality when alcohol is coabused. Coca-
ethylene has been proven to be more potent than cocaine
in mediating lethality in mice.32 In anaesthetized dogs,
cocaethylene causes significant myocardial depression and
slight heart rate increase.33 The reduction in myocardial
contractility may lead to a remarkable decrease in hepatic
blood flow and, consequently, reduce metabolism of both
cocaine, cocaethylene, and norcocaine in the liver. There-
fore, changes in the pharmacodynamics with cocaine+alcohol
coadministration may in return affect the pharmacokinet-
ics and metabolism of cocaine. However, caution should be
exercised when extrapolating these observations in animals
to humans. Studies in humans have shown that the
appearance of cocaethylene in plasma does not alter
subjective and cardiovascular effects of cocaine,34 and that
cocaethylene alone produces milder subjective effects and
comparable cardiovascular effects to those of cocaine
alone.35,36

In conclusion, alcohol pretreatment increases the plasma
and brain cocaine concentrations due to inhibition of
cocaine elimination. Cocaine pretreatment enhances the
systemic bioavailability and clearance of cocaine and
increases the formation of norcocaine and cocaethylene.
Alcohol coadministration with cocaine increases the plasma
and brain cocaine concentrations due to the increase in
cocaine systemic bioavailability and reduction of its clear-
ance. Meanwhile, benzoylecgonine formation is signifi-
cantly reduced, and norcocaine formation is significantly
increased. Cocaine and alcohol pretreatments and acute
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alcohol coadministration lead to alterations in cocaine
pharmacodynamics that are due, at least in part, to the
changes in cocaine pharmacokinetics. Alcohol coadminis-
tration with cocaine caused significant changes in cocaine
neurochemical and cardiovascular responses, and repeated
cocaine and alcohol users may respond differently to
cocaine administration compared to naı̈ve users. If prior
use of alcohol and/or cocaine has similar effects on cocaine
pharmacokinetics and pharmacodynamics in humans, the
findings of this investigation would indicate that alcoholics
and cocaine addicts are at higher risks of cocaine toxicity.
The risks may be even higher in these abusers when they
consume cocaine and alcohol simultaneously.
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Abstract 0 The literature on sulfathiazole polymorphs has many
confusions and inconsistencies. These are largely resolved by the
distinctive appearance of 13C magic-angle spinning NMR spectra, which
immediately show the number of molecules in the crystallographic
asymmetric unit. The spectra presented include those of a newly-
recognized form. The assignments of the spectra are established and
discussed in relation to such factors as electronic structure of the
aromatic ring, second-order quadrupolar effects originating from the
nitrogen nuclei, and hydrogen bonding. The results are compared to
literature information on the crystal structures. When the amino group
acts as a hydrogen bond acceptor, there is a shielding effect on C-4
to the extent of ca. 8 ppm (which should be compared to a further
shielding by ca. 10 ppm for sulfathiazole sulfate). The fact that the
spectrum of form III is similar to the sum of those of forms IV and V
is rationalized in relation to the crystal structures. Some surprising
variability of spectra with temperature and with specific sample is
reported.

Introduction
The polymorphism of sulfathiazole has been the subject

of investigation for almost 60 years.1-7 It has been de-
scribed as the classic polymorphic system.3 We have
recently demonstrated that there are at least five poly-
morphs of sulfathiazole, and we have carried out a single-
crystal structure determination of the fifth polymorph,7,8

although it now appears that this polymorph was the one
first synthesized,9 first described in a patent,10 and first
published in the literature by two independent groups,11,12

but subsequently overlooked for more than 40 years.13 It
would seem that all five polymorphs had been seen and
described by 1947, but not clearly differentiated.1,2,11,12,14

Furthermore, we have shown that the common material
of commerce does not have the polymorphic structure
described by Kruger and Gafner,15 as has been assumed
for a quarter of a century, but has the structure first
determined by Babilev et al.16 The sources of confusion
which have led to this unusual situation are 5-fold, namely
the irreproducibility of the crystallization, the tendency to
crystallize as mixtures, the close similarity in structure and
properties of three of the polymorphs, the sample-to-sample
variability in stability, and the differences between the
pharmaceutical and crystallographic enumeration of the
polymorphs. In order for the present discussion to be clear,
Table 1 sets out the nomenclature of the polymorphs. Only
minimal information for differentiating between them is

incorporated in the table, since it is intended to publish
further details of the physical characteristics elsewhere.
The crystal structures of all five have now been pub-
lished,7,8,15,16 so confusion should now be minimal. Samples
of all sulfathiazole polymorphs (particularly of I and IV)
show huge variation in stability. During this investigation
we have also prepared and characterized over 100 solvates
of sulfathiazole, as well as numerous salts, and have
determined the crystal structures of many of these.17 It has
therefore appeared highly desirable to determine defini-
tively, to collate, to record, and to correlate the physical
properties of the multiple solid forms of sulfathiazole. In
this article the solid-state NMR spectra of the five poly-
morphs of known structure, purity, and provenance are
presented and interpreted: previously only the spectra of
four polymorphs, determined by one of us (D.C.A.), have
been briefly mentioned4 but not seriously discussed. For
the purposes of discussing the NMR spectra, the carbon-
atom numbering is shown below (note that some authors5

invert the numbering of C-8 and C-9).

However, this figure is not intended to convey confor-
mational information. Note that in all cases the sulfonimido
tautomer is present, rather than the sulfonamido structure.

Polymorphs I-III each have two molecules in the asym-
metric unit. The supramolecular structure of polymorph I
may be described in broad terms as consisting of two
orthogonal planes of crystallographically distinct but rather
similar sulfathiazole molecules, and that of polymorph II
as two parallel interleaved planes of somewhat differently
bonded molecules. Polymorph IV has only one molecule in
the asymmetric unit in a distinctive supramolecular pat-
tern based on a layered hydrogen-bonded ring system.
Polymorph V is of a similar structure but with a different
ring system. Polymorph III in effect combines5 the ring
systems of IV and V. Consequently, the three polymorphs
are very similar in all their spectral and physicochemical

* To whom correspondence should be addressed. Phone +44-(0)191-
374-3121. Fax +44-(0)191-386-1127. e-mail r.k.harris@durham.ac.uk.

† University of Durham.
‡ Glaxo Wellcome R & D.
§ University of York.

Table 1sNomenclature for Sulfathiazole Polymorphs

melting point/°C crystallographya pharmacyb proposedc

202 I I I
197 II II
175 III III III

<175 II IV IV
175 IV III Vd

a From the Cambridge Crystallographic Database. b For example, as used
by Burger and Dialer3 and by Anwar, Tarling, and Barnes.4 c For use in this
article. d Structure determined by Babilev et al.16 Now known to be the common
commercial material.
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behavior, and the properties of polymorph III are to a large
extent either the average or the superposition of those of
polymorphs IV and V. Great care is therefore needed to
distinguish between them as they almost invariably occur
as mixtures.

Recently, Blagden et al.5 have discussed the hydrogen-
bonding networks and other packing arrangements of four
of the forms using a graph-set approach. Anwar, Tarling,
and Barnes4 have collated powder XRD and Raman spectra
of four sulfathiazole polymorphs, though the relationships
to those of Blagden et al. are not totally clear.

Experimental Section
Origin of SamplessPolymorph IsFor almost 60 years, the

single reliable preparation of a pure sulfathiazole polymorph by
crystallization has been of form I from a solution in 1-propanol.
The characteristics of commercial material have changed recently,
as noted below, and useful samples can no longer be made this
way, as has been independently encountered by Blagden et al.5
The sample used here was made by heating commercial material
at 180 °C for 15 min. This procedure is reliable. The product is
often pink, but this does not interfere with the NMR spectral
characteristics. An earlier sample made by crystallization from
1-propanol proved to be sensitive to spinning and partly converted
to form IV during NMR examination. Polymorph I is not the
themodynamically stable form at room temperature. Its kinetic
stability varies enormously between samples, from hours to years.
Transformation on spinning is rare but for that very reason is all
the more noteworthy.

Polymorph IIsA supersaturated aqueous solution was evapo-
rated to dryness in a beaker.4 It is desirable not to let the
temperature drop below 100 °C at any time until the sample is
totally dry. The supersaturated solution is best prepared by boiling
down an undersaturated (<2 g per 100 cm-3) solution, itself made
in the presence of trace surfactant, otherwise only a mixture of
III/IV/V may result. The nature of the material from this experi-
ment is dependent on the history of the solution. Solutions made
initially by dissolution in an organic solvent followed by displace-
ment of the solvent by water have not yielded polymorph II in
our hands. It has been suggested that cocrystals of urea with
sulfathiazole produce form I on dissolution,18 but in our experience
addition of urea encourages the formation of form II. Polymorph
II has and continues to be mistaken for form I, despite its
distinctive melting point and infrared spectrum.

Polymorph IIIsRecent commercial sulfathiazole from Aldrich
has been of form III of a polymorphic purity (ca. 99%) which cannot
be achieved in small-scale laboratory preparations. The size of
vessel is a significant factor in the preparation of sulfathizole
polymorphs. A sample made by the replacement of acetone by
dichloromethane in boiling solution as well as one from Aldrich
batch HN 3506 were used here: the crystallization history of the
latter is unknown.

Polymorph IVsThe stability of sulfathiazole polymorphs is a
characteristic not of the form in question, but of the specific
sample, related to the stability of the individual crystals, as can
be deduced from the observations of Anwar,19 presumably because
the transitions are defect-mediated. Of over 50 samples of poly-
morph IV in our hands few were better than 90% polymorphically
pure and none better than 98% when originally prepared, as
determined by powder XRD. The usual impurities are polymorphs
III and V. Furthermore, many have altered on storage. The sample
used here was crystallized from acetonitrile.

Polymorph VsFor many decades, bulk sulfathiazole was puri-
fied by dissolution in alkali followed by neutralization. The product
on a laboratory scale is of variable polymorphic composition, but
on a commercial scale this procedure gives form V in better than
90% polymorphic purity. Batch 61376 from Aldrich, of 98%
polymorphic purity, was used here.

The polymorphic status of our samples was checked first by
NIR/IR DRIFT spectra of the solids.20 Infrared and near-infrared
spectroscopy can distinguish between the polymorphs but are poor
at assessing the polymorphic purity, particularly of polymorphs
III-V, because of the close similarity of the spectra and many near
coincidences. The polymorphic purity of the samples was deter-
mined by XRD powder diffraction on unground samples using the

intense peaks at 21.9, 21.7, and 22.1° 2θ characteristic of poly-
morphs III, IV, and V, respectively. Grinding causes polymorphic
transition,21,22 and it obscures the distinctions between polymorphs
in the 22° 2θ region. Polymorph I also has its strongest band at
21.9° 2θ but can readily be distinguished elsewhere in the pattern.

Nuclear Magnetic ResonancesSolid-state 13C NMR spectra
were recorded with cross polarization, magic-angle spinning, and
high-power proton decoupling using a Varian Unity Plus 300
spectrometer operating at 75.43 MHz and ambient probe temper-
ature (ca. 26 °C). A probe using 7 mm o.d. rotors made of zirconia
was employed. Typical operating conditions: contact time 3 ms;
recycle delay 30 s for some spectra but 300 or 400 s for those
obtained later; number of transients 100-1000; spin rate 4.5-
5.5 kHz. The total accumulation times were optimized by the use
of a flip-back pulse after each acquisition.23 For assignment
purposes, spectra of nonprotonated and protonated carbons were
separately obtained using a dipolar dephasing pulse sequence.24

Carbon chemical shifts were referenced to the signal for tetram-
ethylsilane via a replacement sample of solid adamantane (me-
thylene carbon, δC ) 38.4 ppm).

Values of T1 for the protons were measured by the inversion-
recovery method on static samples and were found to be between
200 and 500 s at ambient probe temperature. Proton relaxation
times in the rotating frame were estimated to be <20 ms for form
I but >100 ms for the other polymorphs.

Solution-state 13C NMR spectra were obtained at 100.58 MHz
using a Bruker DPX 400 spectrometer at ambient probe temper-
ature (ca. 25 °C). Solutions in both DMSO-d6 and CD3OD were
examined, with chemical shifts referenced to the signal for
tetramethylsilane. Approximately 20 000 transients were ac-
cumulated in each case, with a pulse angle of 90° and a recycle
delay of 1s (though this resulted in reduced intensity for the
quaternary carbons).

Powder X-ray DiffractionsThe XRD traces were obtained
using a Philips X′pert MPD diffractometer with a θ-2θ goniometer
fitted with an Anton Paar TTK variable temperature camera. Cu
KR radiation of wavelength 1.54056 Å was used, with a diffracted
beam monochromator. A sealed xenon detector was employed.
Diffractograms were collected over the range 5-35° for 2θ, using
a step size of 0.02° and a count time of 1 s.

Results and Discussion
The 75 MHz 13C-{1H} CPMAS spectra of the five poly-

morphic forms of sulfathiazole are shown in Figure 1. The
relevant data are listed in Table 2. The resonances cover
a relatively narrow range of chemical shifts (δC ) 106-
172 ppm) because only sp2-hybridized carbon atoms are
involved. The spectra are all noticeably different, so that
solid-state NMR is an excellent technique for monitoring
the polymorphic form of sulfathiazole. Indeed, we propose
that the solid-state NMR spectra, as presented here, be
used in future alongside X-ray powder diffraction to define
the polymorphic form of sulfathiazole samples. It is feasible
to analyze mixtures of forms semiquantitatively (Figure
2) though the usual precautions regarding cross-polariza-
tion conditions need to be borne in mind. Assignment of
the spectra (Table 1) may be readily made using three
criteria:

(a) Comparison with solution-state shifts (see Table 2).
(b) The spectra obtained using the dipolar dephasing

(“nonquaternary suppression”) pulse sequence,24 which
show peaks arising from C-1, C-4, and C-7 only. Such edited
spectra give even clearer distinction between the forms
than the complete spectra, since then the resonances of C-4
are clear of all other peaks and are readily distinguishable
in chemical shifts and/or splittings between the various
polymorphs (Figure 2). The only difficulty that might occur
is differentiating between form III on one hand and a
combination of forms IV and V on the other.

(c) The broadening induced for the resonances of C-1,
C-7, and C-8 by the second-order effects arising from
dipolar coupling to quadrupolar 14N nuclei (“residual
dipolar splitting”).25 Although in principle such effects give
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rise to 1:2 or 2:1 doublets in 13C spectra (for coupling to
one 14N), at our magnetic field for most of the sulfathiazole
samples the relevant signals are merely broadened, with
some ill-defined fine structure. It may be noted that C-7 is
dipolar-coupled to two 14N spins.

These considerations result in unambiguous assignments
for nearly every peak in all polymorphs, though there are
some accidental near-equivalences which result in overlap-
ping signals.

A cursory glance at the spectra already conveys sub-
stantial information. Thus, for C-9 the resonance is clearly
split into two for forms I-III but not for forms IV and V,
showing that the asymmetric crystallographic unit consists
of two molecules in the former cases, but only one in the
latter. These conclusions are supported by the detailed
X-ray structures. Other signals are also split for forms
I-III, which generally have a more complex appearance
than those for forms IV and V, but complications affect the
situation except for C-4, which gives a clear doublet for
forms I and III. However, the signal for this carbon is only
a singlet for form II (as for forms IV and V), presumably
because of accidental near-equivalence of the two expected
peaks for II. The spectrum of form IV shown in Figure 1
indicates that the sample contains a small amount (ca. 5%)
of form V (or ca. 10% of form III) as an “impurity”.

Another factor potentially influencing the spectra and
worthy of note at this point is internal rotation of the
phenylene ring about the S-C bond. If this is slow on the
NMR time scale, C-2 and C-6 will be nonequivalent (given
the unsymmetrical nature of the molecule as a whole), thus
giving rise to two lines for forms IV and V, but four lines
for the other three forms. A similar situation exists for C-3
and C-5. At ambient probe temperature, the spectra for
forms IV and V do indeed show the four lines for the
phenylene CH carbons which are expected on the basis of
slow internal rotation. However, there are obviously ac-
cidental degeneracies for forms II and III, since three lines
are observed for C-2,6 for the former and for C-3,5 for the
latter, while for the remaining phenylene C-H carbons in
these two forms only two lines are resolved. At all events,
these observations show that at ambient probe tempera-
ture, internal rotation is slow on the NMR time scale. The
situation is somewhat different for form I. The spectrum
displayed in Figure 1 shows only two lines for each of the
carbon pairs C-2,6 and C-3,5, but on lowering the temper-
ature to -40° and below, three lines are observed for C-2,6
(Figure 3a), which at first sight suggests that fast phe-
nylene-group internal rotation is occurring for form I at
room temperature. However, a more-detailed study shows
that the spectrum of form I has a complex temperature
variation which cannot be simply attributed to the slowing
of internal rotation. In fact, we link these changes to those
observed19 in the powder XRD pattern at elevated temper-
atures, which indicate strong anisotropic lattice expansion.
We have extended such measurements to low tempera-
tures, confirming the significant changes. Thus, Figure 4
shows powder XRD traces of sulfathiazole polymorph I at
150, 25, and -85 °C. However, on carrying out MAS NMR
experiments at elevated temperature (+80 °C, nominal),
the spectrum changed considerably (Figure 3b), indicating
that internal rotation probably is becoming rapid on the
NMR time scale. Thus the resonance for C-2,6 has

Table 2sSolid-State 13C NMR Assignments for Five Polymorphs of Sulfathiazole

form

carbon atom I II III IV V
solution

(DMSO-d6)
solution
(CD3OD)

1a 153.2, 152.2, 151.2 155.5, 154.3, 153.2 151.1 151.0, 150.6 150.5 152.65 154.64
2,6 115.7,b 114.2b 115.2,b 114.0, 112.8 120.3,b 118.6b 120.2, 118.6 120.5, 118.3 112.90 115.24
3,5 132.1,b 130.2b 129.6,b 128.6b 130.7, 129.8, 127.3b 130.6, 127.3 129.8, 127.5 128.15 130.22
4 127.0, 125.9 127.9b 134.6, 133.8 133.8 134.5 128.32 130.24
7a 171.0, 170.2, 168.8 169.8, 168.5 169.5 169.4 169.3 168.37 171.49
8a 123.4 123.6 125.4 126.2 125.1 124.67 126.28
9 109.2, 107.7 108.1, 107.5 108.4, 106.8 106.5 108.5 107.90 109.86

a Bonded to 14N, so second-order splittings occur. Some peak maxima are listed. b Double intensity peak.

Figure 1sCarbon-13 CPMAS spectra, recorded at 75.43 MHz and ambient
probe temperature with high-power proton decoupling, for the five polymorphs
of sulfathiazole. The recycle delays were 30 s. Assignments are indicated for
forms I and V. For the others, see Table 2.

Figure 2sCarbon-13 CPMAS spectrum at ambient probe temperature for a
mixture of sulfathiazole polymorphs I and III. The recycle delay was 30 s.
The dipolar dephasing pulse sequence was used. Integration of the peaks
assigned to C-4 suggests that the mixture contains ca. 46% of form I (assuming
the CP and dipolar dephasing characteristics of the two polymorphs are similar).
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become broad, while that arising from C-3,5 is so broadened
as to be scarcely visible. The other signals show only small
shift changes but no broadening. The phenomenon is
reversible. The crystallographic changes indicated by the
variable-temperature powder XRD patterns presumably
facilitate the internal rotation.

As stated above, the spectra of the five forms all differ
significantly. Clearly this must be caused by a combination
of intramolecular and intermolecular (packing) consider-
ations. Since the two rings are essentially planar in all

cases, variations in intramolecular effects arise mainly
from differences in (a) conformation expressed by dihedral
angles about the S-C and S-N bonds, or (b) electronic
structure of the phenylene ring. The S-N bond itself is
approximately in the plane of the thiazole ring (maximum
deviation just under 20°). The important intermolecular
effects arise from the nature of the hydrogen bonding
network and from the relationship of the rings in one
molecule to the carbon atoms in a neighboring molecule.
During the course of this work, we have found a small
variability in spectra between different samples of form III
(Figure 5). This particularly relates to the peaks assigned
to C-2,6. Powder XRD patterns and near-infrared spectra
also showed some distinctive characteristics in different
samples. We have no current explanation for this vari-
ability, which is being further investigated. It is conceivable
that two different “type-III” polymorphs with similar
structures are involved. The unusual relationship between
the structures of III-V suggest ways in which other
variations are possible.

The largest difference between the spectra concerns the
signals of C-4, which are at significantly lower frequencies
for forms I and II than for the others. Indeed there is a
crossover with the C-3,5 peaks for forms I and II compared
to the other polymorphs. Such a difference between I and
II on one hand and the other forms can also be observed
for the C-2,6 signals. However the high-frequency shifts
for C-3,5 in form I distinguishes it from all other forms.
The position of the C-9 signal clearly differs between forms
IV and V. The chemical shifts of C-1, C-7, and C-8 are
harder to characterize because of the complicating effects
of residual dipolar splittings arising from coupling to 14N.

Table 3 lists the two sets of dihedral angles of relevance,
which we have derived and collated from the published

Table 3sSummary of Dihedral Angles for the Sulfathiazole Polymorphs

form C3−C4−S1−N2 C3−C4−S1−O1 C3−C4−S1−O2 C5−C4−S1−N2 C5−C4−S1−O1 C5−C4−S1−O2 C7−N2−S1−O1 C7−N2−S1−O2 C7−N2−S1−C4

1 −100 20.2 148.2 81.5 −158.2 −30.2 −36.9 −164.7 81.5
1 −118.0 3.4 131.6 66.8 −171.7 −43.5 −35.0 −163.0 83.9
2 −134.7 −12.8 112.0 46.3 168.2 −67.0 −37.0 −163.0 82.0
2 −139.0 −18.0 108.6 41.6 162.6 −70.9 −20.0 −147.2 97.7
3 −127.8 −6.1 119.9 51.0 172.7 −61.4 −39.5 −168.3 77.9
3 −127.5 −6.1 120.7 54.4 175.7 −57.4 −36.6 −166.2 81.1
4 −128.2 −6.4 120.1 52.9 174.7 −58.8 −38.1 −167.3 79.6
5 −127.5 −6.8 120.3 53.3 174.1 −58.8 −36.6 −166.2 80.3

Figure 3sCarbon-13 CPMAS spectrum for polymorph I of sulfathiazole at
nominal temperatures of (a) −45 °C and (b) +80 °C. The recycle delays
were 300 s for a and 400 s for b.

Figure 4sPowder XRD traces for sulfathiazole form I at 150 °C, 25 °C, and
−85 °C.

Figure 5sCarbon-13 CPMAS spectra at ambient probe temperature, showing
a small variability between different samples of polymorph III.
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crystal structures for forms I and III-V, as given in the
Cambridge Crystallography Database and from detailed
work on form II, as yet unpublished.7,8 The major variations
between the polymorphs seem to be for C3-C4-S1-N2
in both molecules of form I and for the three angles related
to the N2-S1 bond for one of the inequivalent molecules
of form II. It is difficult to see how these differences could
account for the observed chemical shift variations.

A close look at the C-C bond lengths around the
phenylene ring8 shows that they distinctly alternate for
form II, being 1.427, 1.354, and 1.416 Å for the averages
of the C-1 to C-2/C-1 to C-6, C-2 to C-3/C-6 to C-5 and C-3
to C-4/C-5 to C-4 bonds, respectively. Such alternation does
not appear to occur for polymorphs III and IV, though this
conclusion is hampered by the relative inaccuracy of the
structure determinations (that for III contains a scarcely
believable distortion, with 1.386 Å quoted for C-1 to C-2
and 1.430 Å for C-6 to C-1 in the case of one of the
inequivalent molecules, with estimated errors of 0.007 Å).
Unfortunately the quoted errors for the relevant bonds in
form I are even higher (ca. 0.013 Å), so the bonding
situation is rather uncertain.

A more likely origin for the difference in the chemical
shifts for forms I and II on one hand and the remaining
polymorphs on the other lies in the hydrogen-bonding
variations involving the NH2 group. In forms III-V, the
amino nitrogen acts as a hydrogen bond acceptor (the donor
atom being the ring NH nitrogen of another molecule),
leading to a partial positive charge on the amino nitrogen.
This H-bonding occurs as part of a dimeric ring structure
referred to by Davey and co-workers5 as a â dimer (see
below). Hydrogen bonding of this type also causes a low-
frequency shift in the infrared spectrum for these three
polymorphs, giving bands at ca. 3280 cm-1. The NMR effect
of charge on the amino nitrogen can be attested from 13C
CPMAS measurements on solid sulfathiazole monosulfate
hemihydrate. The chemical shift of C-4 in this case is δC )
144.8 ppm, a full 17 ppm to higher frequency of those found
for forms I and II, but only ca. 10 ppm higher than those
for forms III-V. A similar effect is seen on the signal for
C-1, which, for the sulfate, is at δC )135.7 ppm.

Figure 1 shows that the spectrum of form III is remark-
ably similar to the sum of those for polymorphs IV and V,
suggesting that the conformations and environments of the
two molecules in the asymmetric unit of form III are similar
to those of the unique molecules of the other two forms.
Davey and co-workers5 showed that III, IV, and V (which
are referred to as III, II, and IV, respectively in their,
crystallographic, notation) contain chains of â-ring dimers.
These chains are linked into two-dimensional sheets, by
additional amine nitrogen to imide nitrogen hydrogen
bonds between each chain in form V, and between alternate
chains in form III. However, there are no such H-bonds
between chains in form IV. This difference between the
forms will have associated structural changes, which

appear to provide a satisfactory explanation for our com-
ment that the form III spectrum closely resembles the sum
of those of forms IV and V. The structural differences give
rise to a chemical shift of ca. 0.8 ppm for C-4, 1.6 ppm for
C-9, and 0.9 ppm for either C-3 or C-5 (these being the
splitting magnitudes for form III).

Conclusion
We have shown that the five known polymorphs of

sulfathiazole are clearly distinguished by their 13C MAS
NMR spectra. However, there are substantial changes in
the spectrum of form I with temperature and of that of form
III with sample. The spectra have been fully assigned and
their appearance rationalized in terms of their crystal
structures. The differences in hydrogen bonding explain
why spectra of forms III-V are similar but differ substan-
tially from those of forms I and II. Moreover, the fact that
the spectrum of form III (which shows clearly the existence
of two molecules in the asymmetric unit) is closely similar
to the superposition of the spectra of forms IV and V may
also be attributed to the hydrogen bonding network varia-
tions.
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Abstract 0 To determine the contribution of the mdr1a gene product
to digoxin pharmacokinetics, we constructed a physiologically based
pharmacokinetic model for digoxin in mdr1a (−/−) and mdr1a (+/+)
mice. After intravenous administration, total body clearance and tissue-
to-plasma concentration ratios for muscle and heart were decreased
in mdr1a (−/−) mice as compared with mdr1a (+/+) mice, and in
particular, the digoxin concentration in the brain was 68-fold higher
than that in mdr1a (+/+) mice at 12 h. On the other hand, mdr1a
gene disruption did not change the contributions of renal and bile
clearances to total clearance, the plasma protein binding, or the blood-
to-plasma partition coefficient. Brain concentration−time profiles in
mdr1a (+/+) and mdr1a (−/−) mice showed a different pattern from
those in plasma and other tissues, indicating digoxin accumulation in
the brain tissue. Because there was no difference in the uptake or
release of digoxin by brain tissue slices from the two types of mice,
we assumed the brain tissue compartment to consist of two parts (a
well-stirred part with influx and efflux clearance and an accumulative
part). Simulation with this model gave excellent agreement with
observation when active efflux clearance across the blood−brain barrier
was assumed to be zero in mdr1a (−/−) mice. The observations in
other tissues in both types of mice were also well simulated.

Introduction

The MDR1 gene encodes human P-glycoprotein. In mice,
two P-glycoproteins (encoded by the mdr1a and mdr1b
genes) appear to perform the function of the single human
protein.1-5 The tissue distribution of these two isoforms in
the mouse is different but partly overlapping. The mouse
mdr1a gene is predominantly expressed in the intestine,
liver, and capillary endothelial cells of brain and testis,
whereas the mdr1b gene is predominantly expressed in the
adrenal, placenta, ovary, and pregnant uterus.3,6 Similar
levels of mdr1a and mdr1b expression are found in the
kidney. Schinkel et al. reported that the absence of the
mdr1a P-glycoprotein has a pervasive influence on the
tissue distribution and pharmacokinetics of drugs such as
ivermectin, vinblastine, cyclosporin A, digoxin, etc.7,8 The
most striking effects were observed in the brain, owing to
the high level of mdr1a P-glycoprotein at the blood-brain
barrier. The use of mdr1a (-/-) mice allowed us to
investigate pharmacokinetically the in vivo function of
P-glycoprotein.

Digoxin is widely used in the treatment of congestive
heart failure and is a substrate of P-glycoprotein.9 Schinkel
et al. reported a 35-fold higher concentration of digoxin in
mdr1a (-/-) mouse brain than in mdr1a (+/+) mouse brain
4 h after intravenous administration.8 They also suggested
that the pharmacokinetics of digoxin in mdr1a (-/-) mice
was quite different from that in mdr1a (+/+) mice. Mayer
et al. also found that the brain level of [3H]digoxin in mdr1a
(-/-) mice continuously increased over a period of 3 days,
resulting in a 200-fold higher concentration than in mdr1a
(+/+) mice.10 Clinically, digoxin may be coadministrated
with other drugs which potentially inhibit P-glycoprotein
in the treatment of cancer in elderly patients, and this may
lead to dangerous side effects of digoxin, including nausea,
tremor, or heart failure.

In this study, we investigated the pharmacokinetics of
digoxin in mdr1a (-/-) mice by modifying the physiologi-
cally based pharmacokinetic model in rats reported by
Harrison and Gibaldi,11 in order to reveal the role of the
mdr1a gene product in relation to tissue distribution and
renal or biliary clearance. In particular, we tried to
simulate the change of brain digoxin concentration due to
loss of active efflux across the blood-brain barrier in mdr1a
(-/-) mice.

Materials and Methods
Chemicalss[3H]Digoxin (555 GBq/mmol) and SOLVABLE

were obtained from New England Nuclear (Boston, MA), digoxin
from Sigma Chemical Co. Ltd. (St. Louis, MO), and Clear-sol I, a
liquid scintillation fluid, from Nacarai-Tesque Inc. (Kyoto, Japan).
Other drugs and chemicals were commercial products.

AnimalssMale mdr1a (-/-) mice (body weight 25-30 g) were
obtained from Taconic Farms Inc. (Germantown, NY). Male
C57BL/6 mice (body weight 25-30 g) obtained from Sankyo
Laboratory Co. Ltd. (Hamamatsu, Shizuoka, Japan) were used as
the control mice because genetically compatible wild-type mdr1a
(+/+) mice, F2 and F3 generations of 129/Ola and FVB mice, were
not available in Japan at the time when we started this study.
We confirmed in a preliminary study that male C57BL/6 mice
showed similar disposition kinetics of several drugs, P-glycoprotein
substrates including tacrolimus, digoxin, and cyclosporin A, to the
wild-type (+/+) mice (data not shown). Animals were maintained
with free access to water and food in an air-conditioned room in
the Institute for Experimental Animals, Faculty of Medicine,
Kanazawa University.

Digoxin Pharmacokinetic Studys[3H]Digoxin at 1 mg/kg
(2.96 MBq/kg, 0.5 mg/mL in 40% ethanol solution) was adminis-
tered to each mouse via a 29 G syringe into a jugular vein. At
each sampling time, a midline incision was made under ether
anesthesia, and whole blood was taken into a heparin-coated
syringe from the inferior vena cava. Blood samples were centri-
fuged at 12 000 rpm for 3 min to obtain plasma. Brain, heart, liver,
kidney, and muscle were isolated, washed in ice-cold saline, and
then weighed. The contents of the intestine were removed and
washed in ice-cold saline. About 0.1 g of each tissue was weighed
and then dissolved by vibration (100 strokes/min) in SOLVABLE
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at below 60 °C for 2 h. After decolorization with H2O2, Clear-sol I
and 5 N HCl were added, and the radioactivity was measured with
a liquid scintillation counter (LSC-3500, ALOKA, Tokyo, Japan).

Tissue Slice Uptake StudysPreparation of tissue slices for
uptake or release experiments was performed according to Guti-
errez and Delgadoo-Coello.12 Brain or skeletal muscle was collected
from the completely bled mouse and was sliced with a razor blade
5-8 mm in diameter and 0.2-0.5 mm in thickness, in ice-cold
Krebs-Ringer’s Tris buffer (pH 7.4). Tissue slices weighing 5-20
mg were preincubated at 37 °C for 10 min in the presence or
absence of 500 µM ouabain with continuous bubbling with 95%
O2/5% CO2. Uptake experiments were started by replacing the
buffer with [3H]digoxin (7 nM)-containing buffer in the presence
or absence of ouabain (500 µM). To terminate the uptake, tissue
slices were washed three times with ice-cold buffer and solubilized
with 5% sodium dodecyl sulfate in the counting vial, then Clear-
sol I was added, and the radioactivity was measured with a liquid
scintillation counter. Release experiments were carried out in a
similar way, preincubation was done at 37 °C for 90 min in the
buffer solution containing [3H]digoxin, and then the buffer solution
was exchanged for digoxin-free buffer at the starting time for the
release study.

Plasma Protein Binding and Blood-to-Plasma Partition
CoefficientsPlasma-free fraction of digoxin was measured by
ultrafiltration. Two and one-half microliters of 40% ethanol
solution containing [3H]digoxin was added to 100 µL of plasma
obtained from mice to produce a final concentration of 0.1-1000
ng/mL. After incubation at 37 °C for 30 min, samples were filtered
with a Centrifree (Amicon Inc., Beverly, MA) at 1000 g, 37 °C for
10 min. Digoxin-free fraction was calculated according to the
equation

where fp, Cf, and Cp are digoxin-free fraction in the plasma,
concentration of free digoxin in plasma calculated from the
radioactivity in the filtrate, and total digoxin concentration in
plasma, respectively.

Blood-to-plasma partition coefficient (RB) was measured in vivo.
One milliliter of blood samples was collected at 4 and 12 h after
administration of [3H]digoxin at 1 mg/kg (2.96 MBq/kg, 0.5 mg/
mL in 40% ethanol solution). The blood sample was divided into
two parts. One part was solubilized with SOLVABLE. The other
part was centrifuged at 12 000 rpm for 3 min, and the radioactivity
in solubilized whole blood and plasma was measured. The value
of RB was calculated as follows:

where Cblood and Cp are digoxin concentrations in whole blood and
in plasma, respectively.

Measurement of Renal and Bile ClearancessTo determine
the renal and bile clearances, mice were midline-incised and the
renal artery or bile duct was ligated under ether anesthesia
according to Harrison and Gibaldi.11 [3H]Digoxin was injected at
a dose of 1 mg/kg (2.96 MBq/kg, 0.5 mg/mL in 40% ethanol
solution), and the blood was sampled at 0.25, 0.5, 1, 2, and 4 h
after the administration. Plasma samples were obtained by
centrifugation at 12 000 rpm for 3 min, and then the radioactivity
was measured with a liquid scintillation counter. Bile clearance
was calculated from the difference between total clearance and
the clearance obtained in bile-duct-ligated mice. Renal clearance
was calculated from the difference between total clearance and
the clearance obtained in renal-artery-ligated mice.

Physiologically Based Pharmacokinetic ModelsA physi-
ologically based pharmacokinetic model was constructed according
to Harrison and Gibaldi,11 including enterohepatic recirculation.
As shown in Figure 1, the brain compartment was additionally
modified in this study for investigation of the influence of mdr1a
gene disruption. Since the digoxin plasma concentration-time
profile was assumed to be biexponential up to 4 h (see Figure 2),
we predetermined the pharmacokinetic parameters between plasma
and brain with a hybrid model shown in Figure 3. In this hybrid
model analysis, it was assumed that the drug penetrates by
passive diffusion bidirectionally in both types of mice and is
actively excluded by P-glycoprotein from the brain only in mdr1a
(+/+) mice. The passive diffusion was defined as uptake clearance,
and the efflux by P-glycoprotein was defined as efflux clearance

in this study. Two steps were taken in this determination. (1) The
brain concentration-time profile in mdr1a (-/-) mice was simu-
lated by means of the Runge-Kutta-Gill integration method
using the hybrid model which employed a least-squares biexpo-
nential fitting to the plasma concentration-time profile. (2) The
efflux clearance was estimated from the brain concentration-time

fp ) Cf/Cp

RB ) Cblood/Cp

Figure 1sPhysiologically based pharmacokinetic model for digoxin in mice:
Qi, CLi, Ci and Kp,i represent plasma flow rate, clearance, tissue drug
concentration, and tissue-to-plasma concentration ratio for tissue i, respectively.
The brain compartment was divided into three parts; CLup, CLeff, and CLbind

are the uptake clearance by passive diffusion, the efflux clearance by
P-glycoprotein, and the binding clearance by accumulation, respectively.

Figure 2sPlasma concentration−time profiles of [3H]digoxin after 1 mg/kg
intravenous administration in mdr1a (+/+) and mdr1a (−/−) mice. Drug solutions
were administered to the lightly anesthetized mdr1a (+/+) and mdr1a (−/−)
male mice via a jugular vein. Plasma concentrations were determined from
the radioactivity. Open (O) and closed (b) symbols represent the results
obtained in mdr1a (+/+) mice and mdr1a (−/−) mice, respectively (n ) 3−5
for points marked with an asterisk (*); n ) 1 for other points).
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profile in mdr1a (+/+) mice. Recently, Chen and Pollack have
reported the simulation study of pharmacokinetics-pharmacody-
namics of [D-penicillamine2,5]enkephalin13 by a similar manner in
mdr1a (-/-) mice.

As reported by Schinkel et al. the brain digoxin concentration
in mdr1a (-/-) mice was very much higher than those in other
tissues at 4 h after the administration.8 Digoxin seems to be
accumulated in brain tissue in mdr1a (-/-) mice. Then, the brain
compartment was divided into three parts. The first compartment
is brain capillary, the second is well-stirred brain tissue (inter-
stitial fluid and intracellular space), and the third is a digoxin
strongly binding deep compartment. The accumulation clearance
to the deep compartment was determined by trial-and-error
simulation.

Differential equations (see Appendix) were solved simulta-
neously by a FACOM-M776/20 in Kanazawa University Informa-
tion Processing Center.

Results
Plasma Concentration-Time Profiles of Digoxin in

mdr1a (+/+) and mdr1a (-/-) MicesFigure 2 shows the
plasma concentration-time profiles of digoxin after 1 mg/
kg intravenous administration in mdr1a (+/+) and mdr1a
(-/-) mice. Pharmacokinetic parameters were determined
by moment analysis and are listed in Table 1. In mdr1a
(-/-) mice, total clearance of digoxin was decreased to 30%
of that in mdr1a (+/+) mice, and the distribution volume
was also decreased to 50%. We also studied antipyrine
plasma concentration-time profiles, which is considered
as a marker of passive diffusion; there was no difference
in these parameters between mdr1a (+/+) and mdr1a (-/-)
mice (data not shown).

Tissue Distribution StudysPlasma and tissue digoxin
concentration-time profiles were measured after 1 mg/kg
administration in mdr1a (+/+) and mdr1a (-/-) mice.
Tissue-to-plasma concentration ratios (Kp) were determined
from the elimination phase according to Chen and Gross.14

As shown in Table 2, Kp values of heart, muscle, intestine,

and carcass were decreased largely in mdr1a (-/-) mice,
being about half of those in mdr1a (+/+) mice. On the other
hand, the Kp values of kidney and liver were slightly
changed.

Brain and Muscle Slice Uptake StudysTo clarify
whether the changes in Kp values are related to the
participation of P-glycoprotein, tissue binding, or other
factors, an uptake study with brain and muscle slices was
carried out.

As shown in Figure 4, there was no significant difference
between digoxin uptake by brain slices of the two types of
mice. In the presence of 500 µM ouabain, which completely
inhibits digoxin binding to Na+/K+-ATPase, digoxin uptake
was decreased to 30% of the control. It is likely that uptake
clearance and binding of digoxin in the brain are not
affected by the mdr1a gene product. The release of digoxin
from brain slices was also at the same level in both types
of mice. Although approximately 90% of digoxin still
remained after 60 min, the amounts were decreased to 50%
in the presence of 500 µM ouabain (data not shown). The
brain digoxin concentration in mdr1a (+/+) mice was little
changed at 12 h after administration in vivo, while the
plasma digoxin concentration was decreased. These results
strongly suggest that digoxin accumulation in the brain
tissue results from binding of the drug with Na+/K+-
ATPase, the contribution of which was estimated from the
in vitro uptake study to account for approximately 70% of
total brain digoxin concentration.

As shown in Figure 5, digoxin uptake by muscle slices
was significantly decreased in mdr1a (-/-) mice, being
about half of that in mdr1a (+/+) mice. This is the same
as the in vivo distribution, indicating that the distribution

Figure 3sHybrid pharmacokinetic model for brain distribution of drugs excluded
by an active efflux system in mice. This model was employed for estimation
of the values of CLup and CLeff in the brain under the condition that the
distribution volume of brain was too small to affect significantly the systemic
disposition of a test drug. In this model, it was assumed that the drug penetrates
by passive diffusion with an uptake clearance (CLup) bidirectionally in both
types of mice and is actively excluded with an efflux clearance (CLeff) by
P-glycoprotein from the brain tissue only in mdr1a (+/+).

Table 1sPharmacokinetic Parameters for Digoxin after 1 mg/kg
Intravenous Administration in mdr1a (+/+) and mdr1a (−/−) Mice

mdr1a (+/+) mdr1a (−/−)

AUC (µg‚min/mL) 155.4 439.8
MRT (min) 169.2 214.8
CLtot (mL/min/kg) 6.44 2.27
Vd (L/kg) 1.09 0.488

Table 2sTissue-to-Plasma Concentration Ratios of Digoxin in mdr1a
(+/+) and mdr1a (−/−) Mice

mdr1a (+/+) mdr1a (−/−)

brain 9.4 a
heart 1.13 0.626
muscle 0.804 0.424
kidney 1.07 0.797
liver 1.87 2.09
intestine 2.59 0.535
carcass 1.12 0.309

a Kp value of mdr1a (−/−) mice could not be determined by the method of
Chen and Gross,14 because it failed to reach the terminal phase.

Figure 4sEffect of ouabain on the uptake of digoxin by brain slices from
mdr1a (+/+) and (−/−) mice. Both types of mice were decapitated, and the
brains were isolated and sliced with a razor blade in ice-cold buffer. The
slices were preincubated at 37 °C for 10 min in the absence or presence of
ouabain (500 µM), and then the uptake of [3H]digoxin (7 nM) was measured
for 90 min. Each column represents the mean ± SEM (n ) 4). (*) Significantly
different from control mdr1a (+/+) mice by Student’s t-test (p < 0.05).
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volume has decreased in mdr1a (-/-) mice. Digoxin uptake
by muscle slices of both types of mice was decreased to the
same level in the presence of 500 µM ouabain. Ap-
proximately 80% of digoxin was released after 60 min (data
not shown).

Plasma-Free Fraction and Blood-to-Plasma Parti-
tion Coefficient of DigoxinsPlasma-free fraction (fp) of
digoxin was estimated to be about 0.78 in both types of
mice, and there was no significant change with digoxin
concentration from 0.1 to 1000 ng/mL. The RB values of
mdr1a (+/+) and mdr1a (-/-) mice were 0.898 ( 0.040
and 0.883 ( 0.033 (n ) 5-6, mean ( SEM), respectively.
These results suggest that plasma protein binding and
binding to blood cells were not affected by the mdr1a gene
product.

Estimation of Renal and Bile ClearancessTo de-
termine the contributions of renal and bile clearances, 1
mg/kg digoxin was administered intravenously to renal
artery- or bile-duct-ligated mice. Renal or bile clearance
was estimated from the difference from total clearance, and
the results are listed in Table 3. Renal and bile clearances
were 55.9% and 40.8% of total clearance in mdr1a (+/+)
mice, and 51.8% and 44.0% in mdr1a (-/-) mice, respec-
tively. In mdr1a (-/-) mice, total clearance was decreased
to 30% of the control, while there was little change in the
contribution of renal and bile clearances to total clearance.

Plasma, urine, and bile samples were analyzed by high-
performance liquid chromatography. No metabolite was
detected by HPLC in urine, bile, or plasma. Metabolic
clearance in both types of mice seems to be very small.
Furthermore, as shown in Table 3, the sum of renal and
biliary clearances was nearly equal to the total clearance
in both types of mice, supporting the above findings.

Physiologically Based Pharmacokinetic Model for

Digoxin in MicesAfter the determination of renal and
bile clearances, enterohepatic clearances were estimated.
GI tract clearance was estimated by scaling down from the
data reported by Harrison and Gibaldi for rats.11 The
absorption and secretion rate constants were assumed to
be the same as those in rats. In mdr1a (-/-) mice, the
secretion clearance was assumed to be zero, because there
was no P-glycoprotein expression in the small intestine of
mdr1a (-/-) mice.

The brain digoxin concentration-time profile showed a
quite different pattern from that of plasma. In mdr1a
(+/+) mice, the brain digoxin concentration increased
rapidly after administration and then decreased slowly
after 4 h. In mdr1a (-/-) mice, the brain digoxin concen-
tration increased slowly to a plateau. Therefore, the brain
digoxin pharmacokinetics was considered to be complex.
Because this phenomenon could not be described by a
uniform compartment, the brain compartment was divided
into three parts. The first is the capillary blood space
compartment, the second is the well-stirred interstitial and
intracellular compartment, and the third is the digoxin
strongly binding compartment (deep compartment). The
volumes of the capillary blood space and interstitial fluid
or brain tissue were taken from the literature. Since the
amount of digoxin uptake by brain slices decreased to 30%
of the control in the presence of ouabain, the Na+/K+-
ATPase-related binding space was estimated to be about
70% of brain tissue volume. Estimated uptake and efflux
clearances (see Figure 3) were 2.5 µL/min and 0.4 mL/min,
the accumulation clearance to the deep compartment was
0.1 µL/min determined by trial-and-error simulation. All
parameters used in this pharmacokinetic model are listed
in Table 4.

Finally, plasma and tissue digoxin concentration-time
profiles in both types of mice were simulated according to
the physiologically based model illustrated in Figure 1 and
in the Appendix, and the results are shown in Figure 6a,b.
All tissues and plasma concentration-time profiles up to
12 h after administration were well predicted.

Discussion
We have shown here that the conspicuous difference of

brain digoxin concentration between mdr1a (-/-) and
(+/+) mice can be simulated with this physiologically based
model. It is noteworthy that the efflux clearance determines
the distinctive pharmacokinetics of digoxin in mdr1a (-/-)
mice. P-Glycoprotein in the kidney and liver acts as a
secretion pump, while it acts as an absorption barrier or
efflux pump in the small intestine for a variety of structur-
ally unrelated hydrophobic and neutral or cationic com-
pounds, including many cytotoxic drugs, and also as a
transporter of steroid hormones in the adrenals and
placenta.9,15-23 Furthermore, P-glycoprotein in brain capil-
lary endothelial cells acts as a blood-brain barrier to
lipophilic drugs.1,24-30 As P-glycoprotein is expressed in
almost all tissues of the body, the absence of P-glycoprotein
may cause remarkable changes in drug pharmacokinetics.
In fact, Schinkel et al. reported that the pharmacokinetics
of substrates of P-glycoprotein was changed in several
tissues and dramatically in the brain of mdr1a (-/-)
mice.7,8

Schinkel et al. reported that there are no physiological
abnormalities in mdr1a (-/-) mice.7 We also confirmed
that the plasma protein binding, blood-to-plasma partition
ratio, and metabolic feature of digoxin were the same in
both types of mice. However, the digoxin concentration in
the brain of mdr1a (-/-) mice was markedly increased,
owing to the absence of efflux clearance via P-glycoprotein
at the blood-brain barrier. Moreover, the digoxin concen-

Figure 5sEffect of ouabain on the uptake of digoxin by muscle slices from
mdr1a (+/+) and (−/−) mice. Muscle slices from both types of mice were
preincubated at 37 °C for 10 min in the absence or presence of ouabain (500
µM), and then the uptake of [3H]digoxin (7 nM) was measured for 90 min.
Each column represents the mean ± SEM (n ) 4). (*) Significantly different
from control mdr1a (+/+) mice by Student’s t-test (p < 0.05).

Table 3sRenal and Bile Clearances in mdr1a (+/+) and mdr1a (−/−)
Micea

clearance mdr1a (+/+) (mL/min/kg) mdr1a (−/−) (mL/min/kg)

CLtot 5.64 (100) 1.91 (100)
CLre 3.15 (55.9) 0.99 (51.8)
CLbile 2.30 (40.8) 0.84 (44.0)
CLm 0.19 (3.4) 0.08 (4.2)

a Renal and bile clearances of both types of mice were determined from
the decrease in apparent total clearance in renal-artery-ligated and bile-duct-
ligated mice, respectively. Percentage contributions to total clearance are shown
in parentheses. Metabolic clearance was assumed to be residual clearance.
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tration in the brain of both types of mice remained high
after 4 h. This phenomenon suggests that there is a deep
compartment concerned with digoxin accumulation, and
this is consistent with the conclusion from the brain slice
study that digoxin binds to Na+/K+-ATPase.

Mayer et al. reported that urinary excretion of digoxin
in mdr1a (-/-) mice was increased twice that of mdr1a
(+/+) mice, and fecal excretion was decreased.10 More than
16% of the administered digoxin was directly excreted in
the intestinal lumen of mdr1a (+/+) mice within 90 min
and at least 20% of metabolite was excreted in urine in
their study. We also reported active secretion from the
small intestine in rats.22 However the contribution of renal
clearance to total clearance was little changed in this study.
Furthermore, we could not detect any metabolite in urine,
bile, or plasma in either type of mouse. The reasons for
these differences are unclear, but total radioactivity re-
covered was almost 100% of initial radioactivity. Although
we used literature values for the active secretion and

absorption rate constant of the intestine,11 we could suc-
cessfully simulate the digoxin pharmacokinetics in mdr1a
(-/-) mice by neglecting the efflux clearance in the brain
and intestine.

Plasma and tissue digoxin concentrations were increased
and total body clearance was decreased in mdr1a (-/-)
mice. However, the Kp values of kidney and liver were little
changed. As Schinkel et al. reported that the mdr1b gene
is up-regulated in liver and kidney of mdr1a (-/-) mice,7
we also observed an increase of mdr1b gene expression in
those organs (data not shown). This result suggests that
digoxin clearance in mdr1a (-/-) mice may be supported
by the up-regulated mdr1b gene in these organs.

In conclusion, we constructed a physiologically based
pharmacokinetic model of digoxin in mice by adding a
subdivided brain compartment based on the model of
Harrison and Gibaldi in rats.11 Our model could simulate
the pharmacokinetics of digoxin in all tissues of mdr1a
(+/+) and mdr1a (-/-) mice. The difference of the brain

Figure 6s(a) Predicted and observed plasma and tissue concentrations of digoxin in mdr1a (+/+) mice after 1 mg/kg intravenous administration: (A) plasma (O),
brain (4), (B) heart, (C) muscle, (D) kidney, (E) liver, and (F) gut. Solid lines represent the simulation curves from the physiologically based pharmacokinetic
model. (b) Predicted and observed plasma and tissue concentrations of digoxin in mdr1a (−/−) mice after 1 mg/kg intravenous administration. (A) plasma (b),
brain (2), (B) heart, (C) muscle, (D) kidney, (E) liver, and (F) gut. Solid and dashed lines represent the simulation curves for mdr1a (−/−) mice and for mdr1a
(+/+) mice, respectively.
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digoxin concentration between mdr1a (+/+) and mdr1a
(-/-) mice could be explained completely in terms of the
existence or absence of efflux clearance at the brain
capillaries. Since P-glycoprotein regulates the distribution
of digoxin into the brain by active efflux transport, co-
administration with P-glycoprotein reversal drugs may
cause serious side effects of digoxin.

Appendix

Mass balance equations are listed below.

where RB ) blood to plasma partition coefficient for digoxin,
Vi ) volume for tissue i, Ci ) concentration for tissue i,
Qi ) blood flow rate for tissue i, Kp,i ) tissue to plasma
concentration ratio for tissue i, fp (fb) ) plasma (tissue) free
fraction, kab (ksec) ) absorption (secretion) rate constant,
CLre ) renal clearance, CLm ) metabolic clearance,
CLbile ) biliary clearance, CLup ) brain tissue uptake
clearance, CLeff ) brain tissue efflux clearance, CLbind )
brain deep compartment binding clearance, and CLGI ) GI
clearance (fecal clearance).
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Abstract 0 The monolayer-forming, human choriocarcinoma cell line,
BeWo, was used to study the mechanisms of monocarboxylic acid
transport across the human trophoblast. Benzoic acid, acetic acid,
and lactic acid were used as markers for monocarboxylic acid carrier-
mediated transport. The uptake of benzoic acid by BeWo cells was
saturable (Kt ) 0.6 ± 0.3 mM) at higher concentrations and significantly
inhibited by typical metabolic inhibitors, sodium azide and 2,4-
dinitrophenol. A selection of different monocarboxylic acids, including
a natural substrate lactic acid, also substantially inhibited the uptake
of benzoic acid and acetic acid by BeWo cells, whereas dicarboxylic
acids did not affect the uptake of either marker. Monocarboxylic acid
uptake was pH-dependent and inhibited by carbonyl cyanide p-
trifluoromethoxyphenylhydrazone (FCCP), a protonophore. Kinetic
analysis using Lineweaver−Burk plots revealed that monocarboxylic
acids competitively inhibited the uptake of benzoic, lactic, and acetic
acid by BeWo cells. In transport experiments, the permeation of
benzoic acid from apical-to-basolateral side was greater than the
permeation from the basolateral-to-apical side, and the transport of
benzoic acid from apical-to-basolateral side was inhibited by mono-
carboxylic acids. The findings obtained in the present study confirm
the existence of an asymmetric, carrier-mediated transport system
for monocarboxylic acids across the BeWo cell, a representative of
the human trophoblast.

Introduction
The placenta, in part, serves as a semipermeable barrier

separating the maternal and fetal circulations. The pla-
cental barrier is comprised of a single layer of trophoblasts
that have an important role in controlling the passage of
molecules from mother to fetus. In general, the absorption
of drugs across the single layer of trophoblasts can be
explained in terms of the pH-partition hypothesis which
is well illustrated by passive diffusion mechanisms.1,2

However, with the use of brush-border-membrane vesicle
techniques or cultured cells,3 it has become increasingly
clear that there are a number of carrier-mediated transport
mechanisms present at the placental barrier including
systems for amino acids,3,4 transferrin,5 and dopamine.6
These carriers take on pharmaceutical relevance due to the
fact that nutrients and hormones, as well as drugs and
drugs of abuse, can be transported across the placental
barrier by these mechanisms.7

Carrier-mediated transport mechanisms for monocar-
boxylic acids exist in many cell types.8-10 In fact, there are
known to be at least seven putative monocarboxylic acid
transporter (MCT) isoforms. The mRNA representing five

of the seven MCTs has been shown in human placenta.11

Using brush border membrane preparations, a functional,
proton-dependent MCT has been observed in tissues from
rat12,13 and human14 placenta. A functional, bidirectional,
and carrier-mediated mechanism for lactic acid, presum-
ably a MCT, has also been demonstrated in the perfused
human placental lobe model.15 In addition to the transport
of lactic acid,11,14,15 a MCT at the placental barrier presents
a potential mechanism by which monocarboxylic acid drugs
and drugs of abuse may readily distribute between mater-
nal and fetal compartments. Therefore, the characteriza-
tion of a placental MCT system can contribute to an
understanding of the trophoblast transport mechanisms
controlling fetal exposure to substances possessing a mono-
carboxylic acid constituent.

The objective of this study was to investigate the
presence of a functional MCT in BeWo cell monolayers, a
representative human trophoblast culture system.16 BeWo
cell monolayers have been applied to studies of the polar-
ized trans-trophoblast transport of serotonin and trans-
ferrin, monoamine uptake processes, and relevant nutrient
uptake and transport systems.16-18 The existence of MCT
systems in the BeWo cells would provide an in vitro tool
representative of the human trophoblast to characterize
trans-placental transport mechanisms that influence drug
distribution in pregnancy. The BeWo cell line is particu-
larly attractive for the studies of drug distribution at the
placenta barrier because it is stable, relatively easy to
maintain by passage, and grows to a confluent monolayer
in a relatively short period of time. Indeed, in contrast to
primary cultures, the cell line is one of the few existing
trophoblast cell culture systems to form a confluent mono-
layer that allows trans-trophoblast transport studies. More
importantly, the BeWo cell displays morphological proper-
ties and biochemical marker enzymes and hormone secre-
tion common to normal trophoblasts.16

Materials and Methods
Materialss[14C]Benzoic acid (55 Ci/mol), [14C]-L-lactic acid (150

Ci/mmol), and [14C]acetic acid (55 Ci/mol) were obtained from
American Radiolabeled Chemicals (St. Louis, MO). Fetal bovine
serum (FBS) was from JRH Bioscience (Lenexa, KS). Penicillin-
streptomycin as a mixture was from Gibco (Gaithersburg, MD).
Translucent polycarbonate filters (13 mm diameter, 0.4 µm pore
size) were purchased from Fisher Scientific. All other chemicals
were of the purest available analytical grade and purchased from
Fisher or Sigma (St. Louis, MO).

Cell CulturesThe BeWo cell line was originally derived from
a human choriocarcinoma. The BeWo clone (b30) was obtained
from Dr. Alan Schwartz (Washington University, St. Louis, MO).
The cells were cultured by the methods previously described, and
the cells used in these experiments were from passages 28 to 40.16

Briefly, the cells were cultured in Dulbecco’s modified Eagle’s
medium (DMEM) with 10% heat-inactivated FBS containing
0.37% sodium bicarbonate and 1% antibiotics (10 000 U/mL
penicillin and 10 mg/mL streptomycin). The cells were maintained
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in 175-cm2 flasks at pH 7.4 under 5% CO2 and 95% humidity at
37 °C. The cells were harvested by exposure to a trypsin-EDTA
solution (0.25% trypsin and 0.02% EDTA in HBSS) and passed
onto 12-well tissue culture plates or polycarbonate membranes
coated with rat tail collagen in 100-mm culture dishes. With the
seeding density of 10 000 cells/cm2, the cells formed confluent
monolayers between 2 and 3 days and were used for experiments
at that time.

Uptake ExperimentssThe BeWo cells at confluence were
washed twice with Hank’s balanced salt solution (HBSS; 136.7
mM NaCl, 0.385 mM Na2HPO4, 0.441 mM KH2PO4, 0.952 mM
CaCl2, 5.36 mM KCl, 0.812 mM MgSO4, 25 mM D-glucose, and 10
mM HEPES (2-[4-(2-hydroxyethyl)-1-piperazinyl]ethanesulfonic
acid) for adjustment to pH 7.0 or 7.5 or 10 mM MES (2-
morpholinoethanesulfonic acid, monohydrate) for adjustment to
pHs < 6.5 and then the test solution containing [14C]benzoic acid
or [14C]acetic acid or [14C]-L-lactic acid was added at 0.25 µCi/mL
as a marker for monocarboxylic acid carrier-mediated transport.
The pH of the test solution was 6.0 except in the pH-dependent
uptake experiments. After 30 s, the test solution was aspirated
away, and the cells were washed with ice-cold HBSS three times.
For quantitation of drug uptake, the cells were suspended in 1.0
N NaOH, and the suspension was incubated at 37 °C overnight
at which point a half volume of 2.0 N HCl was added. Radioactivity
was quantitated using a liquid scintillation counter. Cellular
protein was quantified using a protein assay kit (Pierce) with
bovine serum albumin as a standard. Details of the conditions for
each experiment are given in the figure legends or table footnotes.

In one series of experiments, an equivalent amount of choline
chloride replaced sodium chloride in the HBSS and was used as a
sodium-depleted buffer.

Transport ExperimentsA horizontal Side-Bi-Side diffusion
apparatus (Crown Glass) was used to measure the transmonolayer
permeability of cells grown on the surface of 0.4 µm pored
polycarbonate filters, as previous described.16 The cells faced the
donor chamber as the apical side, and the polycarbonate mem-
brane faced the receiver chamber as the basolateral side. The
water jacket surrounding the donor and the receiver chambers
was thermostated at 37 °C. The contents of each chamber were
continuously stirred at 600 rpm with magnetic stir bars. When
the apical-to-basolateral transport studies were performed, the pH
of the donor (apical) side was 6.0 and that of receptor (basolateral)
side was 7.4. When the basolateral-to-apical transport studies were
performed, the pH of the donor (basolateral) side was 6.0 and that
of the receptor (apical) side was 7.4. The concentration of added
[14C]benzoic acid was 0.25 µCi/mL. A 0.2-mL aliquot from the
receiver chamber was taken at several time points up to 60 min.

Calculation of Apparent Permeability Coefficientss
Apparent permeability coefficients for the monolayers of cells, Pe,
were calculated from the following relationship

where Pt is apparent permeability coefficient for the collage-coated
membrane in the presence of monolayers, and Pm is the apparent
permeability coefficient for collagen-coated polycarbonate mem-
brane alone.19

Michaelis-Menten ParameterssTo estimate the values of
the kinetic parameters of saturable uptake by BeWo cells, the
uptake rate (J) was fitted to the following equation, which consists
of both saturable and nonsaturable linear terms, using a nonlinear
least-squares regression analysis program MULTI:20

where Jmax is the maximum uptake rate for a carrier-mediated
process, C is the benzoic acid concentration, Kt is the half-
saturation concentration (Michaelis constant), and k is a first-order
rate constant.

Statistical AnalysissAll results were expressed as means (
standard deviation (SD). Statistical analysis between two groups
was performed using Student’s t-test, and one-way analysis of
variance (ANOVA) was used for single and multiple comparisons.
P values of 0.05 or less were considered to indicate a statistically
significant difference.

Results
[14C]Benzoic acid was rapidly accumulated in BeWo cells

with time (Figure 1). The uptake was linear initially and
reached equilibrium at about 2 min. Therefore, all subse-
quent uptake studies and kinetic analysis were performed
from data collected through 30 s.

Figure 2 shows the relationship between the initial rate
of uptake of [14C]benzoic acid and its concentration in the
incubation buffer. The results indicated that the uptake
of benzoic acid consisted of two processes, a saturable
process evident at low concentrations and an apparently
nonsaturable process evident at high concentrations. The
uptake processes were analyzed according to eq 2. The
kinetic parameters calculated for benzoic acid uptake were
a Jmax of 0.52 ( 0.22 nmol/30 s/mg of protein, a Kt of 0.64
( 0.26 mM, and a k of 0.11 ( 0.06 µL/30 s/mg of protein.
The upper dotted line represents the uptake for the
saturable component calculated from the kinetic param-
eters. The lower dotted line represents the uptake for the
nonsaturable component calculated from the kinetic pa-
rameters. At any given concentration, the uptake by
saturable component was higher than that by nonsaturable
one.

The effects of metabolic inhibitors on the uptake of [14C]-
benzoic acid were studied to determine whether this uptake
required cell-dependent energy expenditure (Table 1).
Sodium azide (10 mM), a respiratory chain inhibitor, or
2,4-dinitrophenol (1 mM), an uncoupler of oxidative phos-
phorylation, significantly inhibited the uptake of [14C]-
benzoic acid by the BeWo cells. Moreover, carbonyl cyanide

1/Pt ) 1/Pe + 1/Pm (1)

J ) Jmax × C/(Kt + C) + k × C (2)

Figure 1sTime course of [14C]benzoic acid uptake by BeWo cells. The vertical
bar through each point represents the SD for four replicate experiments.

Figure 2sConcentration dependency of [14C]benzoic acid uptake by BeWo
cells. The uptake of [14C]benzoic acid by BeWo cells was measured at 37 °C
for 30 s. The upper dotted line represents the uptake for the saturable
component calculated from the kinetic parameters obtained as described in
the text. The lower dotted line represents the uptake for the nonsaturable
component calculated from the kinetic parameters. The vertical bar through
each point represents the SD of four replicate experiments.
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p-(trifluoromethoxy)phenylhydrazone (FCCP; 50 µM), a
protonophore, significantly inhibited the uptake (Table 1),
whereas 4,4′-diisothiocyanostilbene-2,2′-disulfonic acid
(DIDS; 0.1 mM), an anion-exchange inhibitor, had no
inhibitory effect on benzoic acid uptake. Finally, the uptake
of benzoic acid in a sodium-depleted buffer was not differ-
ent from the control, suggesting the mechanism was not
sodium-dependent (Table 1). Figure 3 illustrates the effect
of incubation buffer pH in the range from 5.0 to 7.5 on [14C]-
benzoic acid uptake by BeWo cells. The rate of [14C]benzoic
acid uptake decreased with increasing pH from an acidic
to a neutral pH. These findings, together with the concen-
tration dependence and sensitivity to metabolic inhibitors,
strongly suggested that [14C]benzoic acid uptake by BeWo
cells was dependent on a proton gradient and was carrier-
mediated.

To investigate the properties of the carrier involved in
[14C]benzoic acid uptake by BeWo cells, we studied the
effects of various mono- and dicarboxylic acids on this
uptake (Table 2). Each monocarboxylic acid, including lactic
acid, significantly inhibited the uptake of [14C]benzoic acid,
whereas none of the dicarboxylic acids had a significant
inhibitory effect on the uptake of the marker. We also found
that the BeWo cells take up [14C]acetic acid and that this
uptake was significantly inhibited by monocarboxylic acids,
including lactic acid (Table 2). In contrast, dicarboxylic
acids had no marked effect on the uptake of [14C]acetic acid
by BeWo cells. These results implied that the carrier that
mediates monocarboxylic acid uptake by BeWo cells was a
nonspecific monocarboxylic acid carrier. Additionally, the
carrier is relatively stereoselective as distinguished by the
variable inhibition by the two lactic acid isomers.

To study the mechanism of the benzoic acid or acetic acid
or lactic acid uptake inhibition by the monocarboxylic acids,
we analyzed the inhibitory effect kinetically. Figure 4A
shows a Lineweaver-Burk plot for the uptake of [14C]-
benzoic acid by BeWo cells in the absence or presence of 2
mM acetic acid. Acetic acid competitively inhibited the
uptake of benzoic acid by the BeWo cells. Figure 4B shows
a Lineweaver-Burk plot for the uptake of [14C]acetic acid
by BeWo cells in the absence or presence of 2 mM benzoic
acid. Similarly, Figures 4C and 4D confirm that lactic acid
and benzoic acid interact with the BeWo uptake mecha-
nism by a competitive process. Table 3 summarizes the
kinetic data and indicates that the Km’s and Ki’s for benzoic,

Table 1sEffects of Metabolic Inhibitors, Ionophore (carbonyl cyanide
p-(trifluoromethoxy)phenylhydrazone; FCCP), anion-exchange
(4,4′-diisothiocyanostilbene-2,2′-disulfonic acid; DIDS) Inhibitors, and
Sodium-Depleted Buffer on [14C] Benzoic Acid Uptake by BeWo Cell
Monolayers at 37 °Ca

inhibitor concn
relative uptake

(percent of control)b

sodium azide 10 mM 20.1 ± 5.2c

2,4-dinitrophenol 1 mM 13.3 ± 7.4c

FCCP 50 µM 9.3 ± 1.4c

DIDS 100 µM 117.5 ± 8.1
sodium-depleted buffer no treatment 101.7 ± 11.7

a BeWo cells were pretreated with these agents for 15 min prior to
performing an uptake experiment. b Each value represents the mean ± standard
deviation of four experiments. c P < 0.001 versus untreated control (100%).

Figure 3spH dependence of [14C]benzoic acid uptake by BeWo cells. The
uptake of [14C]benzoic acid by BeWo cells was determined at the indicated
pH at 37 °C. The vertical bar through each point represents the SD of four
replicate experiments.

Table 2sEffects of Selected Carboxylic Acids on [14C]Benzoic Acid or
[14C]Acetic Acid Uptake by BeWo Cell Monolayers at 37 °Ca

relative uptake (percent of control)b

[14C]benzoic acid [14C]acetic acid

monocarboxylic benzoic acid 10.8 ± 0.2c 19.5 ± 2.7c

acids D-lactic acid 20.4 ± 1.8c 26.5 ± 4.2c

L-lactic acid 6.1 ± 1.3c 13.4 ± 1.5c

propionic acid 12.7 ± 0.9c 18.9 ± 2.6c

acetic acid 10.1 ± 2.0c 36.9 ± 2.9c

p-aminobenzoic acid 5.5 ± 0.1* 20.7 ± 3.4*
acetylsalicylic acid 12.3 ± 1.3* 11.1 ± 1.0*
salicylic acid 3.5 ± 0.1* 9.3 ± 0.7*

dicarboxylic acids glutaric acid 91.0 ± 8.5 107.2 ±12.8
fumaric acid 113.8 ± 5.5 98.4 ±10.4
maleic acid 92.1 ± 7.3 102.4 ±28.4

a [14C]Benzoic acid or [14C]acetic acid uptake by BeWo cells were performed
in the presence of 10 mM (2000-fold excess) of the indicated carboxylic acid.
b Each value represents the mean ± standard deviation of four experiments.
c P < 0.001 versus untreated control (100%).

A B

C D

Figure 4sLineweaver−Burk plots. (A) The concentration-dependent uptake
of [14C]benzoic acid by BeWo cells. Uptake was measured in the absence
(open circles) or presence of 2 mM acetic acid (closed circles). (B) The
concentration-dependent uptake of [14C]acetic acid by BeWo cells. Uptake
was measured in the absence (open triangles) or presence of 2 mM benzoic
acid (closed triangles). (C) The concentration-dependent uptake of [14C]-L-
lactic acid by BeWo cells. Uptake was measured in the absence (open circles)
or presence of 2 mM benzoic acid (closed circles). (D) The concentration-
dependent uptake of [14C]benzoic acid by BeWo cells. Uptake was measured
in the absence (open circles) or presence of 2 mM L-lactic acid (closed circles).
The vertical bar through each data point in the figures represents the SD of
four replicate experiments.
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acetic, and lactic acid for the apparent moncarboxylic acid
uptake mechanism were similar.

The trans-trophoblast passage of [14C]benzoic acid across
the BeWo monolayer was found to be asymmetric, with the
permeability coefficient greater in the apical-to-basolateral
direction than that in the basolateral-to-apical direction,
as shown in Table 4. The passage of [14C]benzoic acid across
the BeWo monolayers was inhibited by an excess amount
of unlabeled benzoic acid or other monocarboxylic acid
(valproic acid) as shown in Table 4, affirming that the
transcellular passage of the monocarboxylic acid appeared
similar to the uptake process.

Discussion
Passive diffusion is the primary mechanism by which

xenobiotics cross the placental barrier.1 However, some
carrier-mediated transport systems in the trophoblast have
been described using brush-border membrane vesicles or
cultured cells,3,5,6 including functional MCTs.12-14 These
carrier systems are notable for mediating the distribution
of both endogenous and exogenous substances across the
placental barrier.7 Recent studies in knockout mice have
effectively illustrated the relevance of placental transport
mechanisms, e.g., P-glycoprotein, in protecting the fetus
from exposure to chemicals.21 Consequently, the recognition
of transport mechanisms is important for developing an
understanding of the molecular mechanisms and role of
the trophoblast in regulating drug passage across the
placental barrier. There is also a critical need for in vitro
systems of human origin that allow characterization of
mechanisms regulating drug distribution between mother
and fetus to aid in the future design and development of
drugs that can be safely administered in pregnancy.22,23

In the present study, we used benzoic acid uptake and
transport, as a marker for the monocarboxlic acid trans-
port8 in BeWo cell monolayers. The establishment of
functional MCT mechanisms in the BeWo cells offers the
opportunity to characterize mechanisms of monocarboxylic
acid transport at the molecular and biochemical level,
extending limited studies performed with brush border
preparations12-14 and the perfused human placental lobe.15

The processing of benzoic acid by the BeWo monolayers
was characterized by saturable uptake and transport. The

processes were significantly inhibited by metabolic inhibi-
tors and indicated that benzoic acid uptake is energy
dependent. Benzoic acid transport and uptake were also
significantly inhibited by in a competitive manner by
unlabeled benzoic acid, acetic acid, and lactic acid. Further,
benzoic acid uptake and transport were significantly
inhibited by monocarboxylic acids but not selected dicar-
boxylic acids. The competitive nature of the transport,
evidenced by the kinetic parameters, was consistent with
observations reported for the transport of monocarboxylic
acids in placental brush border vesicles.12-14

The advantage of the BeWo monolayer system is that
trans-trophoblast transport properties can be characterized
in a polarized cell.16 We were able to show the passage of
benzoic acid across the BeWo monolayers was bidirectional
and of a faster rate going in the apical-to-basolateral side
direction across the monolayers in the presence of a pH
gradient. These observations are in good agreement with
the lactate transport studies performed in the perfused
human placental lobe model.15 Further, our studies sug-
gested a functional asymmetry in the carrier mechanism.

Caco-2 cells, which are a well-characterized model of the
intestinal epithelium, possess a monocarboxylic acid trans-
port system which is pH dependent.8 The activation of
benzoic acid uptake by acidic pH can be explained by H+

cotransport, OH- exchange system, or a possible change
in affinity to the carrier protein depending on the extra-
cellular pH. The uptake of benzoic acid by BeWo monolay-
ers increased with a decreased pH. The lack of an inhibitory
effect of DIDS, an inhibitor of anion exchange, suggests
that an OH- exchange system with benzoic acid was not
involved in uptake or transport by BeWo cells. Many types
of transporters are Na+ dependent. However, benzoic acid
uptake by BeWo cells was also not inhibited in the Na+-
depleted buffer in this study. Benzoic acid is an acidic
compound; therefore, a decrease in pH increases the
fraction of nonionized benzoic acid. According to the pH-
partition hypothesis, this increase in the fraction of non-
ionized form increases the passive accumulation of benzoic
acid across the BeWo cell membrane. Data presented here
(e.g., Figure 3), and other studies conducted in absence of
pH gradients, where the rate of transfer and asymmetry
of transport for representative monocarboxylic acid drugs
(e.g, acetylsalicylic acid and ibuprofen) is substantially
diminished (data not shown), are alone insufficient to
conclude that the uptake of benzoic acid is proton-gradient-
dependent. However, the need for a proton gradient was
affirmed with our results that showed FCCP, a protono-
phore, strongly inhibited the uptake of benzoic acid.
Collectively then, our results indicated that monocarboxylic
acid uptake was proton-gradient-dependent and were
entirely consistent with similar studies conducted with
human trophoblast brush border membrane preparations.14

From a pharmacological and physiological perspective, this
is significant since a pH gradient does develop across the
placenta with advancing pregnancy. The developing pH
gradient does influence drug distribution across the pla-
centa24 and may possibly influence the MCT carrier’s role
in regulating the distribution of monocarboxylic acids
between the mother and fetus. The physiological role of a
MCT in the trophoblast is likely related to the regulation
of the distribution of L-lactic acid and related substrates
across the placental barrier.14,15

Monocarboxylic acids are transported out of muscle and
into liver (i.e., the so-called Cori cycle) by proton-coupled
transporters, MCTs, that exhibited distinct substrate
specificities and could be differentially inhibited by R-cy-
anocinnamates. MCT1 isolated from a Chinese hamster
ovary cell cDNA library, is found in cardiac muscle,
erythrocytes, basolateral intestinal epithelium, and skeletal

Table 3sLineweaver−Burke Uptake and Inhibition Constants for
Monocarboxylic Acid Uptake by BeWo Cell Monolayers at 37 °C

km (mm)b
benzoic acid

ki (mm)b
acetic acid
ki (mm)b

lactic acid
ki (mm)b

[14c]benzoic acida 1.0 ± 0.1 − 1.1 ± 0.2 0.7 ± 0.3
[14c]acetic acida 0.8 ± 0.2 0.8 ± 0.3 − −
[14c]lactic acida 1.4 ± 0.2 0.7 ± 0.2 − −

a [14C]Benzoic acid or [14C]acetic acid or [14C]lactic acid uptake by BeWo
cells were performed alone and in the presence of 2 mM (1- to 8-fold excess)
of the indicated monocarboxylic acid. b Each value represents the mean ±
standard deviation of four experiments.

Table 4sApparent Permeability Coefficients for the Passage of
[14C]Benzoic Acid across BeWo Cell Monolayers at 37 °C

direction of benzoic acid
permeation across monolayer treatment

permeability coefficient
(× 103 cm/s)

apical to basolateral none 4.90 ± 1.01
+ benzoic acida 0.45 ± 0.04b

+ valproic acida 0.64 ± 0.21b

basolateral to apical none 1.06 ± 0.70b

a [14C]Benzoic acid permeation across BeWo cell monolayers was performed
in the presence of 10 mM (2000-fold excess) of the indicated carboxylic acid
in the apical chamber. b P < 0.001 versus untreated benzoic acid permeation
apical to basolateral.
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muscle. MCT2, cloned from hamster liver, is functionally
similar to MCT1 in terms of transport capabilities, but its
tissue distribution is significantly different.25 A third
transporter isoform, MCT3, was identified in chick retinal
pigment epithelium. More recently, four new MCT homo-
logues have been cloned and sequenced in human tissue
(MCT3-MCT7).11 There is currently no direct information
of the type of functional MCTs associated with BeWo cells
or human trophoblasts. Thus, further studies with molec-
ular probes and selective substrates, when available, will
be required to precisely identify which of the seven mono-
carboxylic acid transporter isoforms may be present in the
human placental barrier. Elucidating the precise forms of
functional MCTs in the trophoblast remains an ongoing
objective of our laboratory.

In summary, our present results support limited evi-
dence in the literature12-15 that monocarboxylic acids and
nutrients, drugs, drugs of abuse, and other xenobiotics that
have a monocarboxylic acid constituent have the potential
to be substrates for proton-gradient-dependent transport
across the human trophoblast. This work further demon-
strates the possible utility of a human, monolayer-forming
cell line, BeWo, to characterize putative trans-trophoblast
transport mechanisms and their potential roles in control-
ling nutrients, drugs, and drugs of abuse distribution across
the placental barrier.

References and Notes
1. Stulc, J. Extracellular transport pathways in the haemo-

chrorial placenta. Placenta 1989, 15, 113-119.
2. Hay, W. W., Jr. Placental transport of nutrients to the fetus.

Horm. Res. 1994, 42, 215-222.
3. Kubo, Y.; Yamada, K.; Fujiwara, A.; Kawasaki, T. Charac-

terization of amino acid transport systems in human pla-
cental brush-border membrane vesicles. Biochem. Biophy.
Acta 1987, 904, 309-318.

4. Yudilevich, D. L.; Sweiry, J. H. Transport of amino acids in
the placenta. Biochem. Biophys. Acta 1985, 822, 169-201.

5. Cerneus, D. P.; Van der Ende, A. Apical to basolateral
transferrin receptors in polarized BeWo cells recycle through
separate endosomes. J. Cell Biol. 1991, 114, 1149-1158.

6. Ramamoorthy, S.; Leibach, F. H.; Mahesh, V. B.; Ganapathy,
V. Active transport of dopamine in human placental brush
border membrane vesicles. Am. J. Physiol. 1992, 262,
C1189-C1196

7. Ganapathy, V.; Prasad, P. D.; Ganapathy, M. E.; Leibach,
F. H. Drugs of abuse and placental transport. Adv. Drug Del.
Rev. 1999, in press.

8. Tsuji, A.; Takanaga, H.; Tamai, I.; Terasaki, T. Transcellular
transport of benzoic acid across Caco-2 cells by a pH-
dependent and carrier-mediated transport mechanism. Pharm.
Res. 1994, 11, 30-37.

9. Poole, R. C.; Halestrap, A. P. Transport of lactate and other
monocarboxylates across mammalian plasma membranes.
Am. J. Physiol. 1993, 264, C761-C782.

10. Roth, D. A.; Brooks, G. A. Lactate transport is mediated by
a membrane-bound carrier in rat skeletal muscle sarcolem-
mal vesicles. Arch. Biochem. Biophys. 1990, 279, 377-385.

11. Price, N. T.; Jackson, V. N.; Halestrap, A. P. Cloning and
sequencing of four new mammalian monocarboxylate trans-
port (MCT) homologues confirms the existence of a trans-
porter family with an ancient past. Biochem. J. 1998, 329,
321-328.

12. de la Torre, A. SR; Serrano, M. A.; Alvarado, F.; Medina, J.
M. Carrier-mediated L-lactate transport in brush border
membrane vesicles from rat placenta during late gestation.
Biochem. J. 1991, 278 (Pt 2), 535-541.

13. de la Torre, A. SR; Serrano, M. A.; Medina, J. M. Carrier-
mediated beta-D-hydroxybutyrate transport in brush-border
membrane vesicles from rat placenta. Pediatr. Res. 1992, 32,
317-323.

14. Balkovetz, D. F.; Leibach, F. H.; Mahesh, V. B.; Ganapathy,
V. A proton gradient is the driving force for uphill transport
of lactate in human placental brush-border membrane
vesicles. J. Biol. Chem. 1988, 263, 13823-13830.

15. Carstensen, M. H.; Leichtweiss, H. P.; Schroder, H. Lactate
carriers in the artificially perfused human term placenta.
Placenta 1983, 4, 165-174.

16. Liu, F.; Soares, M. J.; Audus K. L. Permeability properties
of monolayers of the human trophoblast cell line BeWo. Am.
J. Physiol. 1997, 273, C1596-C1604.

17. A. Van der Ende, A du Maine, A. L. Schwartz, and G. J.
Strous. Modulation of transferrin-receptor activity and re-
cycling after induced differentiation of BeWo choriocarcinoma
cells. Biochem. J. 1990, 270, 451-457.

18. Prasad, P. D.; Hoffmans, B. J.; Moe, A. J.; Smith, C. H.;
Leibach, F. H.; Ganapathy, V. Functional expression of the
plasma membrane serotonin transporter but not the vesicu-
lar monoamine transporter in human placental trophoblasts
and choriocarcinoma cells. Placenta 1996, 17, 201-207.

19. Adson, A.; Raub, T. J.; Burton, P. S.; Barsuhn, C. L.; Hilgers,
A. R.; Audus, K. L.; Ho, N. F. H. Quantitative Approaches
to Delineate Paracellular Diffusion in Epithelial Cell Culture
Monolayers. J. Pharm. Sci. 1994, 83, 1529-1536.

20. Yamaoka, K.; Tanigwara, Y.; Nakagawa, T.; Uno, T. A
pharmacokinetic analysis program (MULTI) for microcom-
puter. J. Pharmacobio-Dyn. 1981, 4, 879-885.

21. Lankas, G. R.; Wise, L. D.; Cartwright, M. E.; Pippert, T.;
Umbenhauer, D. R. Placental P-glycoprotein deficiency en-
hances susceptibility to chemically induced birth defects in
mice. Reprod. Toxicol. 1988, 12, 457-463.

22. Dancis, J.; Liebes, L. Drug delivery during pregnancy:
Evaluation in vitro of new drugs. Reprod. Fertil. Dev. 1995,
7, 1485-1489.

23. Audus, K. L. Controlling drug delivery across the placenta.
Eur. J. Pharm. Sci. 1999, 8, in press.

24. Johnson, R. F.; Herman, N. L.; Johnson, H. H.; Arney, T. L.;
Paschall, R. L.; Downing, J. W. Effects of fetal pH on local
anesthetic transfer across the human placenta. Anesthesiol-
ogy 1996, 85, 608-615.

25. Garcia, C. K.; Brown, M. S.; Pathak, R. K.; Goldstein, J. L.
cDNA cloning of MCT2, a second monocarboxylate trans-
porter expresed in different cells than MCT1. J. Biol. Chem.
1995, 270, 1843-1849.

Acknowledgments
This work was supported by a grant from National Institute of

Drug Abuse (NIDA N01DA-4-7405). The authors also acknowledge
the support of Corning Costar Corporation for support of the
Cellular and Molecular Biopharmaceutics Handling Laboratory.

JS990173Q

1292 / Journal of Pharmaceutical Sciences
Vol. 88, No. 12, December 1999



Study of Binding of 12(S)-Hydroxy-5(Z),8(Z),10(E),14(Z)-eicosatetraenoic
Acid to Bovine Serum Albumin Using Dynamic Surface Tension
Measurements

P. CHEN,† Z. POLICOVA,‡ C. R. PACE-ASCIAK,§ AND A. W. NEUMANN*,‡

Contribution from Department of Chemical Engineering, University of Waterloo, Waterloo, Ontario, Canada N2L 3G1,
Department of Mechanical and Industrial Engineering, University of Toronto, Toronto, Ontario, Canada M5S 3G8,
Division of Neurosciences, Research Institute, The Hospital for Sick Children, 555 University Avenue, Toronto,
Ontario, Canada M5G 1X8, and Departments of Pharmacology and Pediatrics, Faculty of Medicine, University of Toronto,
Toronto, Ontario, Canada M5S 1A8.

Received April 19, 1999. Accepted for publication September 3, 1999.

Abstract 0 In a recent paper,1 we demonstrated that molecular
interactions between biopolymers and other smaller molecules can
be detected by means of dynamic surface tension measurements. In
the present paper, we demonstrate that the same methodology can
be employed for investigating dose effects and specificity of molecular
interactions. Three similar lipids were chosen for this study: 12(S)-
hydroxy-5(Z),8(Z),10(E),14(Z)-eicosatetraenoic acid (12(S)-HETE-free
acid), methyl 12(S)-hydroxy-5(Z),8(Z),10(E),14(Z)-eicosatetraenoate
(12(S)-HETE-methyl ester), and 5(Z),8(Z),11(Z),14(Z)-eicosatetraenoic
acid (arachidonic acid-free acid). These substances were added to a
fatty acid free bovine serum albumin (BSA) aqueous solution at
different lipid concentrations. The characteristic tension response
indicates that molecular interactions between 12(S)-HETE-free acid
and BSA exist. The detected interactions are concentration depend-
ent: at a molecular ratio of lipid to protein of 1:1, the binding of 12-
(S)-HETE-free acid to BSA is hydrophobic in nature; at the molecular
ratio of lipid to protein of 10:1, a secondary binding occurs and is
hydrophilic in nature. Similar molecular interactions were not detected
between 12(S)-HETE-methyl ester or arachidonic acid-free acid and
BSA, indicating that the interactions between 12(S)-HETE-free acid
and BSA are specific. As an independent means, surface elasticity is
used to probe the molecular interactions at the interface. In the case
of 12(S)-HETE-free acid but not its methyl ester or arachidonic acid,
distinct higher surface elasticities were observed at lipid concentrations
in excess of a molecular ratio of lipid to protein of 1:1. This finding
reinforces the above stipulations.

1. Introduction
Intermolecular interactions between macromolecules and

smaller organic molecules at different surfaces are of
fundamental importance to various industrial and biologi-
cal processes. Mixtures of polymers and surfactants and
their surface adsorption kinetics often play a vital role in
emulsions or dispersions of a large number of chemical
engineering products.2-5 The interplay between proteins
and lipids or lipidlike biomolecules is central to one of the
most important functions of proteins, namely the adsorp-
tion at biological interfaces, and the structure of bio-
membranes.6-8 Although a large amount of work has been

done in this area,5,9-12 the fundamental understanding of
the mechanisms is limited. This is partially because most
studies have focused on the isotherm, i.e., the equilibrium
behavior of polymers or proteins and smaller molecules at
interfaces. The dynamic processes, which are far more
important in many biological and engineering systems,
have been largely ignored.

Recently, we have developed a dynamic surface tension
method for studying the dynamics of protein-lipid interac-
tions at interfaces.1 This method depends on the measure-
ment of dynamic surface tension response to a saw-tooth
change in surface area, where both protein and lipid are
competing to adsorb. By analyzing the tension response,
one can obtain information about both surface competitive
adsorption and molecular interactions between the two
molecules. Using this method, we studied the binding of
Hepoxilin, a newly developed lipidic biomolecule derived
from arachidonic acid, to bovine serum albumin.1

The dynamic surface tension has been measured by
axisymmetric drop shape analysis (ADSA).13-16 This ap-
proach to obtaining surface tension is based on the shape
of a sessile or pendant drop. In essence, the shape of a drop
is determined by a combination of surface tension and
gravity effects. Surface forces tend to make drops spherical
whereas gravity tends to elongate a pendant drop or flatten
a sessile drop. When gravitational and surface tensional
effects are comparable, then, in principle, one can deter-
mine the surface tension from an analysis of the shape of
the drop. ADSA is devised specifically for drops with axial
symmetry. Over the last 15 years, this technique has been
developed to allow for measurement of a wide range of
surface tensions under both static and dynamic condi-
tions.13-16

The advantages of ADSA are numerous as compared
with conventional surface tension techniques such as the
Wilhelmy plate, the du Noüy ring tensiometer, and those
based on the volume or weight of a pendant drop.8,16 For
example, in comparison with the Wilhelmy plate technique,
ADSA requires only small amounts of the sample liquid;
this becomes significantly advantageous when the sample
is rare and expensive to obtain, such as in the case of many
biological studies. ADSA also easily facilitates the study
of both liquid-vapor and liquid-liquid interfacial tensions;
it has been applied to materials ranging from organic
liquids to molten metals, and from pure solvents to
concentrated solutions. Measurements with ADSA have
been satisfactorily made over a wide range of temperature
and pressure.13-16 In addition, since the profile of liquid
drops may be recorded by photographs or digital image
representation, it is possible to study surface tension in
dynamic systems where the properties are time-dependent.
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A number of studies have been carried out on biological
interfaces using ADSA.17-20 For example, the interfacial
tension, and hence the surface energetics, of human serum
albumin at the water-decane interface was studied as a
function of temperature and protein concentration.17,18 The
results allow one to infer protein affinity for such an
interface as well as a surface charge distribution of the
protein molecules. Incorporating a captive bubble method
and ADSA, one can also study low surface tension phe-
nomena in lung surfactant systems and hence draw physi-
ological significance of these substances.21,22 The study of
intermolecular interactions between proteins and lipids has
been a recent application of ADSA dynamic surface tension
measurements.1

In most biological systems, two questions are usually
asked in connection with molecular interactions such as
binding: one, is there a dose effect, i.e., is there a
concentration dependence of the binding; the other is the
specificity, i.e., is such binding specific to the molecules
under study. In this paper, we demonstrate that the
dynamic surface tension method1 can be employed for the
study of dose effects and specificity of molecular interac-
tions. We investigate the molecular interactions between
delipidated bovine serum albumin (BSA) and three slightly
different lipids: 12(S)-HETE-free acid, 12(S)-HETE-methyl
ester form, and arachidonic acid-free acid. Figure 1 shows
their molecular structures; it can be seen that 12(S)-HETE-
free acid differs from arachidonic acid by having an
additional hydroxyl group and a cis-trans conjugated diene
system, while the difference between 12(S)-HETE-free acid
and 12(S)-HETE-methyl ester is at the carboxyl end. It was
interesting to investigate whether these subtle structural
differences would distinguish one molecule from another
in terms of their interactions with bovine serum albumin
at the surface.

Biologically, the study of the molecular interactions
between lipids and protein also has important practical
implications. The binding of lipid to a membrane protein
would significantly alter the surface properties of the
membrane, such as hydrophobicity, and hence affect mem-
brane-assisted enzymatic reactions involving, for example,
phospholipases,23,24 i.e., possibly ion channel behavior and
adhesion of cells. Indeed 12(S)-HETE has been shown to

affect phospholipases23,24 and potently causes tumor cells
to adhere to the vascular endothelium.25

The objectives of this paper are (1) to measure dynamic
surface tension response to a saw-tooth change in the
surface area of solution drops using axisymmetric drop
shape analysis (ADSA); (2) to probe the molecular interac-
tions or binding between BSA, as a model protein, and
three lipids; (3) to investigate the concentration dependence
and specificity of the molecular binding; (4) to present a
new means to characterize surface molecular interactions
by calculating surface elasticity. The last objective is not
only an additional means to detect molecular interactions
but also provides a further physical/mechanical property
of the lipid-protein monolayer.

2. Materials and Methods
A. MaterialssThe sample of bovine serum albumin (Sigma

Chemical Co., St. Louis, MO) was essentially fatty acid and
globulin free, with an average molecular weight of 67 000. It was
used without further purification. Deionized and glass-distilled
water was used. 12(S)-HETE-free acid and arachidonic acid were
purchased from Cayman Chemicals (Ann Arbor, MI). The methyl
ester derivative was prepared with an ether solution of diazo-
methane.26 The reaction for methyl ester synthesis was complete
as judged by the layer chromatography. The material was pur-
chased from Cayman Chemicals as the free acid and converted
into the methyl ester by methods used routinely in our laboratory,
i.e., ethereal diazomethane. The molecular weights of these
compounds are 320, 304, and 334, respectively. Since these lipids
are not soluble in water, they have been initially dissolved in 1
µL of dimethyl sulfoxide (DMSO) before addition to 1 mL BSA
aqueous solutions. Three types of mixed solutions were prepared:
(1) 0.02 mg/mL BSA aqueous solution containing 12(S)-HETE-
free acid at a concentration ranging from 0.001 to 1.0 µg/mL. Note
that, within this range, a concentration of 0.1 µg/mL corresponded
to a molecular ratio between 12-HETE-free acid and BSA of
approximately 1:1; (2) 0.02 mg/mL BSA aqueous solution contain-
ing 12(S)-HETE-methyl ester at a concentration ranging from 0.01
to 1.0 µg/mL; (3) 0.02 mg/mL BSA aqueous solution containing
arachidonic acid at a concentration ranging from 0.001 to 1.0 µg/
mL. Two control experiments were performed using the following
two solutions: (1) a pure BSA aqueous solution at a concentration
of 0.02 mg/mL and 1 µL of DMSO; (2) a BSA-free solution of 1 µg
of 12(S)-HETE-free acid in a mixture of 1 µL of DMSO in 1 mL of
water (instead of a BSA solution).

B. Axisymmetric Drop Shape Analysis-Profile (ADSA-P)s
The dynamic surface tension response to a saw-tooth variation in
surface area was measured by ADSA-P. Detailed descriptions of
ADSA-P are given elsewhere.13-20 Briefly, ADSA-P fits the theo-
retical drop profile dictated by the Laplace equation of capillarity
to the experimentally determined drop profile. An objective
function is constructed which describes the deviation of the
theoretical profile from the experimental one. This function is
minimized by a nonlinear least-squares regression procedure,
yielding the interfacial tension. The program also provides the drop
volume, surface area, and the radius of curvature at the apex. The
program requires several randomly chosen coordinate points along
the drop profile, the value of the density difference across the
interface, and the magnitude of the local gravitational constant
as input. Each single image of a drop is analyzed 10 times with
20 different, arbitrary profile coordinate points each time.

During the experiment, the sample solution formed a pendant
drop at the tip of a Teflon capillary, enclosed in a quartz cuvette
which was mounted in an environmental chamber. The surface
area of the drop was varied in a saw-tooth pattern through the
volume change produced by a motorized syringe connected to the
other end of the Teflon capillary.1 In each run, drop images were
captured at 0.3 to 1 s intervals for 6 min. Within this time period,
repeated tension response cycles were established, based on which
the analyses for molecular interactions were conducted. All the
experiments were performed at 37 °C.

3. Results and Discussion
A. Molecular Interactions and Dose-Effectss

Figure 2 shows the dynamic surface tension response to

Figure 1sSchematic of molecular structures for (a) 12(S)-hydroxy-5(Z),-
8(Z),10(E),14(Z)-eicosatetraenoic acid (12(S)-HETE-free acid), (b) methyl 12(S)-
hydroxy-5(Z),8(Z),10(E),14(Z)-eicosatetraenoate (12(S)-HETE-methyl ester
form), and (c) 5(Z),8(Z),11(Z),14(Z)-eicosatetraenoic acid (arachidonic acid-
free acid). It is seen that 12(S)-HETE-free acid differs from arachidonic acid-
free acid by having an additional hydroxyl group and a cis−trans conjugated
diene system, while the difference between 12(S)-HETE-free acid and 12(S)-
HETE-methyl ester is at the carboxyl end.
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the saw-tooth change in surface area within the time range
from 240 to 300 s from the beginning of the experiment
with the aqueous BSA solution at a concentration of 0.02
mg/mL. It has been shown1 that at early times (less than
60 s) the tension response reflects the initial adsorption
process of BSA to the surface and does not repeat itself
from cycle to cycle. Only after 120 s does the tension
response start showing constant cycles, as shown in Figure
2. Each cycle shows a characteristic, skewed shape, with
two kinks occurring in the two branches corresponding to
surface expansion and compression.

As demonstrated in a previous paper,1 the error associ-
ated with each individual surface tension value is generally
small, less than 0.2 mJ/m2 at the 95% confidence level;
hence, the tension response to the saw-tooth variation in
surface area (Figure 2) reliably represents the true phys-
icochemical properties of the surface of a protein and/or
lipid adsorption film.

Figure 3 shows the dynamic surface tension response to
the same saw-tooth variation in surface area as that in
Figure 2 for the BSA solution to which 12(S)-HETE-free
acid had been added. A series of 12(S)-HETE-free acid
concentrations were used in the experiment: 0.001, 0.005,
0.01, 0.02, 0.05, 0.1, and 1.0 µg/mL BSA aqueous solution;
however, only three concentrations are shown in Figure 3
since for concentrations below 0.1 µg/mL the tension
response was found to be similar to that of the concentra-
tion of 0.01 µg/mL. It can be seen that at low 12(S)-HETE-
free acid concentrations (e0.05 µg/mL) the tension response
to the area variation is similar to that observed in Figure
2 for the pure BSA solution: the characteristic, skewed
shape indicates that the surface is covered mainly with
BSA molecules. However, at the concentration of 0.1 µg/
mL, a distinct pattern change is observed in the dynamic
surface tension response: the skewed pattern of the BSA
solution is replaced by a rather symmetric one. This
indicates that the surface properties are not determined
solely by BSA, i.e., the added 12(S)-HETE-free acid plays
a role. It is noted that the 0.1 µg/mL concentration
corresponds to a molecular ratio between 12(S)-HETE-free
acid and BSA of approximately 1:1. As the concentration

of 12(S)-HETE-free acid increases to 1.0 µg/mL, yet another
asymmetric pattern emerges in the tension response.
Clearly, there is a dose-effect on the surface tension
behavior and hence on the physicochemical properties. At
concentrations above 0.1 µg/mL, the tension response to
the area change provides a useful tool to probe possible
molecular interactions between 12(S)-HETE-free acid and
BSA.

To investigate further the effects of 12(S)-HETE-free
acid, a control experiment was performed, in which 1 µg
of 12(S)-HETE-free acid dissolved in 1 µL of DMSO was
added to 1.0 mL water, i.e., in the absence of BSA. The
results are shown in Figure 4, where minimal changes in
dynamic surface tension pattern are observed in response
to the same saw-tooth variation in surface area as that in
Figures 2 and 3. If there were no interaction between 12-
(S)-HETE-free acid and BSA in the mixed solution, the
resulting surface tension would have to be a superposition
of the surface tensions of the individual lipid and protein
solution. However, from Figures 2-4, the tension response
of the mixture at a concentration of 12(S)-HETE-free acid
of 0.1 µg/mL does not reflect the pattern of the pure BSA
solution at all. Therefore, molecular interactions must exist
between 12(S)-HETE-free acid and BSA, likely forming
lipid-protein complexes due to 12(S)-HETE-free acid
interacting with BSA. These complexes, being species
different from albumin alone, no longer show the skewed
shape of BSA, presumably caused by conformational
changes.

In general, the appearance of kinks in the tension
response to surface area variations (e.g., Figure 2) reflects
a phase or structural transition of the surface molecules.8
Disappearance of the kinks, at the lipid concentration of

Figure 2sDynamic surface tension response to a saw-tooth change in surface
area, within the time range of 240 to 300 s from the beginning of the experiment
with the BSA aqueous solution at a concentration of 0.02 mg/mL and 1 µL
DMSO. Each cycle shows a characteristic, skewed shape in the tension
response, with two kinks in the two branches corresponding to surface
expansion and compression, respectively.

Figure 3sDynamic surface tension response to the same saw-tooth variation
in surface area as that in Figure 2 for the BSA solution to which 12(S)-HETE-
free acid had been added. A series of 12(S)-HETE-free acid concentrations
were measured: 0.001, 0.005, 0.01, 0.02, 0.05, 0.1, and 1.0 µg/mL of BSA
aqueous solution; however, only three concentrations are shown here since
for concentrations below 0.1 µg/mL the tension response is similar to that of
0.01 µg/mL. It is seen that at low 12(S)-HETE-free acid concentrations the
tension response to the area variation is similar to that observed in Figure 2.
However, at the concentration of 0.1 µg/mL, a distinct pattern change is
observed in the dynamic surface tension response: the skewed pattern in
the tension response of the BSA solution is replaced by a rather symmetric
one. As the concentration of 12(S)-HETE-free acid increases to 1.0 µg/mL,
yet another different, symmetric pattern is observed in the tension response,
indicating a dose effect on the surface tension behavior and hence on the
surface physicochemical properties.
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0.1 µg/mL (Figure 3), indicates that the binding of lipid to
protein stablizes the surface phase at one molecular
configuration. Furthermore, since the distinct change in
the tension response pattern of BSA occurs at the concen-
tration of 0.1 µg/mL of 12(S)-HETE-free acid, corresponding
to a molecular ratio of 1:1, such interactions between 12-
(S)-HETE-free acid and BSA are presumably connected
with a single binding site (see also below).

Another observation in Figure 3 is that the tension value
reached at the peaks for the concentration 0.1 µg/mL is
significantly higher than that for the other concentrations
including the pure BSA solution (Figure 2). This indicates
that the mixture, at the 1:1 molecular ratio, is more
hydrophilic than BSA itself; therefore, the molecular
interactions between 12(S)-HETE-free acid and BSA may
be hydrophobic in nature, such that the hydrophobic end
of the lipid attaches to a similar part of the protein, leaving
the hydrophilic end of the lipid exposed to the surrounding
water environment.

At the 12(S)-HETE-free acid concentration of 1.0 µg/mL
(Figure 3), the molecular ratio between lipid and protein
is roughly 10:1. One might think that the resulting
dynamic surface tension should predominantly be due to
the presence of 12(S)-HETE-free acid at the surface.
However, the tension response of the lipid alone (Figure
4) shows a very different response, with a much smaller
amplitude. If we were to assume that BSA has only one
binding site for 12(S)-HETE-free acid, then 9 out of 10 lipid
molecules would exist in water freely, and the resulting
surface properties of the mixture would have to be domi-
nated by the surface properties of the free lipid. However,
from Figure 4, the free lipid solution has high surface
tension values, above 65 mJ/m2; from Figure 3, the
maximum tension value is also above 65 mJ/m2 for the
mixture of the lipid and the protein at the concentration
of 0.1 µg/mL. If there were no interaction between lipid
and protein-lipid complex, the tension response of the
combination would be expected to be at the same high level.
This, however, is not the case; the maxima for 1.0 µg/mL
in Figure 3 are clearly below 65 mJ/m2. Therefore, one
needs to conclude that not all additional lipid molecules
remain free, but rather bind to BSA, at least to such a

degree that the surface tension is significantly lowered.
Since the maximum tension value at the 1.0 µg/mL
concentration is smaller than that at the 0.1 µg/mL
concentration, the new complex, as a result of the new
binding of the lipid to the protein, is more hydrophobic,
compared with the protein-lipid complex of 1:1 ratio, i.e.,
0.1 µg/mL of 12(S)-HETE. Hence, the additional binding
of the lipid to the protein is presumably hydrophilic in
nature.

It should be noted that, even at 12(S)-HETE-free acid
concentrations lower than 0.1 µg/mL, one may not rule out
the possibility of the aforementioned new binding of lipid
to protein, or secondary binding of lipid to protein. Such
binding is presumably associated with some low affinity
sites, and hence it does not amount to any sizable extent
and contributes little to the tension response. At 1:1 molar
ratio (corresponding to 0.1 µg/mL) or less, 12(S)-HETE-free
acid mainly interacts with BSA at the single binding site
of high affinity; this will predominantly dictate the proper-
ties of the surface molecules and affect the pattern of the
tension response. Only at higher molar ratios, e.g., 10:1,
as the high affinity binding site has already been occupied,
this secondary binding becomes important in changing the
tension response (Figure 3).

In the above analysis leading to the conclusion of 12(S)-
HETE-free acid binding to BSA and the dose-dependence
of such molecular binding, we tacitly assumed that the
DMSO, used as dissolving agent for the lipid, does not
interact with BSA, nor does the DMSO play a role in the
surface tension response after the initial few cycles. It has
been established that, for a mixture of DMSO and BSA,
the surface molecular population is dominated by small
DMSO molecules only at early stages of the cycling
experiment below 60 s, due to DMSO’s much higher
diffusion coefficient.1 With the passage of time, BSA
gradually adsorbs at the surface, and BSA molecules stay
at the surface once they adsorb. This leads to a squeeze-
out of the DMSO molecules from the surface. After repeated
cycles, the surface properties are essentially determined
by the BSA molecules adsorbed at the surface, and no
DMSO contribution to the surface tension response can be
detected. This indicates that DMSO is merely a vehicle for
carrying lipids, and it does not contribute to the tension
response at late stages of the cycling experiment, as shown
in Figures 2-6.

B. SpecificitysTo study the possible specificity of the
molecular binding of 12(S)-HETE-free acid to BSA, two
similar lipids, 12(S)-HETE-methyl ester and arachidonic
acid-free acid, were used to perform the same tension
response experiment as that for 12(S)-HETE-free acid. The
results for 12(S)-HETE-methyl ester are shown in Figure
5 for three concentrations at 0.01, 0.1, and 1.0 µg/mL.
Again, 0.1 µg/mL corresponds to a molecular ratio of lipid
to protein of approximately 1:1. All three concentrations
show a skewed pattern, similar to that of the pure BSA
solution (Figure 2). This suggests the dominance of protein
adsorption at the surface, while 12(S)-HETE-methyl ester
molecules play little role in producing the surface tension
response. When comparing Figure 5 with Figure 3 at the
same concentrations, the disappearance of kinks in the
tension response differentiates the two lipids in their
interations with BSA.

It has been established that there are generally one to
two high affinity fatty acid-binding sites on albumin and
a number of low affinity sites.27-29 The distinct difference
between Figure 5 and Figure 3 indicates that the lipid-
protein interactions depend on the type of lipid, and a slight
variation in molecular structure can significantly alter the
lipid binding to albumin and hence the surface physical
chemical properties, as reflected in surface tension. Con-

Figure 4sDynamic surface tension response to the same area variation as
that in Figure 2 for a control experiment in which 1 µg of 12(S)-HETE-free
acid dissolved in 1 µL of DMSO was added to 1.0 mL of water, in the absence
of BSA. Rather symmetric cycles with small amplitudes are observed for the
tension response.
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versely, surface tension measurement would provide a
useful tool to differentiate lipid interactions with albumin,
particularly to detect possible conformational changes as
a result of the lipid binding to albumin.

Figure 6 shows the dynamic surface tension response to
the same saw-tooth area variation that was used above,
with arachidonic acid-free acid added to the BSA solution.
A series of arachidonic acid concentrations were used:
0.001, 0.005, 0.01, 0.05, 0.1, and 1.0 µg/mL; however, only
three concentrations are shown since for concentrations
below 0.1 µg/mL the tension response is very similar to that
of 0.01 µg/mL. Throughout these concentrations, a skewed

shape is always observed in the cycling tension response.
In contrast to the observation in Figure 3 for 12(S)-HETE-
free acid, there is no distinct change in the tension response
as the arachidonic acid concentration passes 0.1 µg/mL,
corresponding to a molecular ratio between lipid and
protein of approximately 1:1. As previously shown with 12-
(S)-HETE-methyl ester, Figure 6 indicates that molecular
interactions between these concentrations of arachidonic
acid and BSA is significantly different from those between
12(S)-HETE-free acid and BSA. This implies that the
detected molecular binding of 12(S)-HETE-free acid to BSA
is rather specific, and that a subtle variation in the lipid
molecular structure leads to significantly different interac-
tion properties between the lipid and the protein.

It should be noted that, in the above comparison or
analysis, several less significant features are neglected, and
the emphasis is placed on the high affinity binding between
BSA and 12(S)-HETE-free acid. For example, the magni-
tude of changes seems slightly greater for 12(S)-HETE-
methyl ester than for 12(S)-HETE-free acid at the concen-
tration of 0.01 µg/mL (Figure 5, top panel vs Figure 3, top
panel). This indicates that the interactions between the
methyl ester and BSA might be slightly different from
those between the free acid and BSA. Further, for the free
acid, the disappearance of kinkiness at 0.1 µg/mL and
higher does not seem to be complete, and a slight trace of
kink remains at these concentrations. This might indicate
that the high affinity interaction between the lipid and the
protein does not completely block the BSA properties,
although a significant change has been induced and
resulted in the tension response variations. To explain all
these detailed features in the tension response, more work
will be conducted with respect to the mechanisms of surface
molecular interactions and dynamic surface tension re-
sponse to surface area changes.

C. ElasticitysAs stated in the Introduction, surface
elasticity is an important surface physicochemical property;
it can be used as a measure of interfacial molecular
interactions. The definition of the Gibbs surface elasticity,
E, is

where γ is the surface tension, and A is the surface area.
Figure 7 shows the surface elasticity as a function of the
12(S)-HETE-free acid concentration. The slope in the

Figure 5sDynamic surface tension response to the same area variation as
that in Figure 2 for the BSA solution to which 12(S)-HETE-methyl ester had
been added at three concentrations of 0.01, 0.1, and 1.0 µg/mL. At all three
concentrations a skewed pattern is seen, similar to that of the pure BSA
solution.

Figure 6sDynamic surface tension response to the same area variation as
that in Figure 2 for the BSA solution to which arachidonic acid-free acid had
been added. Three lipid concentrations are shown: 0.01, 0.1, and 1.0 µg/
mL. It was found in the experiment that at concentrations of 0.001, 0.005,
and 0.05 µg/mL, the tension response is similar to that of 0.01 µg/mL. For all
these concentrations, a skewed shape is always observed in the cycling tension
response.

Figure 7sSurface elasticity as a function of the 12(S)-HETE-free acid
concentration. The error bars in elasticity result from a statistical analysis,
based on the Student’s t-distribution, of a series of linear curve fits to the
expansion branches of different cycles, at the 95% confidence level. There is
a distinct increase in elasticity at the 12(S)-HETE-free acid concentration of
0.1 µg/mL, corresponding to the dose effect as observed in the dynamic surface
tension response to the saw-tooth area change (Figure 3).

E ) Adγ
dA
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surface elasticity definition was obtained through a linear
curve fit to the relatively straight portion of the expansion
branch, after the kink appears (Figure 3, from point A to
B). The error bars in the elasticity result from a statistical
analysis, based on the Student’s t-distribution, of a series
of expansion branches of different cycles, at the 95%
confidence level. It can be seen that there is a distinct
increase in elasticity at the 12(S)-HETE-free acid concen-
tration of 0.1 µg/mL, corresponding well to the dose-effect
observed in the dynamic surface tension (Figure 3). At lipid
concentrations above 0.1 µg/mL, the formation of lipid-
protein complexes not only changes the dynamic surface
tension response to the area variation but also increases
the elasticity of the adsorbed layer.

4. Conclusions
1. From the dynamic surface tension response to a

patterned variation in surface area, molecular interactions
between 12(S)-HETE-free acid and BSA have been ob-
served.

2. The molecular interactions between 12(S)-HETE-free
acid and BSA are concentration dependent. At the concen-
tration corresponding to a molecular ratio of lipid to protein
of 1:1, a distinct surface tension response was detected,
indicating that such molecular interactions are based on
one binding site for 12(S)-HETE on BSA. The binding
appears hydrophobic in nature, i.e., the hydrophobic end
of the lipid attached to a similar part of the protein.

3. At the concentration corresponding to a molecular
ratio of lipid to protein of 10:1, secondary binding of 12-
(S)-HETE-free acid to BSA was detected from the dynamic
surface tension response. This secondary binding appears
to be hydrophilic in nature.

4. Comparison with two similar lipid molecules, 12(S)-
HETE-methyl ester and arachidonic acid-free acid, indi-
cates that the molecular interactions between 12(S)-HETE-
free acid and BSA are specific.

5. Surface elasticity can be independently used for
detecting molecular interactions and dose effects. In the
case of 12(S)-HETE-free acid in BSA solution, distinctly
higher surface elasticities were found at lipid concentra-
tions in excess of the molecular ratio of lipid to protein of
1:1.
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Abstract 0 In the preparatory stage of structure−activity relationship
(QSAR) studies of anti-platelet aggregant pyrazine derivatives, log P
values (P: 1-octanol/water partition coefficient) of diarylpyrazines were
measured by a newly developed HPLC column-switching technique.
The system consists of two processes: (1) adsorption of the sample
at the top end of a short precolumn, and then (2) quantifying the
enriched analyte by a conventional analytical column. By using the
log P values thus obtained, the correction factor for the steric hindrance
caused by the vicinal diphenyl groups was estimated. The log k values
(k; retention factor) were also measured with methanol-buffer (pH 7.4)
eluents and related to log P. The eluent of 50% methanol content
(M50) gave a good linear relationship over a wide range of log P
(−0.3< log P < 5.2), indicating that log kM50 parameter is useful for
predicting the log P value.

Introduction

The logarithm of 1-octanol/water partition coefficient, log
P, has been used as a measure of hydrophobicity of organic
compounds and has played an important role in structure-
activity relationship studies.1,2 A conventional procedure
for measurement of log P is the shake-flask method which
consists of determining the equilibrium concentration of a
substance in the aqueous or in both the aqueous and the
octanol phases. This method, however, is not usually
applicable to highly lipophilic compounds (log P > 3)
because of extremely low concentrations of test compounds
in the aqueous phase. To solve this problem, some proce-
dures, such as re-extraction of the aqueous phase before
the measurement of concentrations and the use of radio-
labeled solutes, have been used to get a satisfactory
response with the detector used.3

In addition to direct measurements, the log P value is
often estimated by calculations or by retention parameters
derived from reversed-phase HPLC, hereafter referred to
as the HPLC method. The most widely used methodology
for calculating log P was first proposed by Fujita et al.,
being based on an additive-constitutive, free energy related
property of log P.4 Thus, by using π defined as the
difference in log P between a derivative with a given X
substituent (RX) and the parent compound (RH),

log P values for multisubstituted compounds might be
expressed as:

Although many other empirical ways for log P calcula-
tions have been proposed subsequently,5-8 most of them
essentially assume such additivity. In accord with expecta-
tion, eq 2 fails in solute systems which involve electronic
and/or steric interactions between the substituents, and
various correction methods are proposed so that the
predicted log P values may approach the experimental
results.6,7

In HPLC approaches, the logarithm of the retention
factor, k, is used as a hydrophobicity parameter. Usually
C-18 bonded silica is used as a stationary phase with
methanol-water mixtures as the mobile phase, and a
Collander type relationship as shown by eq 3 is assumed.9

Since the log k value depends on the mobile phase
composition, extensive studies have been made to find
optimal mobile phase conditions producing a good linear
relationship.10-15 Many investigators have used the log kW
parameter, (log k extrapolated to 0% methanol) to eliminate
organic solvent effects.10,11,16,17 On the other hand, other
reports use isocratic log k values at an appropriate metha-
nol concentration.13-15,18,19 It is very often observed that
hydrogen bonding effects of solutes with the surrounding
molecules break a linearity, making the HPLC approach
less effective for the estimate of log P. In an attempt to
establish a standard HPLC procedure for predicting reli-
able log P values, we have studied the relationship between
log P and log k for various series of fundamental heteroaro-
matic compounds, such as monosubstituted pyridines,
diazines, and thiophenes, under various HPLC condi-
tions.13-15,20 Our results have demonstrated that hydrogen
donating solutes (amphiprotics) usually behave differently
from nonamphiprotics and should be treated separately.13-15

Moreover, the log kW method tends to overestimate log P
for strong hydrogen acceptors. For this reason, most of
pyridines and diazines which have N-atom(s), a strong
hydrogen acceptor, in the parent rings have been found to
yield values for log kW much higher than that corresponding
to the true value for log P. Instead, we have found that
isocratic log k obtained with an eluent containing around
50% methanol usually results in a good linear relationship
with log P, permitting us to reliably predict values for log
P over the range, -1 < log P < 3.13-15,20

Even when such empirical predictive methods are known
to be reliable, accurate experimental values of log P for
several compounds are required.
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log P(YRX) ) log P(HRH) + πX + πY (2)

log P ) a log k + b (3)

πX ) log P(RX) - log P(RH) (1)
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In the course of our QSAR studies of bioactive com-
pounds, we were interested in analyzing the structure-
activity relationship of a series of diaryl pyrazines which
has recently been found, by one of the authors, to have
potent anti-platelet aggregation activity.21 Knowing reliable
log P values of these compounds was a prerequisite for this
purpose. We, therefore, undertook measurement and evalu-
ation of log P values for these compounds. The conventional
shake-flask method failed not only because of their high
lipophilicity but also of very low solubility of some com-
pounds even in octanol. Although we were well experienced
in predicting the log P value of pyrazines with log P < 3
by the HPLC method, it seemed dangerous to apply our
relationship to a wider lipophilicity range (log P > 4).
Accordingly, we attempted to develop a method to deter-
mine experimentally log P values for highly lipophilic
compounds by using the HPLC column-switching system.
The column-switching technique is widely used for on-line
sample enrichment and cleanup, and has been increasingly
applied to environmental analyses and the isolation of
clinical samples.22,23 We expected that this method would
be applicable to our measurements of log P by loading large
volumes of the sample solutions onto a precolumn and
succeeded in obtaining log P values ranging from 3.5 to
5.2.

This report describes a novel procedure to measure log
P values above 3 by using HPLC with a column-switching
system. The log P values thus obtained were evaluated in
terms of the additivity of π values and also related to log
k values to examine how the log P values might be
predicted by the HPLC approach. For comparison, some
pyrazine N-oxides (PRfO) were also studied.

Materials and Methods
MaterialssCompounds used in this study are given in

Tables 1 and 2. Most of the diaryl pyrazines in Table 1 (1,
3, 4, 8, 10, 12, 13, 15-17, 20-22, and 24) and monosub-
stituted pyrazines (28-35) in Table 2 were prepared as
previously described.21,24 Compounds 5, 6, 18, and 19 were
prepared by treatment of the 5-Cl derivatives with an
appropriate sodium alkoxide according to the method for
preparing the corresponding monosubstituted pyrazines.24

Alkylpyrazines (36-45) were purchased from Tokyo Kasei
Organic Chemicals (Tokyo, Japan). The references for
preparation of the other compounds are given in the
footnotes to Tables 1 and 2. HPLC-grade methanol and
water, 1-octanol of the grade for log P measurements, and
a phosphate buffer solution (pH 7.4) were purchased from
Nacalai Tesque.

Measurement of log P: Conventional Shake-Flask
MethodsThe log P for compounds with medium or low
hydrophobicity (log P < 3) was measured by a conventional
shake-flask method. The concentration of samples in both
of the water and octanol phases was determined by HPLC.

Column-Switching MethodsSamples (0.5-30 mg)
were dissolved in 1 mL of octanol and then shaken with
100 mL of distilled water. The phases were allowed to
separate overnight at 25 °C. Persistent emulsions were not
observed to occur with our compounds. After pipetting off
the octanol phase, the aqueous phase was collected into
centrifuge tubes, preventing contamination by octanol, and

then centrifuged twice for 5-10 min. As the solute con-
centration of lipophilic compounds in the aqueous phase
was too low to detect by HPLC, sample enrichment on a
precolumn was performed before conventional quantitative
analysis by using a column-switching technique as follows.

HPLC SystemsThe column-switching system (Figure 1)
consisted of two isocratic HPLC pumps (LC 9A, Shimadzu,
Kyoto), an autoinjector (IS-25, Kyoto Chromato, Kyoto,

Table 1sLog P Values of (Di)arylpyrazines

R1 R2 R3 R4 log Pa log Padd
b

1 Ph H H H 2.07
2c 4-OMe-Phd H H H 2.24
3 Ph Ph H H 3.19 4.4
4 Ph Ph Me H 3.52 4.9
5 Ph Ph OMe H 4.21 5.4
6 Ph Ph OEt H 4.73 5.9
7e Ph Ph Cl H 4.05 5.4
8 Ph Ph i-Pr H 4.71
9e 4-Me-Ph 4-Me-Ph H H 4.10

10 4-F−Ph 4-F−Ph Me H 3.75
11e 4-CN−Ph 4-CN−Ph Me H 2.52
12 Ph Ph 2-OMe-Bnf H 5.18
13 Ph Ph 3-OMe-Bnf H 5.20
14e 4-OMe-Ph 4-OMe-Ph H H 3.42 4.7
15 4-OMe-Ph 4-OMe-Ph Me H 3.66 5.2
16 4-OMe-Ph 4-OMe-Ph Et H 4.22 5.7
17 4-OMe-Ph 4-OMe-Ph Cl H 4.30 5.7
18 4-OMe-Ph 4-OMe-Ph OMe H 4.47 5.7
19 4-OMe-Ph 4-OMe-Ph OEt H 5.00 6.3
20 4-OMe-Ph 4-OMe-Ph CN H 3.70 5.0
21 4-OMe-Ph 4-OMe-Ph COOMe H 3.41 4.8
22 4-OMe-Ph 4-OMe-Ph Me Me 4.10 5.2
23g Ph Me Ph H 4.28 4.9
24 Ph Me H Ph 4.29 4.9
25h Ph Et Ph Et 4.94 6.3
26i Ph Et H Ph 4.66 5.4
27j Ph Et Et Ph 4.83 6.3

a Measured by the column-switching method except for 1 and 2. b Sum of
log P of pyrazine (−0.26) and ∑ pyrazine-π (R1, R2, R3, R4). c Superscript of
the compound number identifies the reference for the preparation: Ohta, A.
et al. J. Heterocycl. Chem. 1982, 19, 1061−1067. d 4-X-Ph refers to 4-X-
substituted phenyl. e Ohta, A. et al. J. Heterocycl. Chem. 1982, 19, 465−473.
f 2-OMe-Bn and 3-OMe-Bn refer to 2-OMe-benzyl and 3-OMe-benzyl,
respectively. g Ohta, A. et al. Heterocycles 1984, 22, 2317−2321. h Ohta, A.
et al. Heterocycles 1986, 24, 785−792. i Ohta, A. et al. Heterocycles 1987,
26, 2449−2454. j Ohta, A. et al. J. Heterocycl. Chem. 1983, 20, 311−320.

Table 2sLog P Values of Variously Substituted Pyrazines (PR) and
Pyrazine N-Oxides (PRfO)

substituents log Pa substituents log Pa

PR 40 2-Me,3-Bu 2.10
28 H −0.26 41 2-Me,3-iBu 1.96
29 Me 0.21 42 2,3-diEt 1.51
30 Et 0.69 43 triMe 0.95
31 OMe 0.73 44 2,3-diEt,5-Me 1.95
32 OEt 1.28 45 tetraMe 1.28
33 OPr 1.84 46b 2,5-diMe-3,6-diCl 2.40
34 COOMe −0.23 PRfO
35 COOEt 0.28 47c 2,5-diMe-3Cl 0.44
36 2,3-diMe 0.54 48d 2,5-diMe-6Cl 0.19
37 2,6-diMe 0.54 49e 2,5-diMe-3,6-diCl 1.08
38 2-Me,3-Et 1.07 50f 2,3-bis(4-Cl−Ph),5-Cl 3.66
39 2-Me,3-Pr 1.57 51f 2,3-bis(4-Br−Ph) 3.41

a The data for compounds 28−35 and 36−45 were taken from refs 24 and
29, respectively. Those for the others were measured in this work. b Superscript
of the compound number identifies the reference for the preparation: Baxter,
R. A. et al. J. Chem. Soc. 1948, 1859−1862. c Ohta, A. et al. Chem. Pharm.
Bull. 1979, 27, 2027−2041. d Ohta, A. et al. J. Heterocycl. Chem. 1981, 18,
555−558. e Ohta, A. et al. J. Heterocycl. Chem. 1982, 19, 781−784. fOhta,
A. et al. J. Heterocycl. Chem. 1982, 19, 465−473.
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Japan) fitted with a 10 mL sample loop, a 10 mL syringe
and a Rheodyne 7125 injection valve, and a universal valve-
switching module ACP 1010 with a Rheodyne 7000 six-
port, two-position valve (Anachem, Luton, England). The
following columns were connected to the six-port valve.
Column I (precolumn for concentration): Capcell Pak C18,
UG 80 (Shiseido, Tokyo, Japan), 35 × 4.6 mm i.d. Column
II (analytical column): Cosmosil 5C18-AR-II (Nacalai
Tesque, Kyoto, Japan). 150 × 4.6 mm i.d.

Column-Switching HPLC AnalysissA 5-9 mL aliquot
of the centrifuged aqueous phase, giving an appropriate
peak area on the final chromatogram, was automatically
injected onto column I by pump A using pure water as the
mobile phase at a flow rate of 5.0 mL/min (at position A,
Figure 1). This process allowed the solute to be adsorbed
at the top end of the column I. After 4 min, the valve was
switched to the position B (Figure 1), and the preconcen-
trated (adsorbed) analyte was eluted to the analytical
column II (back flush mode) with an aqueous solution
containing 70-90% methanol delivered by pump B. The
signals were analyzed by a photodiode array detector SPD-
MV10A (Shimadzu, Kyoto, Japan). Eluent compositions
were chosen so that the analytical time would be less than
10 min for each sample. The average peak area of a given
sample for the aqueous phase, AW, was obtained from
repeated 5-7 cycles. To analyze the corresponding octanol
phase under comparable conditions to those for the aqueous
phase, the following two-step dilution was performed. First,

a 200 µL aliquot of the octanol phase was diluted with
methanol to 1.00 mL. The methanolic solution thus ob-
tained was then diluted with pure water by an appropriate
factor as described below. The resulting homogeneous
solution was analyzed quantitatively in the same manner
as in the analysis of the aqueous phase. Injection volume
was the same as that for the aqueous phase. The second
dilution with water was done at two dilution factors so that
the resulting peak areas, Ao (1) and Ao (2), obtained as
described above would be Ao (1) < AW < Ao (2) and also the
ratio of Ao (2)/Ao (1) would be 2-5. With these data, the P
value was calculated as P ) fAo/AW, where f represents
the overall dilution factor. Agreement of log P from two Ao
values, Ao (1) and Ao (2), was usually obtained to within
0.05 log unit. The mean value was taken as the P value.
For each compound, measurements were carried out at
least in duplicate, and the P values thereby obtained were
reproducible to within (0.1 log unit for most cases.

Measurement of log ksThe log k value was deter-
mined as previously described with a Capcell Pak C18
column (50 × 4.6 mm i.d., Shiseido, Tokyo, Japan) at 25
°C.13 Methanol-0.01 M phosphate buffer (pH 7.4) mixtures
containing 50, 60, and 70% MeOH (hereafter designated
as M50, M60, and M70, respectively) prepared by volume
were used as the eluent. Log k parameters were determined
by k ) (tR - t0)/t0, where, t0 and tR are retention times of
methanol and a given analyte, respectively.

Figure 1sSchematic representation of the HPLC column-switching system. (A) Sample enrichment process. (B) Analytical process.
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Results and Discussion

log P of DiarylpyrazinessBefore measuring log P
values for our compounds, we attempted to determine the
log P value of curcumin with our column-switching system.
Curcumin has attracted our interest in the previous
structure-activity relationship study,25 and its experimen-
tal log P value is reported to be 4.26.26 We obtained a value
of 4.28, very close to 4.26, indicating that this newly
developed procedure works satisfactorily. Therefore, we
applied this method to determining log P values of diaryl
pyrazines (Table 1). Inspection of Table 1 shows that
introduction of two hydrophobic aryl substituents increases
extensively the hydrophobicity of molecules. We have
previously shown24 that the π value in the pyrazine system
(Table 3), derived from the log P values of monosubstituted
pyrazines and pyrazine itself, often differs from the widely
used benzene-π values and, therefore, that pyrazine-π
values should be used in the analysis of log P values of
pyrazines. By using pyrazine-π values, where available,
estimated log P values, log Padd, were calculated on
assumption of the additivity, that is, the sum of log P of
pyrazine (-0.26) and pyrazine-π values of the substituents
(Table 1).

It is noteworthy that experimental log P values of all
compounds in Table 1 were much lower than log Padd
values. In particular, in 2,3-diarylpyrazines, 3-7 and 14-
22, the difference was over one log unit. Steric hindrance
between the two benzene rings may contribute to reducing
the hydrophobicity of molecules (ortho-diaryl effect). This
argument would also be supported by comparing the log P
values of the three isomeric diphenyl-methylpyrazines (4,
23, and 24). Among them, only the isomer 4 having two
adjacent phenyl groups gave a log P value (3.52) much
smaller than those for 23 (4.28) and 24 (4.29), which have
two phenyl substituents at 2,5- and 2,6-positions, respec-
tively. An X-ray analysis of 2,3-diphenylpyrazine 3 has
demonstrated that the dihedral angles between the two
phenyl substituents and the pyrazine ring are approxi-
mately 50° and 40°.27 Our semiempirical MO calculations
of 2,3-diphenylpyrazine by the AM1 method28 (the MOPAC
93 program package incorporated in an ANCHOR II
modeling system, Fujitsu, Japan) gave a similar result.
Such nonplanar conformation would cause resonance in-
hibition, decreasing the degree of conjugation and conse-
quently reducing hydrophobicity below expectations for a
molecule with full delocalization of π-electrons. The use of
the additivity rule overestimated log P for 3 by 1.2 and
that for 14 by 1.3, suggesting that the steric hindrance
between the two vicinal benzene rings makes a negative
contribution of about -1.2 to log P. This finding conforms
to a well-known phenomenon that an extension of the
resonating system requires a positive correction factor.2

We also examined the substituent effect of R3 on log P
when R3 is introduced to 2,3-diarylpyrazines, 3 and 14, in
terms of the ortho-diaryl effect discussed above and pyra-
zine-π values. As the R3 substituent hardly suffers from
steric effects, we may expect normal substituent effects in
these pyrazines. The sum of log P of 3 or 14, and pyrazine-π
of R3 was calculated (log Ppred.) and compared with the
experimental log P. As shown in Table 4, they were in fairly
good agreement. It is not unexpected that the deviation
from the experimental value is somewhat larger than the
expected experimental error in some compounds because
some additional minor corrections for the electronic inter-
actions between the substituents and the ring N-atoms as
well as for the steric effect between R2 and R3 should be
taken into account for detailed analysis.24 These results
revealed that the pyrazine-π is very helpful in making a
rough estimate of log P of even highly lipophilic pyrazines,
provided severe steric effects are not involved. It should
be emphasized that the use of benzene-π instead of pyra-
zine-π for the substituent on the pyrazine ring would lead
to erroneous estimated values.

Comparisons of log P for a series of variously substituted
alky-diphenylpyrazines (4 and 23-27) indicates that steric
repulsion by the vicinal alkyl and phenyl substituents also
requires a correction of -0.6 to -0.7 in log P. As the
corresponding reduction in log P in the vicinal dialkyl
substituents is very small (∼-0.15),29 large correction
factor suggests twisting of the benzene ring even in this
case. Nonplanar conformations were also indicated by the
MO calculations. Measurements and more quantitative
analyses of log P for a larger size data set including more
lipophilic compounds are now in progress.

Log k: Prediction of log P by the HPLC Approachs
Our previous studies on several series of monosubstituted
heteroaromatic compounds have revealed that the relation-
ship between log P (-1 < log P < 3) and log k obtained
with various compositions of methanol-water eluents
usually require some correction terms for hydrogen-bond-
ing effects and can be expressed by the following general
equation for nonamphiprotics:30

In this equation, the σI parameter represents Charton’s
electronic substituent constant,31 and the SHA parameter
is that we have recently proposed as the hydrogen-
accepting indicator for the substituent.30 In general, con-
tributions of the two correction terms are of minor impor-
tance when the eluent contains 50% MeOH (M50), so that
we could assume the log k-log P linearity. However, these
contributions are found to increase with decreasing metha-
nol content. Strong hydrogen-accepting substituents, such
as COOR and CONMe2, deviate substantially from the line
formed by non-hydrogen bonders and weak hydrogen
acceptors in the plot of log k against log P. If such a
predictive capability of M50 eluent holds for compounds

Table 3sPyrazine-π (πPR) and Benzene-π(πPhX)

X πPR
a πPhX

b

F 0.55 0.14
Cl 0.96 0.71
Br 1.19 0.86
Me 0.47 0.56
Et 0.95 1.02
OMe 0.99 −0.02
OEt 1.54 0.38
CN 0.25 −0.57
COOMe 0.03 −0.01
COOEt 0.54 0.51
Ph 2.33c 1.96
4-MeO-Ph 2.50c −

a Taken from ref 24. b Taken from ref 2. c This work.

Table 4sSubstituent Effects of R3

compound compound

R3 R1,R2

log
Pobsd

log
Ppred

a R3 R1,R2

log
Pobsd

log
Ppred

b

4 Me Ph 3.52 3.66 15 Me 4-OMe-Ph 3.66 3.89
5 OMe Ph 4.21 4.18 16 Et 4-OMe-Ph 4.22 4.37
6 OEt Ph 4.73 4.73 17 Cl 4-OMe-Ph 4.30 4.38
7 Cl Ph 4.05 4.15 18 OMe 4-OMe-Ph 4.47 4.41

19 OEt 4-OMe-Ph 5.00 4.96
20 CN 4-OMe-Ph 3.70 3.67
21 COOMe 4-OMe-Ph 3.41 3.45

a Sum of log P(3) and pyrazine-π(R3). b Sum of log P(14) and pyrazine-
π(R3).

log k ) a log P + FσI + sSHA + const (4)
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with much higher log P values, the log kM50 approach would
be of practical value in prediction of log P. Accordingly, we
measured log k values for the present compounds under
the same conditions and studied the relationship between
log P and log k. To make the results comparable with those
previously studied, we selected from many of the related
compounds studied earlier, typical compounds including
esters and N-oxides which were previously classified as
deviants in water rich eluents.13 Some N-oxides of diaryl-
pyrazines were also added to the data set. Compounds used
for log k measurements in addition to the (di)arylpyrazines
in Table 1 are listed in Table 2 with their log P values. It
should be noted that the compounds studied in this work
are non-hydrogen bonding or hydrogen accepting. Log k
values of all the compounds in Tables 1 and 2 obtained with
the M50 and M70 eluents are plotted against log P in
Figure 2. The M50 eluent again produced a satisfactory
linear relationship of the form shown in eq 5:

The relationship for the M60 eluent was somewhat
inferior to eq 5 (the data not shown). As the data set
contains molecules having strongly hydrogen-accepting
substituents and/or a sterically hindered conjugated sys-
tem, finding a simple linear equation covering a range of
hydrophobicity of 6 log units seems to be rather surprising.
It is of interest to notice that our earlier work on a series
of monosubstituted pyrazines found the value of 0.58 as
the slope of the log P term, being very close to the value of
0.55 shown by eq 5, in the corresponding equation. Al-
though measuring log k values of monosubstituted pyra-
zines in more methanol-rich eluents such as M60 and M70
has been technically difficult, it has now become very clear,
by combination of all the results obtained so far, that an
optimum eluent composition yielding almost linear rela-
tionships would be at 50% MeOH or at methanol concen-
trations near 50%. Since the measurement of log k is easier
and quicker than log P, particularly in very hydrophobic
compounds, the log kM50 parameter can be expected to be
a powerful tool for predicting the log P value. Care should
be taken, however, in treating amphiprotic compounds by
the HPLC method. When alkyl-bonded stationary phases
are used, amphiprotics often give separate lines parallel

to that for nonamphiprotics in the log k-log P plot.13,15 This
phenomenon is unavoidable because octanol is more hy-
drogen accepting than the stationery phase. Finding an
effective procedure for treating these is still to be investi-
gated.

Conclusion
In this study, we developed a novel procedure for

measuring the log P value of highly lipophilic diaryl
pyrazines by the HPLC column-switching technique. This
method enabled us to measure the extremely low concen-
tration of solutes by direct injection of a large volume (5-9
mL) of aqueous phase onto a precolumn. The log P values
thus obtained ranged from about 3 to 5.2. By using these
data, a large correction factor of about -1.2 was estimated
as the o-diphenyl effect, which was thought to be attribut-
able to the loss of coplanarity. The effects of sterically
unhindered substituents attached to the pyrazine ring on
log P could be well estimated by using the pyrazine-π value
obtained in our earlier work.24 The log k values were also
measured with different compositions of methanol-buffer
(pH 7.4) eluents, and a good linear relationship between
log P and log k was found to hold at 50% MeOH, in
conformity with our previous finding,13,14 over the log P
range from -0.3 to 5.2. To our knowledge, there have been
no previous studies where log k values for a set of
compounds determined under exactly the same HPLC
conditions have been related to experimentally measured
log P values over such a wide range. The present result
seems to afford a nice example demonstrating that the use
of the kM50 parameter provides reliable and practical
method to predict quickly the log P value.

Development of procedures for obtaining reliable log P
values for lipophilic compounds has become increasingly
important not only in QSAR studies of bioactive compounds
but also in environmental chemistry and toxicology where
the log P is used as a parameter for evaluating the fish
bioconcentration and toxicity.32-34 Our present study would
be also expected to be helpful for research in such fields.
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Abstract 0 Lipophilicity scales were characterized by an approach
using vectors provided from solvation energy descriptors (SED) of
solutes such as an excess molar refraction, the dipolarity/polarizability,
the hydrogen-bond acidity, the basicity, and the McGowan charac-
teristic volume. The five components of the SED vector were obtained
from the coefficients of the five SED terms of the linear solvation
energy relationship (LSER) equation for the lipophilicity scales. The
analogy between two lipophilicity scales was expressed as the angle
between the two SED vectors, while the difference in the contribution
of the five independent SEDs to these two lipophilicity scales was
quantified by the difference of the unit vectors of the SED vectors.
These approaches were applied to several lipophilicity scales measured
using microemulsions, micelles, an immobilized artificial membrane
column, and an octanol−water system. As a result, the quantitative
classification of these scales was successfully carried out, and the
difference in the scales was well characterized. In addition, this vector
approach was extended to the estimation of the contribution of each
constituent of the microemulsions to the lipophilicity scale. Furthermore,
some biological parameters such as skin permeability and the distri-
bution between blood and brain could be predicted by the summation
of the SED vectors obtained from the chromatographic systems. These
results suggest that complex biological systems can be expressed
quantitatively by simple chemical models with their SED vectors.

Introduction
In the passage of drugs throughout the body, the perme-

ability of cell membranes is quite important for the pre-
diction of their in vivo activities from their in vitro results.
Therefore, the lipophilicity of drugs such as the logarithm
of the partition coefficients between 1-octanol and water
(log Pow) has been used as a parameter for the structure
optimization of the drug candidates. Because recent de-
velopments in combinatorial chemistry allowed the syn-
thesis of a large number of compounds as drug candidates,
the demand for high-throughput measurement of biologi-
cally appropriate lipophilicity is steadily increasing.

In our previous study, the lipophilicity scale by electro-
kinetic chromatography (EKC) with the microemulsion of
sodium dodecyl sulfate (SDS), 1-butanol, n-heptane, and a
buffer provided the excellent correlation with log Pow for
neutral compounds with various hydrogen-bonding abili-
ties.1 In quantitative structure-activity relationship stud-
ies (QSAR) for some bioactivities of the drugs, their
lipophilicity from the microemulsion provided a better
correlation with their bioactivities than other lipophilicity
scales.2,3 In addition, it was suggested that the lipophilicity
scales from the microemulsions could be designed by
selecting the constituents and their concentration.4

On the other hand, other lipophilicity scales such as the
logarithm of the capacity factors (log k′) in various chro-
matographic systems including HPLC5-7 and micellar EKC

(MEKC)8-15 have been developed, and they provided di-
verse and unique properties as lipophilicity scales. In
optimizing the structure of drug candidates, these lipophil-
icity scales often provided different results, although they
have viability for high-throughput analysis. Therefore,
selecting the lipophilicity scales suitable for predicting the
bioactivities of drug candidates is quite important for
optimizing their structures. For this purpose, the charac-
terization and classification of these scales were required.

The correlation coefficients of the linear relationship
between two scales have been often used for the comparison
between these two scales. It is, however, well-known that
the correlation coefficient strongly depends on the test set
of solutes. Alternatively, the linear solvation energy rela-
tionship (LSER) analysis has been used for the character-
ization of the retention behaviors of solutes in many
chromatographic media, and the quantitative prediction of
the retention times of the solutes from their structure was
performed.16-18 Recently, this approach was applied to
MEKC to classify the separation selectivity of the mi-
celles19-22 and was also used for evaluating the correlation
between log Pow and migration index (MI) measured by
microemulsion EKC (MEEKC).4

The general equation of LSER based on the solvation
energy descriptors (SED) of solutes is as follows:

where log SP is the dependent variable, i.e., the lipophi-
licity scales (LS) such as log k′ and MI in this case, and
the independent variables are solute descriptors as follows:
R2 is an excess molar refraction, π2

H is the solute dipolar-
ity/polarizability, ∑R2

H and ∑â2 are the solute hydrogen-
bond acidity and basicity, and Vx is the McGowan char-
acteristic volume in units of cm3 mol-1/100.17 The obtained
coefficients of eq 1 were used for characterization of the
lipophilicity scales as well as the prediction of the separa-
tion selectivity in the chromatographic media. To classify
these scales, the ratios of the coefficients such as r/v, a/v,
b/v, and s/v were calculated and compared with those from
another scale. This approach was quite useful to judge the
analogy between two scales. Unfortunately, however, it was
difficult to simultaneously compare the set of the coef-
ficients or coefficient ratios between the plural scales. For
example, Abraham et al. reported on the following scales:4

It was impossible to judge which was similar to octanol-
water, pentanol-water, or the microemulsion. Therefore,
an approach for analyzing these scales simultaneously was
required.

* Corresponding author. Tel: (+81-298) 47-5763, fax: (+81-298) 47-
5771, e-mail: y-ishihama@hhc.eisai.co.jp.

log SP ) c + rR2 + sπ2
H + a∑R2

H + b∑â2 + vVx (1)

(r/v, s/v, a/v, b/v) )
(0.12, -0.23, 0.01, -0.94) for log Pow

(r/v, s/v, a/v, b/v) )
(0.18, -0.24, 0.00, -0.87) for log P (pentanol-water)

(r/v, s/v, a/v, b/v) )
(0.09, -0.23, -0.02, -0.92) for log k′ (microemulsion)
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Recently, Valko et al. reported on the characterization
of the various HPLC columns using the gradient retention
parameter named chromatographic hydrophobicity indices
(CHI) and their SED coefficients.23 They described that the
principal component analysis and the nonlinear mapping
technique provide an appropriate tool for comparison of
various HPLC partition systems.

In this paper, we demonstrate that the lipophilicity
scales could be characterized using the coefficients of the
five SED terms of the LSER equation as vector components.
The analogy of the lipophilicity scales was evaluated using
the scalar product of the vectors, and the difference in the
five independent factors which affect the lipophilicity scales
was quantified by these unit vectors. This vector approach
was also employed to obtain the actual structural informa-
tion of the microemulsions from the vectors of their
individual constituent system. Furthermore, it was applied
to predict some biological systems according to the sum-
mation of plural vectors from simple chemical systems.

Experimental Section
Capillary electrophoresis was performed using P/ACE 2100

(Beckman, Fullerton, CA). For three microemulsions (ME) and
three micelles (MC), EKC was used for the determination of the
lipophilicity scales from these systems. The experimental details
were described in previous papers.1-3,8 In all cases, 50 mM
phosphate-100 mM borate solution (pH 7.0) was used as the
buffer. The ME and MC solutions employed are listed in Table 1.
Uncoated fused silica capillary with 50-µm i.d. and 27-cm length
(GL Sciences, Tokyo, Japan) was employed. The capillary was
thermostated at 25 °C. The applied voltage was 7.5 kV, and the
detection wavelength was 214 nm. The injection was performed
by pressure (0.5 psi, 2 s). In the cases of the micellar systems, the
values of log k′ were used as lipophilicity scales, while in the cases
of the microemulsions, the migration indexes (MI) were calculated
from the log k′ of test solutes and references.1-3

A Shimadzu LC-10A system (Kyoto, Japan) equipped with an
SPD-10A UV detector (Shimadzu) was used for the measurement
of the lipophilicity scale from immobilized artificial membrane
(IAM) column (4.6-mm i.d., 100-mm length, Resis, Morten Grove,
IL). In this case, log k′ was used as a lipophilicity scale using a
phosphate buffer at pH 7.0 (ionic strength: 0.05) as a mobile phase
and UV 220 nm as a detection wavelength. All tested samples
listed in Table 2 were purchased from Aldrich (Milwaukee, WI),
Sigma (St. Louis, MO), Wako (Osaka, Japan), and Tokyo Kasei
Kogyo (Tokyo, Japan).

The measured log Pow values were obtained from the database
of Mac-logP ver. 1.0.3 (BioByte Corp., Claremont, CA).

Methodology
To obtain the set of the five coefficients (r, s, a, b, v) of

eq 1, a regression analysis is performed using the meas-
ured lipophilicity values and the SED values of solutes
listed in Table 2. The SED coefficient vector of lipophil-

icity scale i (LSi), ωb, is defined as follows:

The analogy between LSi and LSj is expressed as cos θij
between ωbi and ωbj as follows:

Table 1sSystem for Measurement of Lipophilicity Scales

system scale constituents

ME(SDS) MISDS SDS (1.44%)/1-butanol (6.49%)/
heptane (0.82%)/buffera

ME(CTAC) MICTAC CTAC (1.44%)/1-butanol (6.49%)/
heptane (0.82%)/buffera

ME(DTAC) MIDTAC DTAC (1.44%)/1-butanol (6.49%)/
heptane (0.82%)/buffera

MC(SDS) log k′SDS 50 mM SDS in buffera

MC(DTAC) log k′DTAC 50 mM DTAC in buffera

MC(S/B) log k′S/B 25 mM SDS and 25 mM Brij 35 in buffera

OW log POW 1-octanol and water
IAM log k′IAM IAM column with buffera as the mobile phase

a buffer: 50 mM sodium phosphate and 100 mM sodium borate (pH 7.0).

Table 2sSolutes Employed

solvation energy descriptor

sample name R2 π2
H ∑R2

H ∑â2 Vx

pyrimidine 0.606 1.00 0 0.65 0.634
pyrazine 0.629 0.95 0 0.61 0.634
4-methylpyrimidine 0.595 1.00 0 0.63 0.775
methylpyrazine 0.629 0.90 0 0.65 0.775
4,6-dimethylpyrimidine 0.580 1.00 0 0.65 0.916
ethylpyrazine 0.616 0.90 0 0.66 0.916
pyrrole 0.613 0.73 0.41 0.29 0.577
resorcinol 0.980 1.00 1.10 0.58 0.834
n-methylbenzamide 0.950 1.49 0.40 0.71 1.114
methyl 2-furoate 0.560 1.00 0 0.50 0.893
benzyl alcohol 0.803 0.87 0.39 0.56 0.916
1-methylpyrrole 0.559 0.79 0 0.31 0.718
acetanilide 0.870 1.40 0.50 0.67 1.113
p-methoxyphenol 0.900 1.17 0.57 0.48 0.975
furan 0.369 0.53 0 0.13 0.536
p-nitroaniline 1.220 1.91 0.42 0.38 0.990
phenol 0.805 0.89 0.60 0.30 0.775
2,5-dimethylpyrrole 0.639 0.70 0.35 0.44 0.859
benzaldehyde 0.820 1.00 0 0.39 0.873
quinoxaline 1.300 1.22 0 0.59 1.003
ethyl 2-furoate 0.560 1.00 0 0.50 1.033
benzonitrile 0.742 1.11 0 0.33 0.871
acetophenone 0.818 1.01 0 0.48 1.014
thiophene 0.687 0.57 0 0.15 0.641
2-methylfuran 0.372 0.50 0 0.14 0.677
nitrobenzene 0.871 1.11 0 0.28 0.891
p-cresol 0.820 0.87 0.57 0.31 0.916
o-cresol 0.840 0.86 0.52 0.30 0.916
m-cresol 0.822 0.88 0.57 0.34 0.916
p-nitroanisole 0.970 1.29 0 0.40 1.090
anisole 0.708 0.75 0 0.29 0.916
methyl benzoate 0.733 0.85 0 0.46 1.073
benzene 0.610 0.52 0 0.14 0.716
indole 1.200 1.12 0.44 0.31 0.946
propiophenone 0.804 0.95 0 0.51 1.155
p-nitrotoluene 0.870 1.11 0 0.28 1.032
p-chlorophenol 0.915 1.08 0.67 0.20 0.898
2-ethylfuran 0.361 0.50 0 0.14 0.818
p-ethylphenol 0.800 0.90 0.55 0.36 1.057
2-methylindole 1.200 1.05 0.44 0.37 1.087
3-methylindole 1.200 1.06 0.44 0.35 1.087
1-methylindole 1.206 1.03 0 0.37 1.087
butyrophenone 0.797 0.95 0 0.51 1.296
benzofuran 0.888 0.83 0 0.15 0.905
toluene 0.601 0.52 0 0.14 0.857
2-naphthol 1.520 1.08 0.61 0.40 1.144
chlorobenzene 0.718 0.65 0 0.07 0.839
p-propylphenol 0.793 0.88 0.55 0.37 1.198
ethylbenzene 0.613 0.51 0 0.15 0.998
naphthalene 1.340 0.92 0 0.20 1.085
propylbenzene 0.604 0.50 0 0.15 1.139
butylbenzene 0.600 0.51 0 0.15 1.280
anthrathene 2.290 1.34 0 0.28 1.454

ωbi ) (ri, si, ai, bi, vi) (2)

cos θij )
ωbi.ωbj

|ωbi||ωbj|
)

rirj + sisj + aiaj + bibj + vivj

xri
2 + si

2 + ai
2 + bi

2 + vi
2xrj

2 + sj
2 + aj

2 + bj
2 + vj

2

(3)
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Thus, as the correlation is higher, the value of cos θij
becomes closer to 1. When the analogy of LSj (j ) 1, 2, ...)
to LSi is examined, the analogy ranking of LSj (j ) 1, 2,...)
to LSi is established according to cos θij. However, to judge
the analogy between LSi and LSj, cos θij is insufficient and
the deviation of the vector should be also considered. In
this study, D, which is a 95% confidence level of the
coefficients of SED, is used as the deviation of each vector
as follows:

where TINV is the inverse of the Student’s t-distribution
for the specified degrees of freedom, N, and SE is the
average of the standard errors of the coefficients of SED.

Therefore, the analogy between two systems can be
evaluated by the following equation:

where θdi and θdj are the angles of the deviations of ωbi and
ωbj, respectively, as shown in Figure 1. The value of cos(θdi
+ θdj) can be calculated as follows:

In eq 5, when J is greater than zero, these two systems
are found to be analogue systems, and in the opposite case,
these systems should be distinguished. This vector algo-
rithm is based on the commercial UV spectra database
searching program in Shimadzu CLASS-VP Chromatog-
raphy Data System (Kyoto, Japan).

Concerning the difference in each SED factor of the
lipophilicity, the unit vector, ωbu, is employed:

To quantify the difference in each SED factor, the
difference in the components of the unit vectors between
LSi and LSj is evaluated as follows:

Using the vector, the contribution of each SED factor to
the lipophilicity from one system can be compared with that
from other systems.

Results and Discussion
Characterization of Lipophilicity Scales by Vector

Approachesslipophilicity scales measured in this study

are summarized in Table 1. As for the microemulsion (ME)
systems, an anionic ME using SDS as a surfactant and two
cationic MEs using CTAC and DTAC, which have different
hydrocarbon chain length with the same hydrophilic group,
were employed to measure the lipophilicity of 53 com-
pounds listed in Table 2. For micelles (MCs), three different
surfactants, anionic SDS, cationic DTAC, and neutral Brij
35, were used. In these MC systems, the capacity factors
of several hydrophobic compounds could not be measured
because they coeluted with the MC tracers (AO-10-dodecyl
bromide).1,24 Therefore, only 49 compounds were used in
this study. Concerning the IAM column, which has the
zwitterionic phosphatidyl choline moiety as the stationary
phase, 53 compounds were used although analysis was
quite time-consuming because no organic modifier was
used. The results of LSER regression analyses are listed
in Table 3. The correlation coefficients of the analysis were
quite high, except for IAM and MC(S/B). The results of MC-
(SDS) and IAM by others18 are also listed in Table 3 to
compare with our results. For these two MC(SDS)s, little
difference was observed, whereas obvious difference was
observed between two IAM systems. This might be caused
by the difference in the mobile phase, i.e., 10% acetonitrile
was employed in ref 18, whereas no organic modifier was
used in this study. This was supported by another LSER
result from the fast-gradient IAM system recently re-
ported.23 In this study, considering the reasonability, the
results from the IAM system without organic modifier were
used in further study.

Regarding cos θ values between SED vectors, it would
be necessary to indicate what value of cos θ could be
regarded as “good” analogy because this parameter was not
familiar. Therefore, for the eight scales described in Table
1, cos θ values were compared with the corresponding
correlation coefficients (r). As shown in Figure 2, r ) 0.90
corresponds to about cos θ ) 0.96, while this relationship
was only a yardstick and some deviation was observed for
this linear relationship.

Using the LSER coefficients and their D values, analyses
of the SED vectors were performed. In Table 4, analogy
ranking between one system and the other systems are
performed using cos θ. The values of cos θ between three
ME systems were quite close to 1, while the values of cos

Figure 1sTwo-dimensional model space of SED vectors.

D ) TINV(0.05, N) × SE (4)

J ) cos θij - cos (θdi + θdj) (5)

cos(θdi + θdj) ) x(1 -
Di

2

|ωbi|2)(1 -
Dj

2

|ωbj|2) -
DiDj

|ωbi||ωbj|
(6)

ωbu )
ωbu

|ωbu|
) (ru, su, au, bu, vu) (7)

∆ωbu ) (∆ru, ∆su, ∆au, ∆bu, ∆vu) )
(rui - ruj, sui - suj, aui - auj, bui - buj, vui - vuj) (8)

Table 3sResults of LSER Analyses

SED coefficients

systems r s a b v R2

ME(SDS) 0.699 −1.721 −0.129 −6.932 7.474 0.988
S.E. 0.153 0.183 0.119 0.230 0.214
ME(CTAC) 0.909 −1.533 0.688 −7.509 7.301 0.994
S.E. 0.295 0.194 0.202 0.250 0.273
ME(DTAC) 1.262 −1.507 0.700 −7.858 7.572 0.995
S.E. 0.276 0.182 0.189 0.234 0.256
OW 0.537 −0.926 0.019 −3.537 3.794 0.996
S.E. 0.049 0.058 0.038 0.073 0.068
IAM 0.280 −0.225 0.517 −2.306 2.657 0.939
S.E. 0.123 0.148 0.096 0.186 0.173
MC(SDS) 0.497 −0.399 −0.254 −1.669 2.765 0.994
S.E. 0.075 0.057 0.073 0.160 0.167
MC(DTAC) 0.749 −0.430 0.871 −2.667 2.823 0.976
S.E. 0.100 0.098 0.066 0.127 0.121
MC(S/B) −0.094 −0.032 0.615 −2.695 2.519 0.947
S.E. 0.162 0.093 0.123 0.257 0.266
IAM from ref 18 0.81 −0.42 0.69 −2.00 1.87
S.E.
MC(SDS) from ref 22a 0.46 −0.48 −0.16 −1.71 2.81 0.982
S.E. 0.06 0.07 0.04 0.08 0.09
MC(SC) from ref 22a 0.56 −0.74 0.15 −2.49 2.65 0.970
S.E. 0.08 0.1 0.06 0.11 0.12

a The original data were cited from ref 19.
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θ between four different MC systems were not more than
0.98. As for IAM system, higher analogy to systems using
cationic surfactants such as ME(CTAC), MC(DTAC), and
ME(DTAC) was observed. This would be caused by the
cationic choline moiety of the packing material of the IAM
column. In Table 5, the results of analogy judgment using
the J values are indicated. Note that varied D values may
provide the ranking/judgment reversal, which is the phe-
nomenon that the high-ranked vector with larger cos θ and
smaller D value provides J < 0 and low-ranked vector with
smaller cos θ and larger D value provides J > 0 when the
deviations of the LSER regression analyses for these LSs
are varied. Therefore, the accuracy of the analogy judgment

depended on D values of SED vectors employed. The
relationship between cos θ, D, and J values was simulated
using the unit vector of ME(SDS)(LSi) and the unit vectors
of the other scales(LSj). As shown in Figure 3, the ranking/
judgment reversal would occur when Dj of lower-ranked
LSj is large enough. Therefore, the restriction to judge the
analogy between two LSs was required, considering the
purpose of the study. In this case, to prevent the ranking/
judgment reversal, the analogy judgment was restricted
by the rule that if the J value of one of the ranked vectors
is less than zero, the judgment of the lower-ranked vectors
with J > 0 should not be performed, i.e., “Out of Judgment”
should be indicated for the lower-ranked vectors with J >
0. In Table 5, this rule was applied and the ranking/
judgment reversal between some SED vectors was pre-
vented.

Concerning the analogy to OW, so far as we know, the
ME(SDS)1,4 and sodium cholate micelle (MC(SC))12,25 sys-
tems provided the best correlation. In this study, the LSER
data from MC(SC) was cited from the report by Poole et
al.22 Using the data, the vector analyses were performed.
As a result, both ME(SDS) and MC(SC) were each cor-
related with OW, whereas the J value between ME(SDS)
and MC(SC) indicated that the analogy between them was
not found despite a large cos θ value (0.9947). From the J
values, two cationic ME systems were different from the
anionic ME(SDS) although the cos θ values between these
three systems were quite close to 1. The relationship
between three MEs, OW, and MC(SC) on the basis of their
J values is roughly illustrated in Figure 4. ME(SDS) should

Table 4sAnalogy Ranking between Lipophilicity Scales i and j

LSi
analogy
ranking ME (SDS) ME (CTAC) ME (DTAC) OW IAM MC (SDS) MC (DTAC) MC (S/B) MC (SC)a

1 OW ME (DTAC) ME (CTAC) ME (SDS) ME (CTAC) OW IAM IAM OW
0.9992 0.9996 0.9996 0.9992 0.9900 0.9736 0.9898 0.9877 0.9979

2 ME (CTAC) OW OW MC (SC) MC (DTAC) ME (SDS) ME (DTAC) ME (CTAC) ME (DTAC)
0.9953 0.9964 0.9960 0.9979 0.9898 0.9734 0.9842 0.9796 0.9960

3 MC (SC) ME (SDS) MC (SC) ME (CTAC) ME (DTAC) MC (SC) ME (CTAC) ME (DTAC) ME (CTAC)
0.9947 0.9953 0.9960 0.9964 0.9896 0.9692 0.9820 0.9770 0.9952

4 ME (DTAC) MC (SC) ME (SDS) ME (DTAC) MC (S/B) IAM MC (SC) MC (DTAC) ME (SDS)
0.9941 0.9952 0.9941 0.9960 0.9877 0.9570 0.9800 0.9699 0.9947

LSj 5 IAM IAM IAM IAM OW ME (DTAC) OW ME (SDS) IAM
(cos θij) 0.9818 0.9900 0.9896 0.9829 0.9829 0.9569 0.9718 0.9652 0.9822

6 MC (SDS) MC (DTAC) MC (DTAC) MC (SDS) MC (SC) ME (CTAC) MC (S/B) OW MC (DTAC)
0.9734 0.9820 0.9842 0.9736 0.9822 0.9561 0.9699 0.9630 0.9800

7 MC (DTAC) MC (S/B) MC (S/B) MC (DTAC) ME (SDS) MC (DTAC) ME (SDS) MC (SC) MC (SDS)
0.9653 0.9796 0.9770 0.9718 0.9818 0.9355 0.9653 0.9572 0.9692

8 MC (S/B) MC (SDS) MC (SDS) MC (S/B) MC (SDS) MC (S/B) MC (SDS) MC (SDS) MC (S/B)
0.9652 0.9561 0.9569 0.9630 0.9570 0.9126 0.9355 0.9126 0.9572

a Data were cited from ref 22; original data were reported by ref 19.

Figure 2sRelationship between cos θ and r for eight lipophilicity scales
described in Table 1.

Table 5sAnalogy Judgment by J Valuesa

system
ME

(SDS)
ME

(CTAC)
ME

(DTAC) OW IAM
MC

(SDS)
MC

(DTAC)
MC

(S/B)
MC

(SC)b

ME(SDS) O
ME(CTAC) × O
ME(DTAC) × O O
OW O × × O
IAM × × × × O
MC(SDS) × × × × × O
MC(DTAC) × × × × × × O
MC(S/B) × × × × 4 × × O
MC(SC)a × 4 4 O × × × × O

a J g 0: O, J < 0: ×, Out of Judgment: 4. When either the analogy of
LSi to LSj or the analogy of LSj to LSi was out of judgment, 4 was indicated.
b Data were cited from ref 22; original data were reported by ref 19.

Figure 3sRelationship between cos θij, Dj, and J values using the SED unit
vectors of ME(SDS) (ωb i) and simulated unit vectors (ωb j). ωb i ) (0.015, 0.018,
0.012, 0.022, 0.021), Di ) 0.035.
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be, in the strict sense, distinguished from MC(SC) and
cationic ME systems, while Poole et al. classified ME(SDS)
and MC(SC) as the same group.22

Next, the unit vectors of the SED vectors were calculated
to evaluate the difference in each independent descriptor
of these LSs. Using the vector approach, it was quite easy
to analyze plural scales simultaneously, and the contribu-
tion of each SED between all scales could be compared. The
results of the unit vector analysis are shown in Figure 5.
Note that this approach was based on the assumption that
these five descriptors were almost equivalent to each other.
This assumption would be valid because LSER descriptors
of solutes had been originally adjusted to be almost the
same order, and no artifact caused by the LSER descriptors
has been reported so far.16,17,26,27 Additionally, because the
results were used only for the comparison in the same
descriptor between the different scales, the assumption
would not cause inappropriate evaluation. As shown in
Figure 5a, among the components of the unit vector, the
au component, i.e., the contribution of the hydrogen-bond
basicity of the systems or hydrogen-bond acidity of the
solutes to their lipophilicity scale was the most diverse
between the employed scales. The scale with the most
positive contribution of the au component was MC(CTAC),
and the most negative one was MC(SDS). On the other
hand, the bu component was almost independent of the
scales. These three MEs, OW, and MC(SC) systems pro-
vided almost the same values in all components, whereas
IAM, MC(SDS, DTAC, and S/B) provided different values.
The difference in each component of the unit vectors
between OW and other scales is shown in Figure 5b. As
expected from Figure 4, the au and ru components of MC-
(SC) were larger than those of OW, while the au and ru
components of ME(SDS) were smaller than those of OW.
The bu, vu and su components of MC(SC) were smaller than
those of OW, while the bu, vu and su components of ME-
(SDS) were larger than those of OW.

As a consequence, the analogy between these employed
scales and the difference in the contribution of each
descriptor to the lipophilicity scales were well quantified
by the SED vectors and their unit vectors, respectively.

Application of These Vector ApproachessThe ap-
proach using the SED vectors and their unit vectors from
various chemical two-phases partition models would be
useful to express other scales using plural and diverse
vectors because the independent vectors are suitable to
describe another vector by addition or subtraction of these
vectors with a certain ratio. Two typical examples are
shown below:

(1) Structural Information of Microemulsion from
Each Constituent VectorsIt was previously reported
that the partition behaviors of solutes in ME(SDS) could
be expressed by the behavior in each constituent system
such as water-surfactant, water-alcohol, and water-
alkane systems.4 In this study, the same results were
obtained using this vector approach for not only ME(SDS)
but also ME(DTAC) as shown in Tables 6 and 7. In this
approach, reproducible MI could be directly used as the
lipophilicity scale, while MI had to convert to irreproducible
log k′ in a previous study because the lipophilicity scales
such as MI and log P were not equivalent (e.g., log P )
0.518MI - 0.854 for ME(SDS)).1 As a result, ME(DTAC)
as well as ME(SDS) could be expressed by the summation
of the SED vectors of the constituents with actual mixing
molar ratio. In addition, the vector approach allowed the

Figure 4sRelationship between ME(SDS), OW, MC(SC), ME(DTAC), and
ME(CTAC) in two-dimensional model space of SED vectors. The angles and
the length of these vectors are not accurate, because the actual space of
these vectors are five-dimensional.

Figure 5s(a) Component of unit vectors. (b) Difference in the unit vector of
OW from those of other systems. The dot lines indicate OW.

Journal of Pharmaceutical Sciences / 1309
Vol. 88, No. 12, December 1999



regression analyses using the mixing ratio of the constitu-
ents as a variable parameter to obtain the minimum values
of (1 - cos θ). The comparison of the obtained regressed
mixing ratio with the actual ones would provide the
structural information of the microemulsion. As shown in
Table 6, the contribution of SDS was more suppressed than
that expected by the actual mixing ratio. Interestingly,
however, in the case of ME(DTAC), the contribution of
DTAC in the mixing ratio was more increased than the
actual one. This would be caused by the influence of the
bulkiness of the hydrophilic portion of the surfactants on
the surface-shielding effect of 1-butanol.1,2 A similar phe-
nomenon was observed in the case of micelles.8 Although
ME(SDS) and ME(DTAC) provided the large cos θ value,
the analogy was not found according to the J value, as
previously shown. The results of the regressed mixing ratio
in ME(SDS) and ME(DTAC) supported the reasonability
of the J value analysis, and this approach would be useful
to investigate complex partition systems such as micro-
emulsions.

(2) Prediction of Biological Systems from Chemical
Systemssit is important to predict the scales from complex
biological systems whose lipophilicity scales are difficult
or time-consuming to measure with high reproducibility.
Using the vector approach, the SED vectors from the
biological systems would be promptly expressed by the
vectors from some chemical systems, although the partition
behavior of the minimum test set of solutes in the biological
systems had to be measured to obtain the SED coefficients.
In this study, two biological systems, skin and blood-brain
barrier (BBB), were investigated.

(2.1) SkinsWater/skin partition coefficients (Km) of some
alcohols and steroids (22 compounds) were measured using
excised human skin, and the LSER equation was calculated
by Abraham et al.26 as follows:

In this case, R was removed because each descriptor of
the compounds employed was not independent. Using the
four SED coefficients, the analogy ranking of various
chemical systems to the skin system was evaluated (Table
8). Interestingly, the skin system showed the high-ranked
analogy to cationic IAM, cationic ME(CTAC), and ME-
(DTAC). In this case, the analogy judgment was not
performed because the D value of the skin SED unit vector
was quite large (0.06). Next, the analysis of their unit
vectors was performed (Figure 6). As a result, the au, bu,
and vu components of the skin system were between IAM
and others (cationic MEs). Thus, the skin system was
examined to be expressed by IAM and ME(CTAC). To
obtain the ratio of IAM and ME(CTAC), a regression
analysis for the unit vector of the skin system using the
ratio as a variable parameter was performed, and the
results are shown as follows:

The value of cos θ was improved in comparison with that
by each single vector. Thus, the skin permeation of the drug
candidates would be efficiently predicted by the two
chromatographic systems such as ME(CTAC) and IAM
with higher reproducibility, although the preliminary
LSER regression analysis was not accurate enough to judge
the analogy between the observed skin vector and the
regressed skin vector.

Table 6sEstimation of Lipophilicity Scales from ME(SDS) by Its Constituents

SED coefficients ME constituent ratioa

system r s a b v actual regressed

MC(SDS) 0.497 −0.399 −0.254 −1.669 2.765 0.050 0.000
water−alkane 0.65 −1.66 −3.52 −4.82 4.28 0.081 0.030
water−pentanol 0.58 −0.79 0.02 −2.84 3.25 0.869 0.970
ME (observed) 0.699 −1.721 −0.129 −6.932 7.474
ME (calcd with actual ratio) 0.582 −0.842 −0.283 −2.941 3.310
ME (calcd with regressed ratio) 0.582 −0.816 −0.088 −2.900 3.281

analogy cos θ

ME (obs) and ME (calcd with actual ratio) 0.9965
ME (obs) and ME (calcd with regressed ratio) 0.9976

a These ratios were expressed as molar ratio. The regressed ratio was calculated from the regression analysis described in the text.

Table 7sEstimation of Lipophilicity Scales from ME(DTAC) by Its Constituents

SED coefficients ME constituent ratioa

system r s a b v actual regressed

MC(DTAC) 0.749 −0.430 0.871 −2.667 2.823 0.050 0.671
water−alkane 0.65 −1.66 −3.52 −4.82 4.28 0.081 0.103
water−pentanol 0.58 −0.79 0.02 −2.84 3.25 0.869 0.226
ME (observed) 0.909 −1.533 0.688 −7.509 7.301
ME (calcd with actual ratio) 0.594 −0.842 −0.224 −2.992 3.312
ME (calcd with regressed ratio) 0.701 −0.638 0.227 −2.928 3.069

analogy cos θ

ME (obs) and ME (calcd with actual ratio) 0.9897
ME (obs) and ME (calcd with regressed ratio) 0.9963

a These ratios were expressed as molar ratio. The regressed ratio was calculated from the regression analysis described in the text.

log Km ) -(0.03 ( 0.14) - (0.37 ( 0.11)π2
H +

(0.33 ( 0.15)∑R2
H - (1.67 ( 0.16)∑â2 +

(1.87 ( 0.17)Vx (9)

n ) 22, r2 ) 0.943, sd ) 0.166, F ) 70

ωbu(skin) ) 0.746ωbu(ME(CTAC)) + 0.252ωbu(IAM) (10)

cos θ ) 0.9960

1310 / Journal of Pharmaceutical Sciences
Vol. 88, No. 12, December 1999



(2.2) Blood-Brain BarriersYoung et al.28 and Abraham
et al.27 determined the distribution coefficients between
blood and brain (KBB) for 57 compounds, and the following
LSER equation was found:

Using these SED coefficients, the analogy ranking of
various chemical systems was investigated (Table 9). In
this case, the values of cos θ was not so close to 1 except
the case of AW. In addition, the analogy judgment was not
also performed because the D value of the BBB SED unit
vector was 0.10. Next, the combination of AW with another
system was employed to express the BBB system. The ratio
of the two vectors was calculated by regression analysis
using the ratio as a variable parameter to obtain the
minimum value of (1 - cos θ) between the regressed and
actual vectors from the BBB. The obtained values of cos θ
are also listed in Table 9. As a result, the best combination
for the BBB system was MC(SDS) and AW, and the cos θ
was slightly improved as follows:

This equation was not sufficient to express the complex
BBB system by the simple chemical systems because the
su and au components of the unit vector of BBB were
smaller than those of other 10 unit vectors employed in
this study (Figure 7). It would be necessary to search other
simple chemical scales with smaller su, au, and vu and
larger ru and bu components as well as to improve the
accuracy of the LSER regression analysis for log kBB.

Conclusions

We developed the vector approaches to treat LSER
analysis data more efficiently and quantitatively. This
allows us to characterize various lipophilicity scales simul-
taneously. Using the vector approach, not only a complex
chemical system such as a microemulsion, but also biologi-
cal systems such as the skin and BBB, could be expressed
by some simple chemical systems, although some improve-
ment on the accuracy of the biological SED vectors would
be required. These approaches would facilitate the selection
of the chemical systems suitable for the prediction of the
hydrophobic interaction of drugs in the body.
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Abstract 0 The objective of this study was to evaluate the gum from
Hakea gibbosa (hakea) as a sustained-release and mucoadhesive
component in buccal tablets for a model peptide, namely, salmon
calcitonin. Flat-faced core tablets containing either 12 or 32 mg of
hakea and 40 µg (200 IU) of salmon calcitonin (sCT) per tablet were
formulated using a direct compression technique and were coated
with Cutina on all but one face. The in vitro release profiles were
sigmoidal in nature and according to a mathematical model indicated
super Case II transport as the primary mechanism of release. The
resulting plasma sCT and calcium concentrations were determined
following both intravenous administration and buccal application of
mucoadhesive tablets in rabbits. Following intravenous administration,
the mean values determined for t1/2 (R), t1/2 (â), Vd, and CL for sCT
were 0.76 ± 0.06 min, 67 ± 18 min, 1484 ± 454 mL/kg, and 19 ± 2
mL/min‚kg, respectively. Following the application of the mucoadhesive
buccal tablets which contained 40 µg of sCT and either 12 or 32 mg
of hakea, the calculated apparent bioavailability (F) and clearance
(CL) were 37 ± 6% and 19 ± 3.3 mL/min‚kg and 16 ± 8% and 18 ±
0.4 mL/min‚kg, respectively. Serum calcium concentrations indicated
that biologically active sCT was delivered across the rabbit buccal
mucosa. The strength of mucoadhesion of the tablets was also
quantitated in terms of the force of detachment as a function of time.
The force of detachment for the mucoadhesive buccal tablets
containing either 12 or 32 mg of hakea and 40 µg of sCT increased
from 4.47 ± 0.68 to 8.41 ± 1.0 N and 8.23 ± 1.62 to 14.98 ± 1.63 N,
respectively, from 5 to 90 min following application to excised rabbit
intestinal mucosa. These results demonstrate that the novel, natural
gum from Hakea gibbosa may be used to sustain the release of sCT
from a unidirectional-release buccal tablet. The mechanism of in vitro
release is likely to involve peptide diffusion/polymer dissolution. The
mucoadhesive strength, as measured by the force of detachment,
can be modulated by altering the amount of hakea in the tablet. The
mucoadhesive buccal tablets described in this paper represent an
improved transbuccal delivery system for therapeutic polypeptides.

Introduction
Proteins and peptides are currently emerging as a major

class of future therapeutic drugs. With the advent of and
improvement in techniques like solid-phase synthesis,
combinatorial chemistry, and protein biotechnology, more

and more proteins and peptides are being made available
in large quantities. Pharmaceutical scientists are facing
increasing challenges with respect to the formulation of
new and novel delivery systems and exploring new routes
to successfully deliver these bioactive agents. Noninvasive
delivery of proteins and peptides has been met with limited
success for a variety of reasons1,2 including (a) low perme-
ability due to hydrophilicity, globular structure, and size,
(b) inactivation by enzymes at the site of delivery or
absorption prior to reaching the systemic circulation, and
(c) short residence time of the drug as well as the delivery
system at the site of absorption, all leading to subthera-
peutic levels in the systemic circulation.

Calcitonin (CT) is a single-chain 32 amino acid polypep-
tide with a disulfide bridge between cysteine residues at
positions 1 and 7 and has a molecular weight of 3432 Da.
The hormone is secreted by the parafollicular cells of the
thyroid glands in mammals and by the ultimobronchial
glands in birds and fishes. CT functions as a hypocalcemic
agent by inhibiting bone resorption and reducing the renal
tubular reabsorption of calcium, and it is used in the
treatment of Paget’s disease, hypercalcemia, and osteoporo-
sis.3,4 Treatment calls for daily or alternate day subcutane-
ous or intramuscular injections for an extended period. This
is bothersome and inconvenient for patients. Salmon cal-
citonin (sCT) is one of the calcitonins and is currently
available in a sterile solution for injection and nasal spray
form. Lee et al.5 reported to have developed biodegradable
porous PGA microspheres of sCT which provide sustained
levels of sCT for over 5 days following a single subcutane-
ous (sc) injection. The buccal mucosa has been investigated
recently for the delivery of this bioactive peptide.6 Buccal
mucosa is an easily accessible tissue, which is less sensitive
to irritation or irreversible damage.7 It also provides drug
delivery by avoiding the harsh environment of the gas-
trointestinal tract and first-pass metabolism.7

The risk of accidental swallowing and salivary washout
limits the use of solutions or conventional buccal tablets,
and it has led to the development of self-adhesive buccal
tablets as the preferred dosage form.8 Mucoadhesive dosage
forms retain the dosage form in intimate contact with the
mucosa (absorbing membrane) thereby increasing the total
amount of drug which penetrates the mucosa.9

Previous studies10,11 have shown the efficacy of a novel,
natural gum from Hakea gibbosa as a sustained-release
and mucoadhesive component in mucoadhesive buccal
tablets for the delivery of a low molecular weight organic
compound. Thus, the present study was undertaken to
investigate the possibility of using this novel excipient as
a sustained-release and mucoadhesive component of buccal
tablets for peptide and protein delivery. Hakea gum is a
polysaccharide exudate from the tree Hakea gibbosa (Fam-
ily: Proteaceae). The trees are indigenous to New South
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Wales, Australia. The gum has a molecular weight of
greater than 2 × 106 and is totally water soluble at a
concentration of 2% w/v. The gum is composed of sugars
such as galactose, mannose, xylose, arabinose, and glucu-
ronic acid. The chemical structure of the gum has been
previously reported.10,12

Materials and Methods

MaterialssSalmon calcitonin sCT (5001 IU/mg) was a gener-
ous gift from Rhone-Poulenc-Rorer (Vitry Sur Seine Cedex,
France). All solutions were prepared in deionized distilled water.
The hakea gum was a gift from Dr. Peter Eagles of the University
of the Western Cape, Cape Town, South Africa. The gum was
obtained from the Kirstenbosch Botanical Gardens. All other
materials, except for the gum, were used as received. The gum
was purified by first dissolving it in water and then filtering the
2% solution through muslin cloth. The filtered solution was freeze-
dried using a model 10-MR SAVirtis tabletop freeze drier (Gar-
diner, NY).

Cutina (castor oil, hydrogenated) was obtained from Henkel
Corporation, NJ. Xylazine (100 mg/mL), ketamine (100 mg/mL),
and pentobarbital sodium (50 mg/mL) solutions were provided by
the Laboratory Animal Center at the University of Missouris
Kansas City (Kansas City, MO). Heparin sodium injection (10000
units/mL) was purchased from Elkins-Sinn, Inc. (Cherry Hill, NJ).
I-Cath intravenous placement units with stylet attachment (cath-
eter, 22G × 12 in.; needle 19G × 21 in.) was purchased from
Charter Med, Inc. (Lakewood, NJ), and tuberculin syringes (1 cc)
were obtained from Becton and Dickinson (Sandy, UT).

Blood samples were collected into 1.5 mL Eppendorf tubes
containing heparin sodium (100 units/mL) and centrifuged using
a Beckman GS-15R centrifuge (Palo Alto, CA).

Male New Zealand albino rabbits, weighing between 2.0 and
2.5 kg, were purchased from Myrtle’s rabbitry (Thompson, TN).
The animals were housed individually for at least 1 week prior to
experimentation and allowed food and water ad libitum. The
average weight of the rabbits at the time of the study was 2.8 (
0.3 kg (n ) 9).

The bioadhesion experiments were carried out on a model LTC
universal tension-compression stand (John Chatillon and Sons,
Inc., Greensboro, NC) equipped with a model DFM-10 digital force
gauge (John Chatillon and Sons, Inc., Greensboro, NC).

MethodssTablet PreparationsFlat-faced core tablets were
prepared by direct compression, and the tablets were coated with
Cutina on all but one face using a compression coating technique.
Release of sCT was unidirectional, occurring from only the
uncoated tablet face.

(a) Direct CompressionsThe tablets were prepared by initially
mixing the sCT and hakea for 10 min. Subsequently, spray-dried
lactose (hydrous N.F. grade, Fast-Flow 316) and Cab-o-sil (M-5
grade, amorphous fumed silica) were incorporated and the powder
was mixed for an additional 10 min. Finally, magnesium stearate
was added and the mixing continued for an additional 5 min.
Mixing was performed by mechanical rotation at 225 rpm.

(b) Tablet CompressionsBoth core and coated tablets were
prepared on a model B, No. 0-24R carver press (Summit, NJ). The
core tablets (weight: 101.5 mg) had a diameter of 1 cm and a
thickness of 0.1 cm and were compressed at a force of 5000 psi.
The coated tablets (final weight: 202.5 mg) were compressed at
2000 psi force to generate a final diameter of 1.2 cm and a
thickness of 0.2 cm.

(c) Release StudysThe in vitro release studies were performed
using jacketed glass vessels (250 mL) obtained from Fisher
Scientific (Pittsburgh, PA). The dissolution medium consisted of
200 mL of deionized water (pH 7.0) at 37 °C. The dissolution
medium was stirred with a magnetic stir bar at a speed of 50 rpm.
Sink conditions were maintained throughout the duration of
release study. The in vitro release samples (1 mL) were analyzed
for sCT using an enzyme immunoassay kit (EIAH-6003) obtained
from Peninsula Laboratories (Belmont, CA) after appropriate
dilutions were made with deionized water. The release studies
were carried out for 90, 420, and 600 min for buccal tablets
containing 40 µg of sCT and 0, 12, and 32 mg of hakea,
respectively.

Animal PreparationsThe animals were prepared for both
intravenous and buccal sCT studies by anesthetizing with an im
injection of a 1:5 mixture of xylazine (1.9 mg/kg) and ketamine
(9.3 mg/kg). Following induction of anesthesia, a catheter was
placed in the marginal ear vein for blood sample collection. After
the collection of each sample, the cannula was flushed with 0.2
mL of a 10% (v/v) heparin/normal saline solution to keep the
cannula patent. A light plane of anesthesia was maintained by
an im injection of one-third of the initial dose of xylazine and
ketamine mixture as needed. All the blood samples were centri-
fuged at 3000 rpm for 10 min to separate the plasma and the
retrieved plasma, was stored at -20° C until the time of analysis.
At the end of the experiments the rabbits were euthanized by
injecting an overdose of pentobarbital solution (3-5 mL) into the
catheter.

The research adhered to the principles of Laboratory Care (NIH
publication no. 85-23, revised 1985), and the animal protocol was
approved by the animal care and use committee of the University
of MissourisKansas City.

Intravenous sCT StudysFollowing the induction of anesthesia,
sCT (40 µg) was administered as a bolus through the cannulated
ear vein of the rabbit. A blood sample (2 mL) was obtained 5 min
before and then at 5, 10, 20, 45, 60, 90, and 120 min following the
injection.

Buccal sCT StudysUpon the induction of anesthesia, a tablet
was applied to the buccal mucosa of the rabbit by pressing it firmly
against the mucosa for 1.5 min. A drop of water was placed on
the releasing face of the tablet before it was applied to the buccal
mucosa. A blood sample (2 mL) was obtained 5 min before and
then at 5, 10, 20, 45, 60, 90, 120, and 180 min following the
application of the mucoadhesive buccal tablets containing 40 µg
of sCT and 12 mg of hakea. The tablet was removed at 180 min,
and additional blood samples were obtained at 210, 240, 270, and
300 min following the removal of the buccal tablet. For tablets
containing 40 µg of sCT and 32 mg of hakea, a similar blood
sampling protocol was followed until 180 min as with 12 mg hakea.

Quantitation of Plasma sCTsPlasma samples were analyzed
for sCT using an enzyme immunoassay kit (EIAH-6003) obtained
from Peninsula Laboratories (Belmont, CA). The sensitivity of the
assay ranged from 0 to 25 ng/mL. The assay was linear over the
range 0.04-2.0 ng/mL. The sCT contained in the samples was
extracted using C18 Sep columns (Peninsula Laboratories Bel-
mont, CA) before being analyzed by enzyme immunoassay. The
reason for the inclusion of an extraction step was to avoid a
precipitation reaction between rabbit IgG present in the samples
and goat anti-rabbit IgG coated on the EIAH plates. The extraction
procedure was obtained from Peninsula Laboratories (Belmont,
CA) and was followed without any modification. The samples were
appropriately diluted with the EIA buffer prior to analysis.

Quantitation Of Plasma CalciumsPlasma calcium was quan-
titated by the o-cresolphthalein complexone method using a Sigma
diagnostics kit for calcium (Sigma, St. Louis, MO). The method
involves colorimetric determination of calcium at 575 nm (Proce-
dure No. 587, Sigma Diagnostics).

Bioadhesion StudysRabbit small intestine was selected as a
model membrane since the intestine provided a flat and uniform
surface and the surface area of the buccal mucosa in a rabbit is
only slightly larger than the buccal tablets evaluated in these
studies. A 2 cm long piece of intestinal mucosa was mounted on
the platform of the tension-compression stand. The tablet was
applied using super glue to the bottom face of a stainless steel
disk attached to the force gauge. The mucosal surface was
hydrated by placing 20 µL of distilled water on the tissue surface.
The tablet and the mucosal surfaces were brought into contact,
and a constant force of 20 N was applied. The tablet was pulled
off the tissue surface at 5, 10, 20, 30, 45, 60, and 90 min following
application of force. The value for the force of detachment was
measured in newtons by lowering the platform of the tension-
compression stand at a constant rate of 1 mm min-1.

Data And Statistical AnalysissThe in vitro release from the
unidirectional buccal tablets was modeled using the basic equation
F ) ktn,13 and from the values of n, the mechanism of in vitro
release was determined.

The plasma sCT concentrations obtained after both intravenous
and buccal administration were not corrected for baseline levels
of sCT (∼0.41 ( 0.21 ng/mL, n ) 6) for the ease of comparison
with previous published findings. The plasma sCT concentration
versus time data obtained following intravenous administration
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were fit to a polyexponential equation using the R STRIP program.
The data were fit to a two-compartment model with elimination
from the central compartment. The model-dependent phamaco-
kinetic parameters AUC, A, B, t1/2 (R), and t1/2 (â) were obtained
from the fit, whereas the volume of the central compartment (Vc)
and the volume of distribution in the â-phase (Vd (â)) were obtained
using standard equations.14

The area under the plasma sCT concentration versus time curve
was calculated using the trapezoidal rule within the time periods
of 0-2 h following buccal administration although the experiments
were carried out beyond 2 h. In an attempt to estimate the
apparent bioavailability, the data was truncated at 2 h following
buccal administration because the total duration of the intrave-
nous experiments was 2 h. Equations 1 and 2 were used to
estimate the apparent bioavailability and clearance of sCT fol-
lowing buccal administration.15,16 The Cmax, Cmin, and tmax were
estimated directly from the plasma sCT versus time profiles
following buccal administration. In eqs 1 and 2, F denotes the

apparent bioavailability, D is the dose of sCT contained in the
buccal tablets, and AUC0-tbuccal represents the area under the
plasma sCT concentration vs time curve following buccal admin-
istration from 0 to 2 h. A dose of 40 µg of sCT was used to calculate
the apparent bioavailability as the amount of sCT remaining in
the tablet after buccal administration was not estimated.

The area above the calcium reduction curve from 0 to 2 h (AAC)
was obtained as described previously.17,18 The plasma calcium
concentration at each time point after the administration of sCT
was subtracted from the baseline calcium concentration, which
was obtained prior to administration of sCT. Next, the AAC was
calculated using the trapezoidal method. The data was again
truncated at 2 h following buccal administration for ease of
comparison with the intravenous data.

All experiments were conducted in triplicate, and the results
were expressed as the mean value ( the standard deviation. Mean
values were compared for statistical significance at the 5% level
using Student’s one-tail t-test.

Results
In Vitro Release StudysIn vitro release profiles from

buccal tablets containing 0, 12, and 32 mg of hakea with
40 µg of sCT are shown in Figure 1. The release profiles
are sigmoidal in nature for buccal tablets with 40 µg of sCT
and either 12 or 32 mg of hakea. The mechanism of in vitro
release was determined from the values of n obtained by
modeling the first 60% of the release to the equation F )
ktn.13 The values of k (kinetic constant) and n (diffusional
exponent) are listed in Table 1. The values of n are greater
than 1, indicating super Case II transport as the mecha-
nism of sCT release.

Intravenous sCT StudysThe plasma sCT concentra-
tion versus time profile following intravenous administra-
tion was best explained using a biexponential equation and
is shown in Figure 2. The values of the model-dependent
phamacokinetic parameters are listed in Table 2. The
change in the plasma calcium concentration is also depicted
in Figure 2, and the relative AAC0-2h is listed in Table 2.
It can be noted from the pharmacokinetic parameters that
the extravascular distribution of sCT was very rapid.

Buccal sCT StudysThe plasma sCT concentration vs
time profiles following administration of the 40 µg sCT
buccal tablets with either 12 or 32 mg of hakea are shown
in Figures 3 and 4, respectively. The relevant pharmaco-
kinetic parameters are listed in Table 3. From Figures 3
and 4, it is apparent that hakea effectively sustained the
release of sCT from the buccal tablets and also maintained

an elevated plasma sCT concentration during the entire
application period. The apparent bioavailability (F) of sCT
from the tablets with 12 mg of hakea was significantly (p
< 0.05) greater than that from the tablets with 32 mg of
hakea. The Cmax and Cmin decreased while the tmax increased
with an increase in the amount of hakea contained in the
tablet (Table 3). The change in the plasma calcium con-
centration has also been illustrated in Figures 3 and 4, and
the mean values of AAC0-2h are listed in Table 3. AAC0-2h
for sCT tablets with 12 mg of hakea was not significantly
different (p > 0.05) from AAC0-2h for tablets with 32 mg of
hakea.

Bioadhesion StudysA profile showing the mean val-
ues of the force of detachment of the sCT buccal tablets
following their application to excised rabbit intestinal
mucosa is shown in Figure 5. It can be noted that the mean
values of the force of detachment increased with time and
reached a plateau at later time points. The mean values
of the force of detachment were significantly (p < 0.05)
greater at each time point for tablets containing 32 mg of
hakea when compared to the tablets which contained 12
mg of hakea and were significantly greater for tablets
containing 12 mg of hakea when compared to the tablets
which contained no hakea.

Discussion
In the present study, controlled release of sCT both in

vitro and in vivo was successfully demonstrated using the
natural gum, hakea as an excipient. The in vitro release
profiles were sigmoidal in nature and consisted of an initial
slow-releasing phase followed by a linear phase, where the

F )
(doseIV) (AUC0-tbuccal

)

(dosebuccal) (AUC0-tIV
)

(1)

CL ) FD
AUC0-tbuccal

(2) Figure 1sIn vitro release profiles of sCT from directly compressed tablets
which contained 40 µg of sCT and 0 mg of hakea (2), 12 mg of hakea (9),
or 32 mg of hakea (b). All data points represent the mean value ± standard
deviation of three experiments. Lines through mean values are included to
illustrate the trend and do not represent a mathematical fit of the data.

Table 1sDiffusional Exponent (n) and Kinetic Constant (k) Valuesa

parameters
40 µg of sCT and
12 mg of hakea

40 µg of sCT and
32 mg of hakea

n 1.24 ± 0.07 1.37 ± 0.05*
k × 10-7 2.0 ± 1.8 3.4 ± 1.3

a Mean ± SD, n ) 3. The * symbol indicates a statistically significant
increase in the mean value of the diffusional exponent when a 40 µg sCT
tablet containing 12 mg of hakea was compared with a tablet containing 32
mg of hakea at p < 0.05 using Student’s one-tail t-test.
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release appeared to follow zero-order kinetics (Figure 1).
The values for the diffusional exponent (n) were greater
than 1 (Table 1), indicating that the mechanism of sCT
release was super Case II transport.19 That is, the release
of sCT from the buccal tablets is likely due to the combina-
tion of polypeptide diffusion and polymer relaxation/
dissolution. This mechanism also explains the initial slow-
releasing phase, where the polymer was not completely
hydrated, resulting in an incomplete relaxation of the side
chains. Insufficient hydration would lead to the creation
of an aqueous pore through which the free diffusion of sCT
would be hindered. Upon complete hydration, the polymer

presumably began to dissolve with subsequent relaxation
of the side chains. Relaxation of hakea’s numerous side
chains would then allow free diffusion of sCT from the
tablet matrix. This mechanism would tend to support zero-
order release kinetics during the linear portion of Figure
1. Banga et al.20 reported that the diffusion of three
polypeptides, vasopressin, calcitonin, and insulin, from
hydrogel formulations was dependent on their molecular
size.

The intravenous profile in this study was best described
by a two-compartment model which is consistent with the
work of Heiber et al. using dogs6 and Sinko et al. using
rats.18 Sinko et al.18 using a noncompartmental pharma-
cokinetic analysis reported the values (mean value of three
different doses) for CL, t1/2, ke, and Vss of 2.58 ( 0.34 mL/
min, 40 ( 7.8 min, 0.02 ( 0.002 min-1, and 0.14 ( 0.001
L, respectively, in rats. Beveridge et al.21 reported terminal
elimination half-lives ranging between 60 and 90 min
following iv, im, and sc administration of 35 µg of sCT to
humans.

The tablets which contained 32 mg of hakea demon-
strated a significantly (p < 0.05) lower mean value of the
apparent bioavailability (F) compared to tablets which
contained 12 mg of hakea. The Cmax and Cmin decreased
while the tmax increased when the amount of hakea in the
tablet was increased from 12 to 32 mg (Figures 2 and 3;

Figure 2sPlasma profiles of sCT (2) and calcium (1) in rabbits following
intravenous administration of 40 µg (200 IU) of sCT. All data points represent
the mean value ± standard deviation of three experiments. The line (s)
represents the mathematical fit of the intravenous data. Therapeutic window
of sCT ) 0.1−0.4 ng/mL (from ref 6).

Table 2sPharmacokinetic Parametersa of sCT after Intravenous Bolus
Administration of 40 mg of sCT in New Zealand Albino Rabbits for a
Two-Compartment Open Model

pharmacokinetic parameters

AUC0-2h (ng‚min/mL) 807 ± 119
AUC0-∞ (ng‚min/mL) 1002 ± 171
CL (mL/min‚kg) 19 ± 2
A (ng/mL) 290 ± 89
B (ng/mL) 7.6 ± 2.5
t1/2 (R) (min) 0.76 ± 0.06
t1/2 (â) (min) 67 ± 18
Vc (mL) 143 ± 43
Vd(â) (mL/kg) 1484 ± 454
AAC0-2h (mg‚min/dL)b 208 ± 27

a Mean ± SD, n ) 3. b Area above the calcium reduction curve.

Figure 3sPlasma profiles of sCT (9) and calcium (0) in rabbits following
the application of buccal tablets containing 40 µg (200 IU) of sCT and 12 mg
of hakea. Buccal tablets were removed at 180 min. All data points represent
the mean value ± standard deviation of three experiments. Lines through
mean values are included to illustrate the trend and do not represent a
mathematical fit of the data. Therapeutic window of sCT ) 0.1−0.4 ng/mL
(from ref 6).
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Table 3). The results tend to suggest that hakea effectively
retarded the rate of release of sCT from the dosage form.
The values of F (%) calculated in the present study were
37 ( 6 and 16 ( 8 for buccal tablets with 12 and 32 mg of
hakea, respectively. Dua et al.22 reported percent bioavail-
ability values of 0.16, 0.80, and 0.71 for low viscosity (1

cps) isotonic, hypertonic, and hypotonic formulations,
respectively, after intranasal administration of salmon
calcitonin at a dose of 2000 IU in rabbits. The percent
bioavailability values were 0.14, 0.62, and 0.81 following
intranasal administration of high-viscosity (76 cps) formu-
lations prepared with 1% methylcellulose containing 2000
IU of salmon calcitonin in rabbits.22 Heiber et al.6 reported
the delivery of 550 IU of sCT across canine buccal mucosa
but did not report a value for bioavailability. Sinko et al.18

reported a bioavailability of 16.2 ( 5.1% following subcu-
taneous (mean value of four different doses) and 0.022 (
0.018% following intraduodenal administration (mean
value of two different doses) in rats. An absolute bioavail-
ability of 1.6% was reported without any permeation
enhancer at a dose of 200 IU (40 µg) and 10.3% with 0.5%
sodium tauro-24, 25-dihydrofusidate as a permeation en-
hancer at a dose of 405 IU (90 µg) following intranasal
administration of sCT in humans.23 Estimates of the
absolute bioavailability of several other therapeutic polypep-
tides following buccal administration are 1-5%, 0.1%, and
1% for thyrotropin releasing hormone (TRH) in humans,24

oxytocin in rabbits,16 and buserelin in pigs,17 respectively.
The plasma sCT levels obtained in this investigation

using sCT buccal tablets which contained hakea were
greater than therapeutic plasma levels (0.1-0.4 ng/mL).
These levels were achieved without the use of a permeation
enhancer. Heiber et al. also reported sCT plasma levels in
excess of the therapeutic range when buccal tablets were
evaluated in dogs.6 The present study demonstrated that
the buccal route provided a greater systemic bioavailability
than the other routes of sCT administration discussed
previously and that the buccal tablets which contained
hakea not only achieved therapeutic plasma levels but also
sustained the plasma concentration of sCT for 2-3 h.
However, in the present study, the authors did observe a
departure of plasma sCT concentrations following buccal

Figure 4sPlasma profiles of sCT (b) and calcium (O) in rabbits following
the application of buccal tablets containing 40 µg (200 IU) of sCT and 32 mg
of hakea. All data points represent the mean value ± standard deviation of
three experiments. Lines through mean values are included to illustrate the
trend and do not represent a mathematical fit of the data. Therapeutic window
of sCT ) 0.1−0.4 ng/mL (from ref 6).

Table 3sPharmacokinetic Parametersa of sCT after Buccal
Administration in New Zealand Albino Rabbits for a
Two-Compartment Open Model

pharmacokinetic
parameters

40 µg of sCT and
12 mg of hakea

40 µg of sCT and
32 mg of hakea

AUC0-2h (ng‚min/mL) 273 ± 49* 125 ± 63
CL (mL/min‚kg) 19 ± 3.3 18 ± 0.4
F (%) 37 ± 6† 16 ± 8
Cmax (ng/mL) 2.50 ± 0.5 1.33 ± 0.65
Cmin (ng/mL) 2.00 ± 0.2 0.68 ± 0.41
tmax (min) 70 ± 17 140 ± 17
AAC0-2h (mg‚min/dL)b 74 ± 35 71 ± 59

a Mean ± SD, n ) 3. The * symbol indicates a statistically significant
increase in the mean value of the area under the curve from 0 to 120 min
when a 40 µg sCT tablet containing 12 mg of hakea was compared with a
tablet containing 32 mg of hakea at p < 0.05 using Student’s one-tail t-test.
The † symbol indicates a statistically significant increase in the mean value
of the apparent bioavailability (F) when a 40 µg sCT tablet containing 12 mg
of hakea was compared with a tablet containing 32 mg of hakea at p < 0.05
using Student’s one-tail t-test. b Area above the calcium reduction curve.

Figure 5sThe force of detachment from excised rabbit intestinal mucosa for
directly compressed buccal tablets which contained 40 µg of sCT and 0 mg
of hakea (0), 12 mg of hakea (]), or 32 mg of Hakea (O). All data points
represent the mean value ± standard deviation of five experiments. Lines
through mean values are included to illustrate the trend and do not represent
a mathematical fit of the data. The * symbol indicates a statistically significant
increase in the mean value of the force of detachment of a tablet containing
12 mg of hakea from that of a tablet containing 0 mg of hakea at p < 0.05
using Student’s one-tail t-test. The # symbol indicates a statistically significant
increase in the mean value of the force of detachment of a tablet containing
32 mg of hakea from that of a tablet containing 12 mg of hakea at p < 0.05
using Student’s one-tail t-test.

Journal of Pharmaceutical Sciences / 1317
Vol. 88, No. 12, December 1999



administration which would have been anticipated on the
basis of our in vitro release studies. More recent findings
in our laboratory (unpublished observations) suggest that
the increased bioavailability of sCT in the present study
may potentially result from hakea inhibiting proteolytic
enzymes located in the oral cavity which are responsible
for chemical degradation of sCT and/or inhibition of the
polypeptide’s biological activity. The mechanism of en-
hanced bioavailability will be the subject of future experi-
mentation.

In the present study, the drug-releasing, uncoated
surface adhered to the buccal mucosa during the entire
application period. This mucosal binding possibly mini-
mized the loss of drug into the surrounding oral cavity and
the gastrointestinal tract in the event that sCT dissolved
in saliva were potentially swallowed. Upon the removal of
buccal tablets with 40 µg of sCT and 12 mg of hakea, the
plasma sCT concentration did not decrease as observed
following an intravenous dose suggesting that the sCT may
accumulate in the buccal mucosa resulting in a reservoir
effect. This has also been observed by Heiber et al.6

The pharmacodynamic response to biologically active
sCT represents a reduction in plasma calcium concentra-
tions. Figures 3 and 4 illustrate the absorption of biologi-
cally active sCT across the buccal mucosa of rabbits. The
results demonstrated that the dual compaction process
during the manufacturing of the tablet did not affect its
biological activity adversely. The values of AAC0-2h for the
40 µg sCT buccal tablets with 12 and 32 mg of hakea were
not significantly different (p > 0.05), which may be due to
the potency of sCT, i.e., the dose required to elicit the
maximum pharmacological response is very small. As such,
this pharmacological response reaches a maximum beyond
which further lowering of plasma calcium concentrations
does not occur as the dose is increased (negative feedback
control of plasma calcium).25 Sinko et al.16 estimated that
the maximal lowering of plasma calcium occurs at a plasma
sCT concentration of 10 pg/mL in rats. Dua et al.22 obtained
a similar maximal percent decrease in plasma calcium
concentrations (% maxd) following intranasal administra-
tion of different formulations in rabbits, although the (%)
values reported for the bioavailability were quite different.
This may have resulted from homeostasis and negative
feedback control. Many investigators rely on the pharma-
codynamic response to assess the absolute bioavailability26-29

which may result in an overestimation for the reasons cited
above.

Sustained-release, mucoadhesive dosage forms have the
advantage of not only adhering to the mucus membrane
for the required length of time but also sustaining the
release of drug substances. In the present study, the
amount of hakea incorporated into the buccal tablet was
observed to be a critical factor in defining the resulting
bioadhesive strength. A potential reason for an increase
in the mucoadhesive bond strength with increasing hakea
content (Figure 5) may be due to enhanced water uptake
by the gum resulting in tablet swelling and mobilization
of flexible polysaccharide chains for interpenetration and
physical entanglement with the mucus.

Hakea possesses both hydroxyl and carboxyl terminal
groups which can contribute to bioadhesion. Both these
functional groups have to be in the un-ionized form in order
for it to optimally interact with the negatively charged
mucin molecule (under neutral or slightly acidic condi-
tions). The bioadhesive strength increased with time and
reached a plateau (Figure 5), suggesting that the process
of bioadhesion is saturable and that the mechanism of
bioadhesion is likely due to chain interpenetration and
physical entanglement30 of hakea with mucus rather than
secondary bond formation (e.g., hydrogen bonding). The fact

that the bioadhesive strength reaches a plateau at later
time points could be due to the limited surface area of the
tablet and exhaustion of the sialic acid residues of the
mucin molecule with which the gum can interact in the
circular surface area covered by the tablet.

In conclusion, the ability of the novel gum to sustain the
release of sCT has been demonstrated both in vitro and in
vivo. Moreover, in vitro bioadhesive strength versus time
measurements demonstrated that the gum possessed ex-
cellent mucoadhesive properties. The tablets were conve-
nient to apply and remove from the buccal mucosa and did
not appear to damage the underlying tissue. The mecha-
nism of bioadhesion may potentially result from chain
interpenetration and physical entanglement of hakea with
the mucus layer. The rate of release of the drug substance
as well as the bioadhesive bond strength of the formulation
can be modulated by varying the amount of hakea included
in the tablet. Thus, the polysaccharide bioadhesive gum
hakea may be utilized for not only the sustained delivery
of a variety of water-soluble, low molecular weight drug
substances but also therapeutic polypeptides.
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Abstract 0 The objective of this study was to investigate the behaviors
of proteins at the water/methylene chloride interface to better
understand denaturing effects of emulsification upon proteins. Ribo-
nuclease A (RNase) and human serum albumin (HSA) were used as
model proteins throughout this study. Their behaviors at the interface
were studied in terms of protein recovery after emulsification, interfacial
protein aggregation, and dynamic interfacial tension. This study
demonstrated that protein instability during emulsification was traced
to consequences of the adsorption and conformational rearrangements
of proteins at the water/methylene chloride interface. Compared to
HSA, RNase was much more vulnerable to the interface-induced
aggregation reactions that led to formation of water-insoluble ag-
gregates upon emulsification. Even though HSA was almost completely
recovered from the emulsified aqueous phase, the protein underwent
dimerization and oligomerization reactions to some extent. The results
also demonstrated that the extent of interfacial RNase aggregation
was affected by its aqueous concentration and the presence of HSA.
Interestingly, RNase stability during emulsification was almost achieved
by dissolving an adequate quantity of HSA in the RNase solution.
HSA seemed to compete for the interface site and to effectively keep
RNase out the interface, minimizing the likelihood of the interface-
induced RNase aggregation. These results indicated that competitive
adsorption modes of proteins could be used to stabilize a protein of
interest against the denaturing effects of emulsification.

Introduction
The field of protein and vaccine delivery systems based

on emulsions and biodegradable poly-d,l-lactide-co-glycolide
(PLGA) microspheres has grown exponentially. However,
increasing concerns about the issues of protein instability
during manufacturing processes exist. Maintaining protein
stability is of paramount importance, because destabilized
proteins lose biological efficacy and aggregate to increase
the possibility of an unwanted immune response. Among
a variety of manufacturing processes, emulsification of an
aqueous protein solution in an organic solvent is considered
a major risk factor that presents an obstacle to the
successful development of emulsion- and microsphere-
based protein delivery systems.1-4 It is generally agreed
that the observed instability stems from exposure of
proteins to cavitation, heat, or shear produced during
emulsification.5,6 Protein inactivation is also speculated to
arise from protein denaturation at the aqueous solution-
organic solvent interface and protein interaction with
polymer residuals dissolved in the organic solvent.7-9

Another possible mechanism suggested elsewhere is that
an organic solvent diffuses to an aqueous protein solution
and interacts with hydrophobic domains of the protein,
eventually disrupting its structural integrity.10-12

The current study suggests that protein instability
during emulsification is traced to consequences of protein
contact with the water/organic solvent interface around
emulsion droplets. Because of amphipathicity and flexible
conformation, proteins are surface active so that they tend
to adsorb at water/organic solvent interfaces.13 This event
seems not only to disturb the delicate conformation of
proteins but also to trigger various physicochemical trans-
formations, leading to protein destabilization reactions.
Currently, however, many questions remain unanswered
with regard to the origins of protein instability against the
interfaces, mechanisms that govern protein destabilization
at water/organic solvent interfaces, and competitive protein
behavior at the interfaces. As a starting point to tackle
these important issues, this study sought to investigate the
behavior of model proteins ribonuclease A (RNase) and
human serum albumin (HSA) at the water/methylene
chloride (W/MC) interface.

Materials and Methods
MaterialssRibonuclease A (RNase; type III-A from bovine

pancreas; R5125) and human serum albumin (HSA; A3782) were
obtained from Sigma Chemical Company (St. Louis, MO). Major
physicochemical properties of the two proteins are compared in
Table 1. A precast, 1.5-mm thick Tris-glycine gel (8-16%) was
purchased from Novex (San Diego, CA). Methylene chloride of
HPLC grade was used throughout this study.

Emulsification to Generate the Water/Methylene Chlo-
ride (W/MC) InterfacesA protein sample was dissolved in
distilled water to make 0.2-1.5 mg/mL concentrations. Aliquots
(3 mL) of the solution were placed inside a 20-mL vial containing
methylene chloride (12 mL). The mixture was emulsified for 1 min
at room temperature by a rotor/stator-type VirtiShear Tempest
IQ2 homogenizer (The VirTis Co., Gardiner, NY) equipped with a
10-mm shaft. During emulsification, the rotational speed of the
homogenizer rotor was set at 16 000 rpm.

Quantitation of Protein Distribution between Water and
the W/MC InterfacesEmulsification led to the formation of
water-insoluble RNase aggregates that resided in the interface.
To determine the aqueous protein concentration and the amount
of the aggregates, the aqueous phase was separated from the
methylene chloride phase by centrifugation at 3500 rpm for 10
min (IEC Centrifuge/International Centrifuge Company, Needham
Heights, MA). A protein sample collected from the aqueous phase
was subjected to a native size exclusion chromatography (SEC)-
HPLC experiment which was described later. Equation 1 was used
to determine the percentage of a protein recovered in the aqueous
phase after emulsification. The amount of interfacially aggregated
protein was equal to that of protein disappearing from the aqueous
phase after emulsification.

Assay for Water-Insoluble RNase Aggregates Obtained
from the W/MC InterfacesUltraviolet spectral and dynamic
light scattering experiments were performed to assess whether

* Corresponding author. Tel: (901) 448-5505. Fax: (901) 448-6092.
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the aggregates differed from native RNase. Before the experi-
ments, the water-insoluble aggregates were dissolved in a 0.5%
SDS aqueous solution or 6 M urea. For the UV spectral experi-
ment, a HP 8453 UV-visible spectrophotometer (Hewlett-Packard
Company, Palo Alto, CA) was used to monitor the spectra of native
and aggregated RNase molecules over the wavelength of 200 to
320 nm. In addition, their first derivative spectra were also
obtained using a Savitsky-Golay algorithm offered by the spec-
trophotometer software.

For the dynamic light-scattering experiment, RNase sample
solutions in 0.5% SDS or 6 M urea were filtered through a
Whatman Anotop Plus filter with 0.1 µm porosity. The sample
solutions were placed inside the microsample chamber of a
DynaPro-801TC (Protein Solutions, Inc., Charlottesville, VA) and
were illuminated by the laser. The instrument determined the
hydrodynamic radius by analyzing the scattered light (the angle
of detection was 90°).

Homogenization Effects on Protein RecoverysA 0.5 mg/
mL RNase or HSA solution (15 mL) was put into a 20-mL size
vial and was homogenized in the absence of methylene chloride
under the same experimental conditions described earlier. Later,
protein concentration was determined by SEC-HPLC analysis.
The protein sample was also subjected to SDS-PAGE experi-
ments.

DissolvedMethyleneChlorideEffectonProteinRecoverys
To prepare an aqueous solution saturated with methylene chloride,
4 mL of methylene chloride was added to 16 mL of water. The
mixture was then vigorously shaken for 1 h at room temperature
with an Eberbach shaker (Eberbach Co., Ann Arbor, MI) and was
centrifuged to obtain the methylene chloride-saturated aqueous
phase. RNase was then dissolved in the solution phase at a 0.5
mg/mL concentration. After the methylene chloride-saturated
aqueous RNase solution (15 mL) was homogenized as described
earlier, its concentration was determined by SEC-HPLC analysis
and was compared with that of unhomogenized RNase solution.

SEC-HPLCsThis experiment was performed to measure the
total protein content and to assess the composition of water-soluble
protein species before and after emulsification. When water-
insoluble protein aggregates were analyzed, they were dissolved
in a 0.5% SDS aqueous solution before the SEC-HPLC experi-
ment. Protein samples were eluted from a TSK Gel G3000 SW
analytical column (7.5-mm inner diameter × 60-cm length) by a
mobile phase consisting of 50 mM phosphate buffer solution
containing 0.1 M NaCl (pH 7.0). The flow rate was maintained at
0.8 mL/min, and the elution of protein samples was monitored by
a UV detector set at 280 nm. The concentration of each protein
species was determined by a calibration curve constructed by peak
area integration of protein standards with known concentrations.
Throughout this study, the average of at least three experimental
determinations was reported with a standard deviation.

SDS-PAGEsA gradient 8-16% Tris-Glycine gel was placed
inside Novex Xcell II Mini-Cell. RNase samples were mixed well
with a Laemmli Tris-Glycine loading buffer and were housed
inside the gel wells. The running buffer consisted of 25 mM Tris,
192 mM glycine, and 0.1% SDS at pH 8.3. After being run at a
125 V constant voltage (Power PAC300/Bio-Rad Laboratories,
Hercules, CA) for 125 min, the gel was stained for 30 min with a
0.1% Coomassie Blue solution containing 10% glacial acetic acid
and 50% methanol. Protein bands were visualized after the gel
was destained overnight with an aqueous solution containing 20%
methanol and 10% glacial acetic acid.

Inhibition of RNase Interfacial AggregationsTo investi-
gate the effect of HSA upon the degree of RNase recovery, 0.2-

5.0 mg/mL HSA was dissolved in a 0.35 mg/mL RNase solution
before emulsification. After the aqueous protein mixture solution
was emulsified in methylene chloride, the degree of RNase
recovery was determined following the SEC-HPLC analysis
mentioned earlier.

Measurement of Dynamic Interfacial TensionsProtein
adsorption at the W/MC interfaces was investigated by a drop
volume tensiometer (Model DVT-10/Krüss USA, Charlotte, NC).
The tensiometer was considered suitable for studying the adsorp-
tion of surface active materials at interfaces, when they slowly
attained equilibrium interfacial tension.17,18 In this experiment,
an aqueous 0.5 mg/mL RNase or HSA solution was placed in a
100-µL size gastight Hamilton syringe. A pump (Model 44/Harvard
Apparatus, South Natick, MA) was used to deliver the protein
solution at a constant rate to methylene chloride phase via a bore
capillary (0.254-mm inner diameter) with a specially tapered tip.
The flow rate ranged from 15 to 0.5 mL/h. As the protein solution
was pumped into the methylene chloride phase, a drop grew and
detached off the tip of the bore capillary. The time required for
detachment of each droplet was defined as interface development
time. Combined knowledge on the interface development time and
the flow rate allowed us to calculate the volume of each droplet.
Interfacial tension was then determined by eq 2.19

where σ was interfacial tension; Vdrop, the volume of an aqueous
droplet; g, the acceleration due to gravity; d, diameter of the bore
capillary; Fm, methylene chloride density; and Fw, the density of
water phase. The interfacial tension measurement was repeated
five times, and their mean ( standard deviation was reported.

Results

Under our SEC-HPLC experimental conditions, only
one peak representing monomeric RNase species was
observed when the protein solution was not subject to
emulsification. The same monomeric peak was detected
with RNase solutions emulsified in methylene chloride, but
there was a substantial reduction in the content of RNase
monomer. A loss in its aqueous content was found to be
caused by the formation of water-insoluble aggregates
residing in the W/MC interface. Besides, the extent of
RNase recovery was affected by changes in its aqueous
concentration prior to emulsification (Figure 1). For in-
stance, 77.7 ( 1.4% (mean ( standard deviation) of RNase
was recovered after a 0.2 mg/mL RNase solution was
emulsified in methylene chloride. An increase in its con-
centration to 1.5 mg/mL before emulsification enhanced its

Table 1sMajor Properties of Ribonuclease A (RNase) and Human
Serum Albumin (HSA)

protein RNasea HSAb

amino acids 124 585
mass (D) 13 680 69 000
dimensions (nm3) 3.8 × 2.8 × 2.2 12 × 2.7 × 2.7
diffusion coefficient (m2 s-1) 1.26 × 10-10 0.70 × 10-10

number of disulfide bonds 4 17
number of free thiol group 0 1
isoelectric point 9.4−9.6 4.6−4.9

a Data from Scheraga and Rupley14 and Haynes et al.15 b Data from Haynes
et al.15 and Peters, Jr.16

Figure 1sThe percentage of protein recovery after emulsification. After an
aqueous protein solution was emulsified in methylene chloride, the degree of
protein recovery was determined by eq 1.

σ )
Vdrop (Fm - Fw)g

πd
(2)
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degree of recovery up to 92.9 ( 0.2%. The data in Figure 1
were likely to give a false impression that fewer RNase
molecules became aggregated at high concentrations. The
amount of RNase aggregates in fact increased at high
concentrations: emulsifying 0.2 and 1.5 mg/mL RNase
solutions resulted in the formation of 133.9 ( 8.2 and 317.4
( 10.8 µg of water-insoluble RNase aggregates, respec-
tively.

Similar experiments were repeated to investigate the
behavior of HSA at the W/MC interface developed during
emulsification. From the viewpoint of percentage of protein
recovery, HSA exhibited stronger resistance toward emul-
sification-induced aggregation reactions than RNase did
(Figure 1). HSA was almost completely recovered in the
aqueous phase. For instance, when a 0.2 mg/mL HSA
solution was emulsified, protein recovery was 96.8 ( 2.7%.
Moreover, at g0.35 mg/mL concentrations, at least 99.1%
of HSA was recovered from the aqueous phase emulsified.
However, it was found that some proportion of HSA
molecules underwent dimerization and oligomerization
reactions on emulsification (Table 2). Unemulsified HSA
contained 86.7 ( 0.5% monomer and 13.3 ( 0.5% dimer,
and homogenization of an aqueous HSA solution alone did
not cause any change in the protein composition. On the
contrary, after a 0.2 mg/mL HSA solution was emulsified
in methylene chloride, the protein consisted of 71.2 ( 0.3%
monomer, 24.3 ( 0.2% dimer, and 4.6 ( 0.1% oligomer. It
should also be mentioned that the extent of HSA oligomer-
ization also was concentration-dependent, such that the
actual amount of the new water-soluble HSA oligomer
species increased at high concentrations (Table 2).

Before carrying out the SEC-HPLC experiment, water-
insoluble RNase aggregates obtained from the W/MC
interface were dissolved using SDS which is known to
disrupt the quaternary structures of most proteins and
dissociate them into monomeric species. Figure 2 illustrates
the SEC-HPLC chromatograms. The appearance of new
RNase aggregates, despite the SDS treatment, indicated
that the emulsification-associated RNase aggregation was
an irreversible process, and the aggregates were not easily
dissociable. To further back up this supposition, the
hydrodynamic radius of monomeric RNase was compared
with that of the water-insoluble RNase aggregates (Table
3). RNase monomer in 0.5% SDS solution was estimated
to have the hydrodynamic radius of 2.0 nm. In contrast,
the mean hydrodynamic radius of the water-insoluble
RNase aggregates was determined to be 12.7 nm. In
addition, an increase in the polydispersity observed with
water-insoluble RNase aggregates represented that the
aggregates were polydisperse in size and consisted of
species with different hydrodynamic radii (the polydisper-
sity in Table 3 indicates the standard deviation of the
spread of sample sizes about the reported mean hydrody-

namic radius). In particular, the DynaPro-801TC seemed
to overestimate the hydrodynamic radius of RNase samples
in 6 M urea. This result may have arisen from the fact that
RNase species in 6 M urea exist in unfolded states.

Figure 3 illustrates the UV spectra of monomeric RNase
and water-insoluble RNase aggregates. The spectrum and
its first derivative for RNase aggregates were different from
those of monomeric RNase (these differences were con-
firmed by a linear regression-based spectral match function
provided by the HP 8453 UV-Visible spectrophotometer).
Especially, the broadening of bands and shifts in wave-
length were observed with RNase aggregates in comparison
to RNase monomer. It can be inferred from the result that
RNase aggregation might have changed the local environ-
ment of the chromophores, e.g., peptide groups, aromatic
amino acids, and disulfide bonds, in RNase molecules.

To test whether the observed RNase aggregation might
be caused by mechanical shear stress and/or the continual
creation of a new air/water interface, a 0.5 mg/mL RNase
solution (15 mL) was homogenized in the absence of
methylene chloride. Slight foaming was observed after the
treatment, but the foam dissipated rapidly. No considerable
change in the content of RNase monomer was observed
after homogenization (the aqueous solution homogenized
was found to contain 99.67 ( 0.72% of the initially used
amount of RNase). In addition, the SDS-PAGE results
shown in Figure 4 demonstrated that RNase samples
before and after homogenization exhibited the same gel
patterns. A similar trend was observed when homogeniza-
tion was performed on the methylene chloride-saturated
aqueous RNase solution. Foaming also occurred during
homogenization, but the foam disappeared when the solu-
tion was kept still. In this case, 99.0 ( 0.1% of the initial
RNase amount was found in the solution.

So far, it has been suggested in this study that exposure
of proteins at the W/MC interface initiated protein desta-
bilization reactions. To prove this supposition, protein
adsorption and conformational changes at the interface
were demonstrated by analyzing the W/MC interfacial
tension. In our study, the Krüss DVT-10 tensiometer
determined the interfacial tension to be 27.84 ( 0.38 mN/m
when the aqueous phase did not contain any protein
molecules. At the same time, the volume of a single water
droplet was found to be 7.17 ( 0.10 µL. The presence of
either RNase or HSA at a 0.5 mg/mL concentration in
water led to a considerable reduction in the interfacial
tension, as well as the volume of an aqueous droplet (Table
4). Besides, changes in the interfacial tension were affected
by interface development time that was manipulated by
the flow rate of pumping a protein solution into methylene
chloride. A lower flow rate, which provided a longer

Table 2sChanges in the Composition of Water-Soluble HSA Species
Triggered by Emulsification. After Emulsifying 0.2−1.0 mg/mL HSA
Solutions in Methylene Chloride, the Compositions of HSA in the
Aqueous Phase Were Determined by HPLC Analysisa

protein concn
(mg/mL) monomer % dimer %

oligomer %
(total µg)b

0.20 71.2 ± 0.3 24.3 ± 0.2 4.6 ± 0.1 (27.3 ± 0.4)
0.35 75.8 ± 0.2 21.2 ± 0.1 3.1 ± 0.2 (32.0 ± 2.2)
0.50 78.5 ± 0.4 19.2 ± 0.4 2.4 ± 0.1 (36.0 ± 0.1)
0.65 79.8 ± 0.2 18.1 ± 0.1 2.2 ± 0.1 (42.0 ± 1.4)
0.80 80.8 ± 0.2 17.3 ± 0.3 1.9 ± 0.1 (45.6 ± 0.1)
1.00 80.8 ± 0.2 17.2 ± 0.4 2.1 ± 0.1 (63.0 ± 4.2)

a All determinations are performed at least three times, and mean ± standard
deviation is reported. Before emulsification, HSA consisted of 86.7 ± 0.5%
monomer and 13.3 ± 0.5% dimer. b The actual amount of a new water-soluble
HSA oligomer is in parentheses.

Figure 2sSEC−HPLC chromatograms of (A) standard RNase before
emulsification and (B) water-insoluble RNase aggregates collected from the
W/MC interface after emulsification. RNase aggregates were dissolved in a
0.5% SDS aqueous solution before injection to the SEC−HPLC.
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interface development time, led to a greater reduction in
the aqueous droplet volume and the interfacial tension (a
linear relationship between the volume of an aqueous
droplet and the W/MC interfacial tension is well depicted
by eq 2). A longer interface development timesmore
prolonged exposure of proteins to the interfacesseemed to
permit more protein molecules to adsorb and undergo
conformational rearrangements at the interface. An ad-

ditional interesting point observed in Table 4 was that, at
relatively higher flow rates, the surface activity of RNase
was greater than that of HSA. By contrast, the same
conclusion did not remain valid when the flow rate was
decreased below 1 mL/h. HSA was found to be more surface
active when exposed to the interface for longer periods of
time.

In terms of the degree of protein recovery, HSA exhibited
superior stability over RNase against the W/MC interface-
induced aggregation reactions (Figure 1). It was also
speculated that owing to their surface activity, proteins
would compete for adsorption sites at the W/MC interface.
On the basis of these considerations, different levels of HSA
(0.2 ∼ 5.0 mg/mL) were codissolved in a 0.35 mg/mL RNase
solution before emulsification to minimize RNase instabil-
ity toward the W/MC interface. When RNase was the only
protein species present in the aqueous phase, 82.4 ( 2.5%
of RNase was recovered from the emulsified aqueous phase.
When a sufficient quantity of HSA was added into the
aqueous phase, the degree of RNase recovery was increased
considerably (Figure 5). At g0.8 mg/mL HSA concentra-
tions, more than 96.6 ( 1.2% of RNase was recovered from
the emulsified aqueous phase. These data indicated that
the use of HSA contributed to stabilizing RNase against
the interface-triggered destabilizing reactions.

Discussion
Water/oil interface is ascribed to be highly mobile in

comparison to water/air and water/solid interfaces so that
proteins are less likely to adsorb irreversibly and destabi-
lize at the water/oil interface.20 However, our experimental
results demonstrate that the W/MC interface developed
during emulsification is detrimental to the stability of
RNase molecules. Our control experiments also demon-
strated that homogenization-associated effects (e.g., cavita-
tion, shear, and continual creation of a new air/water
interface) and methylene chloride molecules dissolved in
water are not the main causes of RNase instability
observed with emulsification. Exposure of RNase molecules
to the W/MC interface is held accountable for inducing
considerable conformational changes leading to aggregation
reactions and a subsequent reduction in its monomer
content. In addition, a series of experiments provides
evidence that the interface-triggered aggregation reactions
are essentially irreversible (Figure 2 and Table 3). It
remains to be investigated whether the formation of these
RNase aggregates is induced by noncovalent, physical
associations or by intermolecular covalent linkages.

It was previously reported that, although some proteins
and vaccines were stable in organic solvents, they became
inactivated either upon exposure to water-organic solvent
mixture or during the emulsion-based microencapsulation
process.21,22 Most reports ascribed that organic solvent
molecules dissolved in an aqueous phase could interact
with hydrophobic domains of proteins, thereby triggering
structural rearrangements detrimental to protein integrity.
On the basis of this consideration, a rapid microsphere
hardening process is recommended to maintain protein

Table 3sComparison of the Properties of Monomeric RNase and Water-Insoluble RNase Aggregates. Prior to Analysis, the Water-Insoluble
Aggregates Obtained from the W/MC Interface Were Dissolved in 0.5% SDS Aqueous Solution or 6 M Ureaa

RNase monomer dissolved in RNase aggregates dissolved in

0.5% SDS solution 6 M urea 0.5% SDS solution 6 M urea

diffusion coefficient (10-13 m2 s-1) 1229 ± 40 985 ± 44 197.4 ± 9.9 149.1 ± 4.7
hydrodynamic radius (nm) 2.0 ± 0.1 2.3 ± 0.2 12.7 ± 0.7 16.9 ± 0.6
polydispersity (nm) 0.9 ± 0.1 1.3 ± 0.1 7.1 ± 0.4 16.3 ± 0.6

a Data were reported as mean ± standard deviation (n ) 8).

Figure 3sAbsorption and first derivative spectra of (A) RNase monomer and
(B) water-insoluble RNase aggregates. The protein samples were in 0.5%
SDS aqueous solution.

Figure 4sSDS−PAGE gel patterns of RNase samples before (lanes 2, 3)
and after (lanes 4, 5) homogenization. Molecular markers (kDa) are shown in
lane 1.
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stability by minimizing exposure time of a protein to
methylene chloride.23 However, our results clearly sub-
stantiate that protein destabilization reactions occur pri-
marily over a very short emulsification time scale that
lasted for only 1 min in our experiment. This conclusion is
in line with other reports suggesting that emulsification
of preparing a primary w/o emulsion is the main risk factor
responsible for protein inactivation when microspheres are
prepared by the w/o/w microencapsulation process.1-3,7

In the current study, it has also been shown that the
degree of the interfacial RNase aggregation is influenced
by aqueous protein concentrations and the presence of
another protein, HSA. With regard to the effect of protein
concentration upon its stability, two hypotheses have been
proposed to explain that a smaller fraction of proteins
becomes inactivated at high concentrations. The first one
takes into consideration that only a limited amount of a
protein could interact at water/oil interfaces.3 Under this
condition, the protein is suggested to act as a self-protectant
at high concentrations, thereby inhibiting its interaction
with the interface. The other hypothesis elaborates on the
role of energy barrier on protein adsorption.24 At low
protein concentrations, there is no barrier to adsorption
and subsequent interfacial reactions. By contrast, at high
protein concentrations, an energy barrier comes into play
to prohibit further protein adsorption. At 0.2 to 1.5 mg/
mL RNase concentrations used in our study, the protein
aggregation increased with its aqueous concentration
increasing. This result suggests that, in dilute concentra-
tions, protein adsorption at the interface is enhanced by
an increase in its aqueous concentration, because a great
concentration gradient facilitates the mass transfer of
RNase to the interface. As a consequence, collision frequen-
cies and reactions among RNase molecules are increased.

This contention agrees well with a widespread assertion
that the extent of protein aggregation is kinetically con-
trolled and the rate of aggregation is proportional to protein
concentration.25

Serum albumins, particularly bovine serum albumin,
have been popularly coencapsulated with therapeutic
proteins into PLGA microspheres via the w/o/w emulsion
and the spray-drying processes.1,7,26-28 In these studies, it
was reported that serum albumins improved the encapsu-
lation efficiency of proteins and vaccines and contributed
to preserving their activities. Currently, little information
is available with regard to stabilization mechanisms of
serum albumins for therapeutic proteins and their behav-
iors at the W/MC interface. From the data on the effect of
HSA concentration upon the degree of RNase recovery
(Figure 5), it can be inferred that the mass transfer
phenomenon influences the kinetics of protein adsorption.
According to this theory, a protein present in excess should
occupy an interface first, because a steeper concentration
gradient provides a greater diffusion rate to the protein.
As a result of this, HSA at higher concentrations seems to
effectively keep RNase molecules out of the W/MC inter-
face, minimizing the likelihood of the interface-induced
RNase aggregation. The other possible stabilizing function
of HSA is that the protein molecules may adsorb prefer-
entially at the interface and strip the adsorbed RNase
molecules off the interface. In studies of protein behavior
at solid/water interfaces, it has been demonstrated that
HSA displaces IgG and fibrinogen adsorbed at solid
surfaces.29-31 The so-called “Vroman effect” describes this
phenomenon that proteins can replace one another at
biomaterial surfaces.32,33

Another important discussion should be made with
regard to the quantity of serum albumins to be used for
protecting therapeutic proteins. In most studies, a large
quantity of serum albuminsstheir aqueous concentrations
range from 50 to 400 mg/mLshas been used to enhance
the stability of therapeutic proteins and vaccines during
the emulsion-based microencapsulation procedure.1,7,26-28

The data in Figure 5 indicate that the denaturing effects
of the W/MC interface upon RNase can almost be avoided
at HSA concentrations as low as 0.5 mg/mL. One should
caution that the use of an excess amount of HSA leads to
the generation of more HSA oligomer, as evidenced in Table
2. Therefore, a minimal quantity of HSA should be used
to rule out the possibility of an untoward immune response
toward the new HSA oligomer.

Finally, the tensiometer data in Table 4 provide direct
evidence on the adsorption of proteins at the W/MC
interface. Dynamic changes in the interfacial tension as a
function of the interface development time also indicate
that adsorbed protein molecules undergo conformational
rearrangements in a way to minimize the free energy of
the system. During the initial development of the W/MC
interface, RNase seems to diffuse more rapidly to the

Table 4sEffects of the Flow Rate on Dynamic Changes in the W/MC Interfacial Tension (mN/m) and the Volume (µL) of an Aqueous Droplet. To
Manipulate Interface Development Time (IDT in seconds), the Flow Rate of Pumping a 0.5 mg/mL Protein Solution into the Methylene Chloride
Phase Was Changed from 15 mL/h to 0.5 mL/h

when the aqueous phase contained RNase when the aqueous phase contained HSA

flow rate (mg/mL) IDT droplet volume interfacial tension IDT droplet volume interfacial tension

15 1.45 6.03 ± 0.08 23.42 ± 0.31 1.70 7.07 ± 0.16 27.43 ± 0.06
10 2.12 5.89 ± 0.09 22.87 ± 0.34 2.50 6.95 ± 0.11 26.95 ± 0.43

7.0 2.99 5.80 ± 0.09 22.52 ± 0.34 3.51 6.83 ± 0.08 26.49 ± 0.33
5.0 4.00 5.55 ± 0.06 21.54 ± 0.24 4.81 6.68 ± 0.13 25.92 ± 0.52
3.0 6.56 5.47 ± 0.08 21.23 ± 0.31 7.40 6.16 ± 0.11 23.92 ± 0.30
1.0 18.06 5.02 ± 0.05 19.46 ± 0.19 17.24 4.79 ± 0.07 18.59 ± 0.27
0.5 33.52 4.65 ± 0.01 18.07 ± 0.04 30.88 4.29 ± 0.01 16.64 ± 0.05

Figure 5sThe effect of HSA on RNase recovery. Prior to emulsification, HSA
(0.2 to 5.0 mg/mL) was codissolved in a 0.35 mg/mL RNase solution. The
solution was emulsified in methylene chloride, and the percentage of RNase
recovery was determined.
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interface than HSA does, as indicated by their respective
diffusion coefficients (Table 1). This is the reason that a
lower W/MC interfacial tension is seen with an aqueous
RNase solution over relatively short interface development
times. Once adsorbed in the interface, HSA displays a much
faster rate of the interfacial tension decrease. These results
indicate that HSA possesses quite a flexible conformation
and undergoes a fast conformational rearrangement at the
interface, whereas rigid RNase undergoes a slow confor-
mational rearrangement process. As a result, with the
aging of the interface, an aqueous HSA solution provides
a lower W/MC interfacial tension than an aqueous RNase
solution does. This conclusion is consistent with a previous
assertion that RNase has a relatively greater conforma-
tional stability than HSA.34 On the basis of the results of
the recovery of these two proteins after emulsification
(Figure 1), however, it can be suggested that the confor-
mational flexibility and the W/MC interface-induced ag-
gregation are not closely related. Further investigations
need to be performed to unravel their different behaviors
at the interface.

In summary, protein adsorption at the W/MC interface
and its effect upon protein integrity have been corroborated
to explain protein instabilization observed with emulsifica-
tion. Competitive protein adsorption modes have been used
to stabilize a protein of interestsRNase in this studys
against the denaturing effects of the W/MC interface.
Information reported in this study might aid in the
successful development of protein delivery systems such
as emulsions and PLGA microspheres.
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Abstract 0 The skin penetration of 10 nonsteroidal antiinflammatory
drugs (NSAIDs) was investigated after application in the lipophilic
vehicle light mineral oil. The skin permeabilities and maximum fluxes,
which were calculated from the concentration decreases of the applied
solutions in the steady state phases, were correlated with physico-
chemical parameters, mainly the vehicle solubilities and the partition
coefficients of the model drugs according to the Fickian diffusion laws.
The objective of the study was to characterize the barrier function of
the stratum corneum and the viable epidermis and to predict their
influences on the skin permeabilities and the maximum fluxes of the
NSAIDs by model equations. The permeability of the human skin for
NSAIDs applied in a lipophilic vehicle is a function of their hydrophilicity,
while the maximum flux is primarily dependent on their vehicle
solubilities. The viable epidermis was found to represent the decisive
resistance to the drug transport.

Introduction

The percutaneous treatment of rheumatic diseases with
nonsteroidal antiinflammatory drugs (NSAIDs) causes less
side effects than the peroral application. It has been
controversially discussed whether NSAIDs applied to the
skin will directly penetrate into tissues and joints deeper
than 1 cm.1-4 Based on this background, the question shall
be investigated of whether skin penetration of the NSAIDs
as model drugs out of the lipophilic vehicle light mineral
oil can be described by the same physicochemical param-
eters according to the Fickian diffusion laws as out of a
hydrophilic vehicle. The stratum corneum is considered as
the main barrier for the percutaneous drug transport.5-7

Thus, for the prediction of skin permeability, the partition
coefficient between the stratum corneum and the vehicle
PCSC/V is of particular importance. It is often related to the
in vitro partition coefficient between octanol and the vehicle
PCOct/V.8-10 Consequently, drugs of similar size and high
lipophilicity show high permeabilities out of aqueous so-
lutions, as it has been repeatedly shown in the literature.8-12

In contrast, the permeabilities of lipophilic drugs out of
lipophilic vehicles should be low,11,12 which was demon-
strated for the first time by Blank.13 The additional
resistance of the viable epidermis has not yet been inves-
tigated. In this case, it must be considered that the
permeant has to partition not only out of the vehicle into
the stratum corneum but subsequently from the stratum
corneum into the barrier of the viable epidermis, not

behaving like a sink. Accordingly, the partition coefficient
between the stratum corneum and the viable epidermis
PCSC/E or the partition coefficient between the viable
epidermis and the vehicle PCE/V must be taken into
account.14

For the prediction of the maximum flux of a drug, its
solubility in the rate-limiting barrier(s) is decisive, being
independent of the applied vehicle.6,15 Because the solubil-
ity in the barrier(s) is unknown, the maximum flux of the
drug is expressed as the product of its barrier permeability
and its vehicle solubility and thus can be correlated with
physicochemical parameters.6,11,12,14,15

Theory

PermeabilitysThe permeability of a membrane for a
diffusing substance is defined by its resistance. To char-
acterize the influences of the resistances of the stratum
corneum SC and the viable epidermis E, respectively, on
the drug transport out of a lipophilic vehicle V in the steady
state or the pseudo-steady-state,15 respectively, three model
equations can be derived.14,16

Model 1sThe stratum corneum alone is decisive

where Rskin is the skin resistance, Pskin is the skin perme-
ability, dSC is the thickness of the stratum corneum, DSC

is the diffusion coefficient in the stratum corneum, and
PCSC/V is the partition coefficient between the stratum
corneum and the vehicle.

Model 2sThe viable epidermis alone is decisive

where dE is the thickness of the rate-limiting layer in the
viable epidermis, DE is the diffusion coefficient in the viable
epidermis, and PCE/V is the partition coefficient between
the viable epidermis and the vehicle.

Model 3sBoth the stratum corneum and the viable
epidermis contribute to the skin resistance

* Corresponding author. Tel: ++49/211/81-14220. Fax: ++49/211/
81-14251. E-mail: lippold@uni-duesseldorf.de.
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where PCSC/E is the partition coefficient between the
stratum corneum and the viable epidermis, equal to PCSC/V/
PCE/V.

The in vivo partition coefficients PCSC/V, PCE/V, and
PCSC/E can be approached in vitro by partition coefficients
with octanol (for the stratum corneum) and phosphate
buffer (pH 7.4) (for the viable epidermis), respectively, in
a linear regression equation according to Collander17 (eqs
5-7)

where PCOct/MO is the partition coefficient between octanol
and the vehicle light mineral oil, (for its determination see
the Experimental Section), PCPBS/MO is the partition coef-
ficient between phosphate buffer (pH 7.4) and light mineral
oil, PCOct/PBS is the partition coefficient between octanol and
phosphate buffer (pH 7.4), a, a′, a′′ are regression coef-
ficients according to Collander, and b, b′, b′′ are intercepts
according to Collander.

From the substitution of the in vivo partition coefficients
in the model eqs 1, 2, and 4 by the Collander terms in eqs
5-7, eqs 8-10 result.

Correlations of the experimentally determined skin
permeabilities with the partition coefficients of eqs 8-10
give information about the importance of the resistances
of the stratum corneum and the viable epidermis, respec-
tively, for the transport of the NSAIDs through the skin.
The diffusion coefficients of the NSAIDs in eqs 8-10, which
are mainly dependent on the molecular size, represented
by the molecular volume, are assumed to be equal. On the
basis of the theory of the required volume for free diffusion,
Cohen and Turnbull18 derived an exponential relationship
between the diffusion coefficient D and the molecular
volume MV (eq 11)

where D is the diffusion coefficient, D0 is the diffusion
coefficient of a hypothetical molecule with a molecular
volume 0, â is the regression coefficient of the molecular
volume, and MV is the molecular volume.

With the help of eq 11 the model equations for the models
1 and 2 (eqs 8 and 9) can be rewritten as eqs 12 and 13

where âSC and âE are regression coefficients of the molec-
ular volumes concerning the stratum corneum and the
viable epidermis, respectively.

The contributions of the molecular volumes in eqs 12 and
13 can be determined by a multiple linear regression
analysis.

Maximum FluxsThe maximum flux Jmax results from
the multiplication of the skin permeability with the vehicle
solubility (eq 14)

where Jmax is the maximum flux, and csMO is the solubility
in the vehicle light mineral oil.

After finding the logarithms for eq 14, lg Jmax is the sum
of the skin permeability term and the vehicle solubility
term, which can again be evaluated by a multiple linear
regression analysis with lg Pskin being expressed by the
model eqs 8-10.

Experimental Section
MaterialssThe following NSAIDs were used: aspirin (Merck,

Darmstadt, Germany), diclofenac free acid (Novartis, Basel,
Switzerland), diflunisal (MSD, Rahway, NJ), flufenamic acid,
ibuprofen (Sankyo, Pfaffenhofen, Germany), ketoprofen (Bayer,
Leverkusen and Rhône Poulenc Rorer, Cologne, Germany), naprox-
en (PharmActiv, Feldkirchen-Westerham, Germany), nabumeton
(SmithKline Beecham, Worthing, Great Britain), piroxicam (Pfizer,
Karlsruhe, Germany), tenoxicam (Hoffmann-La Roche, Basel,
Switzerland). Light mineral oil was a gift of Parafluid Mineralöl-
gesellschaft, Hamburg, Germany.

SolubilitiessFor the determination of the solubilities of the
NSAIDs in the vehicle light mineral oil an excess amount of
substance was suspended in 25 mL of light mineral oil, and the
suspension was moved in a water bath of 32 °C in rotating bottles
(30 min-1) for 24 h. The suspension was filtered through warmed
cellulose acetate filters with 0.45 µm pore diameter (Sartorius,
Göttingen, Germany) in a warmed flask. After the appropriate
dilution, the concentrations of the saturated solutions were
measured spectrophotometrically (DMR 10, Carl Zeiss, Oberkochen,
Germany). The solubilities were calculated as the mean of three
determinations with a standard deviation less than 10%.

Partition CoefficientssThe partition coefficients between
octanol (Oct) and the aqueous phase (W*) PCOct/W*, between light
mineral oil (MO) and the aqueous phase W* PCMO/W*, and between
octanol and phosphate buffer (pH 7.4) PCOct/PBS were determined
after shaking at 32 °C and spectrophotometric measurement of
the separated, clearly centrifuged phases (Varifuge, Heraeus,
Osterode, Germany). W* stands for the aqueous phase containing
the NSAIDs in the undissociated form, i.e., 0.1 M hydrochloric acid
and citrate buffer (pH 3.6 for piroxicam and 3.2 for tenoxicam),
ionic strength 0.1, containing citric acid and sodium hydroxide,
respectively. PBS stands for phosphate buffer (pH 7.4), ionic
strength 0.17, containing monobasic potassium phosphate and
dibasic sodium phosphate. The experiments were performed as
triplicate, and the standard deviations were generally less than
10%. The partition coefficients between octanol and the vehicle
light mineral oil PCOct/MO were calculated by dividing PCOct/W* by
PCMO/W*.19 The partition coefficients between phosphate buffer (pH
7.4) and light mineral oil PCPBS/MO were obtained from the
quotients of PCOct/MO and PCOct/PBS. The PCOct/W* could be confirmed
by RMW-values obtained with TLC4,20,21 and by calculation with
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the fragmental constant system according to Rekker and Mann-
hold.4,22,23 All partition coefficients mentioned above could be
described by the corresponding solubility ratios24,25 with a good
correlation.4

Molecular VolumessThe molecular volumes of the NSAIDs
were calculated from the incremental van der Waals volumes
according to Bondi.26,27

In Vivo StudiessTwenty-four healthy volunteers, their ages
ranging from 20 to 40, took part in the study, which was approved
by the ethics committee of the University of Düsseldorf. Every
volunteer gave written consent after detailed information. The skin
penetration of the NSAIDs was investigated according to the
statistical plan of a 4 × 4 × 2 Latin rectangle in three series with
eight volunteers and diclofenac as reference drug in every series.
Every volunteer could take four substances on his upper arms
whose positions were varied systematically. Special glass chambers
for the reception of the test solutions were fixed on every
volunteer’s upper arms with wire frames and elastic bandages,
preventing leakage.9,28 After conditioning with the vehicle light
mineral oil for 2 h (renewed hourly) to elute most of the extractable
material, the drug solutions with concentrations4 between 0.45
and 126 mg‚100 mL-1 were filled in the glass chambers over a
time period of 7 or 8 h and exchanged by the original solutions
every 1 to 2 h, respectively. The concentration depletion in the
glass chambers varies between 2 and 33% per hour in the steady
state, depending on the respective drug.4 The solutions of the
NSAIDs taken out of the glass chambers were diluted and their
concentration decreases measured spectrophotometrically. The
skin permeabilities were calculated as geometrical means from
the last three or four data points of the steady-state phases,9,28

which became apparent after 3 or 4 h, respectively (Figure 1).4
Changes of the chamber volumes and UV-active material extracted
from the skin were taken into account by correction factors.4,28

The maximum fluxes were calculated from eq 14.
Statistical CalculationssA linear regression analysis was

performed for the models 1 and 2 using Excel 8.0 (Microsoft
Corporation, Redmond, WA) and PlotIt 3.0 (Scientific Program-
ming Enterprises, Haslet, MI). The nonlinear regression analysis
for model 3 and the multiple linear regression analyses of eqs 12,
13, and 15 were calculated with the statistical program SPSS 6.1.3
(SPSS, Inc., Chicago, IL).

Results
The molecular volumes MV, vehicle solubilities csMO, skin

permeabilities Pskin, and maximum fluxes Jmax of the
investigated NSAIDs are shown in Table 1. The geo-

metrical standard deviations sg are also listed for the skin
penetration data. Most of them amount up to (60%, as
already documented by Southwell et al.,29 and partially
exceed this range (ketoprofen, naproxen). The skin per-
meabilities were found to be log-normally distributed.4,30-32

The logarithms of the skin permeabilities, maximum fluxes,
PCOct/MO, PCPBS/MO, PCOct/W*, and PCOct/PBS, all necessary for
the correlations according to eqs 8-10, are arranged in
Table 2.

PermeabilitiessThe results of the correlations accord-
ing to the models 1-3 (eqs 8-10) are presented in eqs 16-
18 and graphically shown in Figures 2-4:

The insignificant influence of the molecular volumes on
the diffusion coefficients is described by the results of the
multiple linear regression analyses according to eqs 12 and
13, which are presented in eqs 19 and 20.

The contributions of the different molecular volumes
(Table 1) to the skin permeabilities and the improvement
of the correlation coefficients compared with eqs 16 and
17 are not statistically significant (F ) 0.0989 and F )

Table 1. sMolecular Volumes MV, Vehicle Solubilities csMO, Skin
Permeabilities Pskin with Geometrical Standard Deviations sg, and
Maximum Fluxes Jmax with sg of the Investigated NSAIDs

NSAIDs
MV

(cm3‚mol-1)

csMO

(mg‚
100 mL-1)

Pskin

(cm‚h-1) sg

Jmax

(µg‚
cm-2‚h-1) sg

diclofenac 210.5 2.83 0.0135 +0.0075 0.38 +0.27
−0.0048 −0.16

flufenamic 196.4 95.1 0.0041 +0.0028 3.94 +2.68
acid −0.0017 −1.59

ibuprofen 184.1 2522.6 0.0046 +0.0028 116.65 +80.54
−0.0018 −47.64

ketoprofen 203.1 12.8 0.0164 +0.0181 2.10 +2.40
−0.0086

naproxen 181.4 7.87 0.0297 +0.0297 2.34 +2.64
−0.0146 −1.24

nabumeton 189.5 351.2 0.0051 +0.0020 17.81 +8.35
−0.0014 −5.68

piroxicam 243.9 5.98 0.0221 +0.0088 1.32 +0.55
−0.0063 −0.39

tenoxicam 236.3 0.60 0.0720 +0.0343 0.43 +0.24
−0.0232

aspirin 117.5 3.12 0.1093 +0.0640 3.41 +2.13
−0.0404 −1.31

diflunisal 174.2 1.69 0.0532 +0.0361 0.88 +0.66
−0.0213 −0.38

Table 2. sLogarithms of the Partition Coefficients between Octanol
and the Vehicle Light Mineral Oil PCOct/MO, between Phosphate Buffer
(pH 7.4) and Light Mineral Oil PCPBS/MO, between Octanol and
Phosphate Buffer (pH 7.4) PCOct/PBS and between Octanol and Water
with the Drug in Its Undissociated Form PCOct/W*, Skin Permeabilities
Pskin (in cm·h-1), and Maximum Fluxes Jmax (in µg·cm-2·h-1) of the
Investigated NSAIDs

NSAID
lg

PCOct/MO

lg
PCPBS/MO

lg
PCOct/PBS

lg
PCOct/W*

lg
Pskin

lg
Jmax

diclofenac 2.91 0.93 1.98 4.32 −1.87 −0.42
flufenamic acid 1.93 −0.22 2.15 4.67 −2.38 0.60
ibuprofen 1.15 −0.07 1.22 4.21 −2.34 2.07
ketoprofen 3.54 3.57 −0.03 3.35 −1.79 0.32
naproxen 2.84 2.49 0.35 3.22 −1.53 0.37
nabumeton 0.57 −2.31 2.88 3.29 −2.30 1.25
piroxicam 1.49 1.69 −0.20 1.69 −1.66 0.12
tenoxicam 1.67 2.51 −0.84 0.78 −1.14 −0.36
aspirin 3.96 5.94 −2.04 1.26 −0.96 0.53
diflunisal 3.36 2.78 0.58 4.24 −1.28 −0.05

model 1 (Figure 2, eq 8):
lg Pskin ) 0.28 lg PCOct/MO - 2.37

r ) 0.615, s ) 0.42, pslope ) 0.058, n ) 10
(16)

model 2 (Figure 3, eq 9):
lg Pskin ) 0.19 lg PCPBS/MO - 2.05

r ) 0.856, s ) 0.28, pslope ) 0.0016, n ) 10
(17)

model 3 (Figure 4, eq 10):
lg Pskin ) 4.50 + 0.10 lg PCOct/MO -

lg(5.40 × 10-7 + 2.03 × 10-3(PCOct/PBS)0.25) (18)
r ) 0.876, s ) 0.26, n ) 10

(assumptions:

DSC ) 10-10 cm2‚s-1 and DE ) 10-7 cm2‚s-1)4,9

model 1 (eq 12):
lg Pskin ) -2.72 - 0.00154MV + 0.30 lg PCOct/MO

r ) 0.622, s ) 0.45, n ) 10
(19)

model 2 (eq 13):
lg Pskin ) -2.41 - 0.00177MV + 0.20 lg PCPBS/MO

r ) 0.863, s ) 0.29, n ) 10
(20)
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0.330).33 Thus, the diffusion coefficients of the investigated
NSAIDs can be considered as constant.

Maximum FluxessAccording to eqs 15 and 16-18, the
regression eqs 21-23 result for the maximum fluxes Jmax
(Table 2). In the equations of model 1 and 2 (eqs 21 and
22) the logarithms of the skin permeabilities have been
substituted by eqs 16 and 17, respectively.

The regression coefficients of the vehicle solubilities csMO
in all three models contribute most significantly (p , 0.001)
to the regressions, while the significance of the regression
coefficients of the partition coefficients and the calculated
skin permeabilities Pskin calcd, respectively, increases from
an insignificant (p ) 0.4849, model 1) to a significant (p )
0.0270, model 2) and finally to a highly significant level
(p ) 0.0085, model 3).

Discussion
PermeabilitiessAs expected, the experimentally de-

termined permeabilities Pskin generally decrease with
increasing lipophilicity of the NSAIDs expressed as PCOct/W*
(Table 2). For example, aspirin and tenoxicam, the two
drugs with the highest permeabilities (Table 1), show the
lowest PCOct/W* (Table 2). Vice versa, flufenamic acid and
ibuprofen, the two drugs with the lowest permeabilities
(Table 1), exhibit rather high PCOct/W* values. However,
assuming the stratum corneum as the decisive barrier, the
respective regression equation relating the permeabilities
to PCOct/MO according to model 1 (Figure 2, eq 16) leads to
an unsatisfactory correlation (r ) 0.615). In contrast,
Hagedorn-Leweke and Lippold9 found a good correlation
(r ) 0.949) for the skin permeabilities of sunscreens and

other compounds out of a propylene glycol-water mixture
30:70 (v/v) with the same study design using the partition
coefficients between octanol and the hydrophilic vehicle
PCOct/V for the calculations in analogy to model 1 (eq 1).
When using the lipophilic vehicle light mineral oil, the
stratum corneum does not seem to represent the decisive
resistance to the skin penetration of the NSAIDs. Consid-
ering the viable epidermis as the rate-limiting barrier to
the drug transport (model 2), the correlation of the skin
permeabilities with the respective partition coefficient
between phosphate buffer (pH 7.4) and the vehicle light
mineral oil PCPBS/MO clearly improves (r ) 0.856, eq 17,
Figure 3). A nonlinear regression analysis with PCOct/MO
and PCOct/PBS (model 3) also leads to a very good correlation
concerning the permeability data (r ) 0.876, eq 18, Figure
4). The proportion between the resistances of the stratum
corneum and the viable epidermis can be calculated from
eqs 3 (overall resistance Rskin of stratum corneum and
viable epidermis), 17 (estimate of the permeability of the

Figure 1sPenetration profiles of tenoxicam, vehicle light mineral oil, c )
0.45 mg‚100 mL-1, n ) 8 volunteers.

model 1 (eq 16, eq 15):
lg Jmax ) 0.08 lg PCOct/MO + 0.67 lg csMO - 1.18

r ) 0.939, s ) 0.29, n ) 10
(21)

model 2 (eq 17, eq 15):
lg Jmax ) 0.11 lg PCPBS/MO + 0.78 lg csMO - 1.44

r ) 0.970, s ) 0.21, n ) 10
(22)

model 3 (eq 18, eq 15):
lg Jmax ) 0.64 lg Pskin calcd + 0.78 lg csMO - 0.15

r ) 0.978, s ) 0.18, n ) 10
(23)

Figure 2sCorrelation of the skin permeabilities Pskin (in cm‚h-1) with the
partition coefficients between octanol and the vehicle light mineral oil PCOct/MO

according to model 1 (eq 16).

Figure 3sCorrelation of the skin permeabilities Pskin (in cm‚h-1) with the
partition coefficients between phosphate buffer (pH 7.4) and the vehicle light
mineral oil PCPBS/MO according to model 2 (eq 17).
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viable epidermis alone, equal to the reciprocal of its
resistance), and 18 (overall permeability Pskin of stratum
corneum and viable epidermis) and amounts to about 1:5.
Thus, the viable epidermis seems to be the decisive barrier
to the skin penetration of the NSAIDs out of the lipophilic
vehicle light mineral oil.

Altogether, the skin permeabilities of the NSAIDs out
of light mineral oil are determined by their hydrophilicity,
which is under the assumption of the viable epidermis as
the main barrier a function of the PCPBS/MO. However, when
using a hydrophilic vehicle, the permeabilities will prima-
rily depend on the lipophilicity of the penetrating sub-
stances according to model 1.8,9 This is in accordance with
the observations documented by Blank11-13 that the skin
permeabilities of homologous alkanols decrease with their
chain length out of lipophilic vehicles (isopropyl palmitate,
mineral oil, olive oil) but increase out of hydrophilic vehicles
(buffer solution, poly(ethylene glycol) 600).

Maximum FluxessThe correlation coefficients of the
maximum fluxes in eqs 21-23 are higher than those of the
skin permeabilities in eqs 16-18, but they do not dif-
ferentiate as clearly as those of the skin permeabilities
between the three assumed models. Obviously, the maxi-
mum fluxes are more influenced by the vehicle solubilities
csMO, which enclose about 4 orders of magnitude (Table 1),
than by the partition coefficients. The regression coef-
ficients of the vehicle solubilities in eqs 21-23 are highest
significant, while the regression coefficients of the partition
coefficients and the respective calculated skin permeabili-
ties increase from insignificant to significant and finally
to highly significant. Additionally, the latter are numeri-
cally lower than the regression coefficients of the vehicle
solubilities. Thus, the maximum fluxes of the NSAIDs out
of the lipophilic light mineral oil are primarily dependent
on the vehicle solubilities. The increase of the significance
levels of the regression coefficients of the skin permeabili-
ties calculated from eqs 16-18 additionally confirms the
importance of the viable epidermis as a barrier for the drug
transport. Hagedorn-Leweke and Lippold9 also found the
decisive influence of the solubility of their investigated
sunscreens in the hydrophilic vehicle on the measured
maximum fluxes. Therefore, for the investigated cases, it
can be concluded that the maximum flux is primarily
dependent on the vehicle solubility and after that a function
of the hydrophilicity or lipophilicity, expressed as octanol-
vehicle partition coefficient, of the penetrating substances.
For the development of cutaneous preparations, drugs with

high vehicle solubilities can be recommended. In the case
of a lipophilic vehicle, they should have a high partition
coefficient between octanol and the vehicle and not a too
high partition coefficient between octanol and phosphate
buffer (pH 7.4) according to model 3.

The apparent diffusion distance of the NSAIDs out of
the vehicle light mineral oil in the viable epidermis and
dermis, that is, the thickness of the respective barrier dE
(eq 10) can be calculated from eq 18 (model 3) to about 2.6
mm. Obviously, real sink conditions in the skin can only
be achieved beyond this distance. Singh and Roberts1 found
a direct penetration depth of about 3-4 mm from dermo-
pharmacokinetic measurements with NSAIDs in vivo in
rats. Therefore, a direct penetration of NSAIDs into deeper
tissues and joints at high concentrations, as intended with
the percutaneous treatment of relevant rheumatic diseases
(see Introduction), does not seem to be realistic.

Conclusions

The viable epidermis, not the stratum corneum, is the
rate-limiting barrier for the transport of NSAIDs out of a
lipophilic vehicle. The skin permeability of NSAIDs is a
function of the hydrophilicity of the drugs, i.e., of their
partition coefficients between phosphate buffer (pH 7.4)
and the lipophilic vehicle. However, the maximum flux of
NSAIDs is primarily dependent on their vehicle solubility.
For the development of cutaneous preparations, drugs with
high vehicle solubilities and skin permeabilities as high
as possible should be preferred.

Abbreviations
a, a′, a′′ regression coefficients according to Collander
b, b′, b′′ intercepts according to Collander
â regression coefficient of the molecular volume

(eqs 11-13)
csMO solubility in the vehicle light mineral oil
D diffusion coefficient
d thickness of the layer
E living epidermis
F statistical F-value
Jmax maximum flux
MO light mineral oil
MV molecular volume
n number of experiments
NSAID nonsteroidal antiinflammatory drug
Oct octanol
p statistical error probability
Pskin skin permeability
Pskin calcd skin permeability calculated from eq 18
PBS phosphate buffer (pH 7.4)
PCE/V partition coefficient between the viable epider-

mis and the vehicle
PCMO/W* partition coefficient between the vehicle light

mineral oil and the aqueous phase W*
PCOct/MO partition coefficient between octanol and the

vehicle light mineral oil
PCOct/PBS partition coefficient between octanol and phos-

phate buffer (pH 7.4)
PCOct/V partition coefficient between octanol and the

vehicle
PCOct/W* partition coefficient between octanol and the

aqueous phase W*

Figure 4sCorrelation of the skin permeabilities Pskin (in cm‚h-1) with the skin
permeabilities calculated from eq 18 Pskin calcd (in cm‚h-1) according to model
3.
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PCPBS/MO partition coefficient between phosphate buffer
(pH 7.4) and the vehicle light mineral oil

PCSC/V partition coefficient between the stratum cor-
neum and the vehicle

r correlation coefficient
Rskin skin resistance
s standard deviation
sg geometrical standard deviation
SC stratum corneum
TLC thin layer chromatography
V vehicle
W* aqueous phase containing the model drugs in

the undissociated form
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32. Schlittgen, R. Einführung in die Statistik, 4th ed.; R.
Oldenbourg Verlag: München, 1993; pp 358-442.

33. Sachs, L. Angewandte Statistik, 8th ed.; Springer-Verlag:
Berlin, 1997; pp 560-579.

JS990032O

Journal of Pharmaceutical Sciences / 1331
Vol. 88, No. 12, December 1999



Oil-in-Water Liposomal Emulsions: Characterization and Potential Use
in Vaccine Delivery

JEAN M. MUDERHWA,*,†,‡ GARY R. MATYAS,† LYNN E. SPITLER,‡ AND CARL R. ALVING†

Contribution from Department of Membrane Biochemistry, Walter Reed Army Institute of Research, Washington, D.C.
20307-5100, and Jenner Biotherapies, Inc., 1895 Mountain View Drive, Tiburon, California 94920-1809

Received January 12, 1999. Final revised manuscript received June 25, 1999.
Accepted for publication September 7, 1999.

Abstract 0 Emulsification of mineral oil by phospholipids donated
by liposomes composed of dimyristoyl phosphatidylcholine, dimyristoyl
phosphatidylglycerol, cholesterol, and lipid A by extrusion resulted in
the formation of oil-in-water liposomal emulsions containing a
substantial number of intact liposomes. Increasing the proportion of
liposomes from 25 mM to 150 mM phospholipid and increasing the
oil content from 2.5% (v/v) to 42.5% (v/v) changed the flow
characteristics of the emulsions from fluid liquidlike to viscous. Likewise,
the degree of stability of the emulsions was liposomal phospholipid
concentration-dependent, ranging from partial emulsification in the
range 25−100 mM to complete stabilization in the range 125−150
mM. Despite some loss of liposome integrity, as evidenced by the
release of liposomal trapped glucose, emulsification of liposomes
containing encapsulated prostate-specific antigen (PSA) exhibited
antigen-specific immunostimulation in mice. These results suggest that
liposomes containing encapsulated antigen can serve as constituents
for the formulation of oil-in-water vaccines.

Introduction
For many years, liposomes have been utilized as carriers

of vaccines for inducing high titers of antibodies and for
induction of cytotoxic T-lymphocytes.1-4 The purpose of the
present study was to examine the emulsifying character-
istics of liposomes as constituents of oil-in-water emulsion
adjuvants for vaccines. We and others have also previously
reported that liposomes could be emulsified directly within
incomplete Freund’s adjuvant and other water-in-oil emul-
sions and that depending on the proportion of liposomes,
such emulsification resulted in the formation of stable
emulsions containing a large fraction of intact liposomes.5,6

The liposomes that were destroyed by the emulsification
process donated phospholipid molecules to assist the
stabilizing properties of Span 80 and Arlacel A, respec-
tively.5,6 Thus, if liposomes containing encapsulated anti-
gen were emulsified within Freund’s adjuvant or any other
water-in oil emulsion, at least some of the antigen would
be released free into the emulsion and might thereby lose
the beneficial immunostimulatory effects derived from
encapsulation in liposomes. These observations raised the
question whether the emulsification of oil by nondegraded
liposomes in oil-in-water emulsions for vaccine design could
be more difficult to achieve than with water-in-oil emul-
sions such as Freund’s adjuvant because of more efficient
donation of phospholipid molecules to effect droplet disper-
sion.

The fact that liposomes can be emulsified directly by an
oil emulsion such as incomplete Freund’s adjuvant or any
oil without being either completely degraded themselves
or without degrading the emulsion itself is very appealing
in adjuvant technology. The immunogenic power of emul-
sions is well-known, as they are extremely powerful for
inducing antibodies to emulsified antigens.7-10 However,
although emulsions are not noted for inducing cytotoxic
T-lymphocyte (CTL) responses,7-10 liposomes are among
the most potent carriers for inducing CTLs.3,4 Therefore,
if the properties of each were additive, formulations of
liposomes with water-in-oil or oil-in-water emulsions could
have potential for being versatile adjuvants.

The data reported herein demonstrate that emulsifica-
tion of mineral oil by phospholipids donated by liposomes
results in the formation of oil-in-water emulsions that still
contain substantial amounts of intact liposomes. Further-
more, it is also shown that formulations of liposome-
encapsulated antigen in the oil-in-water emulsions exhib-
ited strong immunostimulating activity for induction of
antibodies and an antigen-specific lymphoproliferative
response in mice.

Materials and Methods
LipidssDimyristoyl phosphatidylcholine (DMPC), dimyristoyl

phosphatidylglycerol (DMPG), cholesterol (CHOL), and lipid A
(LA) were purchased from Avanti Polar Lipids (Alabaster, AL).
The fluorescent phospholipid N-(7-nitrobenz-2-oxa-1,3-diazol-4-yl)-
1,2-dihexadecanoyl-sn-glycero-3-phosphoethanolamine, triethyl-
ammonium salt (N-NBD-PE) was purchased from Molecular
Probes (Eugene, OR). LA was stored at -20 °C and dissolved in
chloroform containing 10% methanol (v/v) before use. Solutions
of phospholipids and CHOL were prepared in chloroform contain-
ing 0.75% ethanol (v/v) and stored at -20 °C until use. The
phospholipid concentration in stock solutions, liposomes, and
liposomal emulsions was determined by assaying aliquots for
organic phosphorus by using the procedure of Bartlett11 as
modified by Gerlach and Deuticke.12 Cholesterol content of stock
solutions, liposomes, and liposomal emulsions was determined as
described elsewhere.13

Emulsion ConstituentssMaterials used in emulsion prepara-
tions included light mineral oil (Sigma Chemical Co., St. Louis,
MO) and liposomes containing or lacking PSA. Occasionally, trace
amounts of N-NBD-PE-labeled liposomes were used in the for-
mulation of emulsions to determine the presence of liposomal
spherules.

Other ReagentssChloroform was redistilled before use. After
distillation, ethanol was added to chloroform as a preservative at
0.75% (v/v). Sodium deoxycholate from Sigma was purified by
crystallization from hot acetone-water. All other reagents were
reagent grade and were used without further purification.

AntigensProtein-specific antigen (PSA) from donor human
seminal fluid (Mr 30 000), which had been purified to a single gel
band by extensive precipitation and column chromatography steps,
including inhibition of protease activity, was purchased from
Cortex Biochem, Inc. (San Leandro, CA). The antigen was exten-
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sively dialyzed against isotonic Tris-glycine (20 mM)/NaCl (150
mM) buffer, pH 7.4, and stored at 4 °C until use. Its purity was
checked by sodium dodecyl sulfate-polyacrylamide gel electro-
phoresis (SDS-PAGE) using 15% acrylamide gels and silver
stain.14 The results showed that the sample had one predominant
band corresponding to the enzyme and two to three minor bands
indicating degradation products.

The relative concentration of PSA was determined by the
method of Lowry et al.15 using bovine serum albumin as a
standard. The amount of antigen encapsulated in liposomes was
determined by using a modification of the Lowry protein assay.16

AnimalssBALB/c mice were from Jackson Laboratory (Bar
Harbor, ME). The animals were handled and housed according to
a protocol approved by the Laboratory Animal Care and Use
Committee of the Walter Reed Army Institute of Research. They
were given standard laboratory food and water ad libitum.

Preparation of LiposomessLiposomes (multilamellar vesicles)
and liposome-encapsulated glucose or PSA were prepared es-
sentially as described elsewhere.6,16,17 Multilamellar liposomes
were made from a mixture of DMPC/DMPG/CHOL in molar ratio
of 9:1:7.5. LA was incorporated at a dose of 2.5 µg/µol of phospho-
lipid. Fluorescent liposomes contained a phospholipid, N-NBD-
PE, at 2 mol % with respect to the phospholipid concentration.

Preparation of Oil-in-water Liposomal Emulsionss Oil-
in-water (o/w) liposomal emulsions were prepared by the stepwise
addition method, as described elsewhere,18 using two 3- or 5-mL
B-D syringes connected by a three-way stopcock with rotating
male Luer-lock adapter and a switch-key. The Luer-lock adapter
(bore diameter ) 0.10 cm) supported the 18 gauge needle for
sample drawing. Liposomes containing or lacking PSA were added
in a stepwise fashion and extruded backward and forward (2
passes/s) with light mineral oil under shear forces for 5 min.
Liposomal emulsions (1-3 mL total volume) were also occasionally
prepared by vortex-mixing at 2500 rpm for 5 min in 1.5 cm × 10
cm glass tubes. The amounts of liposomes and oil used were such
that the final liposomal phospholipid concentration in the emul-
sions was in the range 25-150 mM and the oil concentration was
varied from 2.5 to 42.5% (v/v). The quality of the emulsion was
tested by placing a few drops of the sample on the surface of cold
(iced) distilled water, as described by Freund.19 A satisfactory o/w
emulsion was produced if the drops lost their integrity by spread-
ing on the surface of the water.

Measurement of Emulsion ViscositysThe viscosity of the
emulsions was measured immediately after manufacture using the
Cannon model LV 2000 rotational viscometer. The measurement
temperature was controlled at 25 °C with a circulating water bath.
The Cannon rotational viscometer operates on the principle of a
spindle rotating while immersed in the material being tested and
measuring the torque necessary to overcome the viscous resistance
to rotation. From the spindle speed, torque measurements, and
spindle characteristics, the viscometer calculates and displays the
viscosity in centipoise (cP) or milliPascal  sec (mPa‚s). Using TL5
and TL7 spindles for less and more viscous emulsions, respectively,
the shear rates were varied in the range 0.084-79.2 s-1.

Emulsion StabilitysEmulsion (1-3 mL) was poured from the
syringe into 1.0 cm × 10 cm screw-cap glass tubes and incubated
at 37 °C. This temperature was chosen for its physiological
relevance to antigen stability in immunization studies. The
stability of the emulsion was assessed by detection of phase
separation with time. The height of the oil phase above the
emulsion was measured using a ruler, and the results were
expressed in % oil separated using the following formula:

where the factor F stands for the initial fraction of oil in the
emulsion. The value of F was in the range 0.025-0.425. The
smallest amount of separated oil that could be measured was e5%.

The rates of separation of the emulsions were expressed in %
oil per minute as reported previously.20,21 These rates were
calculated from the slopes of the time of the percent of oil separated
using the initial velocity data.

Liposome StabilitysLiposome stability in the o/w emulsions
was assayed spectrophotometrically by enzymatic assay of trapped
glucose released, as previously described,16 with the following
modification. Normal saline (2 mL) was added to the emulsion (1

mL), and the mixture was vortexed for 2 min at 2000 rpm.
Following centrifugation at 27 000 × g for 15 min at 25 °C, the oil
phase was removed and the pellet was resuspended in the aqueous
supernatant and glucose. As this procedure completely separated
the oil from the water and lipids, all of the released glucose was
detected in the liposomes resulting from resuspension of the pellet
in the aqueous phase. This was confirmed in control experiments
by demonstrating that the total amount of trapped glucose
detected in emulsified liposomes was identical to the amount
detected in the absence of an emulsion after disruption of the
liposomes with chloroform and 10% Triton X-100.16 Glucose release
values of emulsified liposomes above 5% compared to baseline were
judged to be positive.

The presence of liposomal spherules in the emulsion was
determined by fluorescence microscopy using trace amounts of
N-NBD-PE-labeled liposomes in the emulsion. A few drops of the
sample were spread on a microscope slide immediately after
manufacture and visualized by fluorescence with an Olympus
(VANOX-S) microscope using an oil immersion 100× objective, or
with an Olympus IX70 inverted microscope with a 40× objective.
Images were collected with an Olympus camera and digitized from
the 35-mm slides. The particle diameter of the emulsions was
determined by measuring 50 emulsion droplets from photomicro-
graphs prepared by fluorescence microscopy using oil immersion
100× objective.

Immunization StudiessBALB/c mice (five mice per group)
were immunized intramuscularly (posterior thigh) with 100 µL of
either liposome-encapsulated PSA (PSA-liposomes) or PSA-lipo-
somes formulated in o/w emulsions. Each of these formulations
contained 25 µg of antigen and 25 µg of LA per dose. Mice were
bled by tail vein at 0, 2, and 5 weeks and the serum samples were
analyzed for antibody titers by ELISA as described in detail
elsewhere.22

For splenic T-lymphocyte proliferation studies, mice were
euthanized by CO2 followed by cervical dislocation and bleeding
by cardiac puncture. The freshly removed spleens were placed in
Hank’s balanced salt solution [HBSS (Gibco Laboratories, Grand
Island, NY)], and a single cell suspension was prepared. Following
centrifugation, the cells were resuspended at 5 × 106 cells/mL in
RPMI-1640 (Gibco Laboratories, Grand Island, NY):EHAA (Whit-
taker Bioproducts, Walkersville, MD) (1:1, v/v) supplemented with
8 mM L-glutamine, 100 units/mL pencillin, 100 µg/mL of strepto-
mycin, 1 mM sodium pyruvate, 1X MEM nonessential amino acids,
100 µM 2-mercaptoethanol, and 0.5% BALB/c normal mouse
serum. Subsequently, the cells were seeded at a density of 5 ×
105 cells/well in 96-well fat-bottom tissue culture plates (Costar,
Cambridge, MA) containing several dilutions of PSA in triplicate,
in a total volume of 0.2 mL. Following 4 days of incubation at 37
°C in 5% CO2 and 95% relative humidity, the cells were labeled
with 1 µCi/well of [3H]Thymidine [TdR, specific activity 6.7 Ci/
mM (NEN, Boston, MA)]. The plates were then incubated over-
night at 37 °C and the cell cultures harvested onto glass fiber
filters with the Skatron cell harvester and processed for scintil-
lation spectrometry. Radioactivity was quantified using the Phar-
macia LKB liquid scintillation counter. Data were expressed in
stimulation index, i.e., the ratio of counts from cells incubated with
PSA over counts from the control.

Results

Rheological Properties of Liposomal Emulsionss
The flow characteristics of liposomal emulsions were
established using samples formulated with 42.5% (v/v) of
mineral oil and liposomes containing different concentra-
tions of phospholipid. Figure 1 shows that values of the
viscosity increased slowly, but gradually with the lipid
composition from 0.03 × 103 cP to 1.53 × 103 cP in the
range 25-100 mM. Further increase of liposomal phos-
pholipid concentration to from 125 mM to 150 mM resulted
in an abrupt change of viscosity from the value of 7.80 ×
103 cP to the value of 98.10 × 103 cP.

Figure 2 shows that with samples containing 50 mM and
100 mM liposomal phospholipid, values of the viscosity
were very low and their increase with the oil concentration
was negligible, with the change being from the mean of

height of oil (upper phase)
total height of emulsion sample × F
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0.01 × 103 cP to the mean of 0.23 × 103 cP in the range
5.3-37.5% (v/v). However, for samples formulated with 150
mM phospholipid, the viscosity which was also low at 0.02
× 103 cP did increase significantly with the oil concentra-
tion only beyond 21.3% (v/v) until it reached the value of
2.30 × 103 cP at 37.5% (v/v).

Stability Characteristics of Liposomal Emulsionss
Emulsions containing 42.5% (v/v) of mineral oil and 25 mM
to 150 mM of liposomal phospholipid were prepared by
vortex-mixing at 2500 rpm and incubated at 37 °C. Figure
3 shows the time course of oil separated in percent of the
total added, and Table 1 summarizes the rates of separa-
tion of the samples versus phospholipid concentration.
Samples containing 25 mM and 50 mM liposomal phos-
pholipid were rapidly destabilized with the percent oil
separated increasing with time at rates of 1.434% and
1.184% separation per minute to complete separation after
1 and 5 h, respectively. Emulsions formulated with 100 mM
and 125 mM phospholipid were slowly destabilized up to
48 h at rates of 0.003% and 0.002% separation per minute;
they were thereafter destabilized rapidly to complete
separation after 96 h. Interestingly, sample emulsion

containing 150 mM liposomal phospholipid was destabi-
lized at a rate of 1.227% per minute to complete separation
after 96 h, suggesting that at the higher phospholipid
concentration used where the viscosity of the sample was
substantially increased, vortex of the sample was inefficient
to adequately promote mixing of the components. Thus,
none of the emulsions formulated by vortex-mixing was
stable.

Emulsions prepared by syringe extrusion containing
42.5% (v/v) of mineral oil and 25 mM to 150 mM liposomal
phospholipid were incubated at 37 °C and examined for
the appearance of phase separation. Figure 4 illustrates
the gross physical appearance of these emulsions following
a 72-h incubation period, while Figure 5 depicts the
phospholipid dose dependence of their degree of stability
for the same time period. The degree of stability of the
dispersions ranged from complete separation at lower
phospholipid concentrations, i.e., 25 mM and 50 mM
(Figure 4A,B and Figure 5), to complete stabilization at
higher phospholipid content, i.e., 125 mM and 150 mM
(Figure 4E,F and Figure 5). However, while the sample
formulated with 75 mM liposomal phospholipid was near
complete separation with 87.5% of the oil becoming sepa-
rated (Figure 4C and Figure 5), the dispersions containing
100 mM phospholipid were relatively stable with only 5%
of the oil being separated (Figure 4D and Figure 5).

Figure 6 shows the time course of oil separated in percent
of the total added following incubation at 37 °C of emulsion
samples formulated with liposomes lacking (Figure 6A) or
containing PSA (Figure 6B), and Table 2 summarizes the

Figure 1sViscosity characteristics of emulsions versus liposomal phospholipid
concentration. The emulsions were formulated by extrusion with 42.5% (v/v)
of mineral oil and liposomes containing different concentrations of phospholipid.
The final liposomal phospholipid concentration used in the emulsions varied
from 25 to 150 mM. Viscosity values were measured at 25 °C immediately
after manufacture of the emulsions. The data were the mean of two to four
determinations with a variability of e5%.

Figure 2sViscosity characteristics of emulsions versus mineral oil concentra-
tion. The emulsions were formulated by extrusion with increasing amounts of
oil in the range 5.3−37.5% (v/v) and liposomes containing different concentra-
tions of phospholipid. The final liposomal phospholipid concentrations in the
emulsions were 50 mM, 100 mM, and 150 mM as indicated in the figure.
Viscosity values were measured at 25 °C immediately after manufacture of
the emulsions. The data were the mean of two to four determinations with a
variability of e5%.

Figure 3sTime course of the degree of stability of emulsions formulated by
vortex-mixing with 42.5% (v/v) of mineral oil and liposomes containing different
concentrations of phospholipid. The final liposomal phospholipid concentration
in the emulsions was varied from 25 mM to 150 mM as indicated. Emulsion
samples were incubated at 37 °C, and their stability was assessed by detection
of phase separation with time. The data were the means of two determinations
with variability of e5%.

Table 1sRates of Separation in % Oil Per Minute versus
Phospholipid Concentration for o/w Liposomal Emulsions Prepared
by Vortex-Mixing a

liposomal phospholipid concentrationin
in o/w emulsions (mM)

rate of separation
(in % oil per min)

25 1.434
50 1.184

100 0.003
125 0.002
150 1.227

a Liposomal emulsions were prepared with 42.5% (v/v) of mineral oil and
liposomes containing different concentrations of phospholipid. The resulting
samples were incubated at 37 °C, and their stability was assessed by the
appearance of phase separation with time. The rates of separation were
calculated from the slopes of the time of the % of oil separated using initial
velocity data.
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rates of separation of the samples versus lipid composition.
These rates were calculated from the slopes of the time of
the percent of oil separated using the initial velocity data
plotted in Figure 6A,B. Samples containing 25 mM and 50
mM liposomal phospholipid were rapidly destabilized with
the percent of oil separated increasing with time (Figure
6A,B). For emulsions formulated with liposomes lacking
PSA (Figure 5A), phase separation occurred at rates of
1.322% and 0.381% per minute (Table 2) to complete
separation after 12 and 48 h, respectively (Figure 6A).
Emulsions formulated with PSA-liposomes (Figure 6B)
were destabilized more rapidly at rates of 1.895% and
0.919% per minute (Table 2) to complete separation after
2 and 24 h, respectively (Figure 6B). For the emulsions
formulated with liposomes lacking (Figure 6A) or contain-
ing PSA (Figure 6B) at 75 mM phospholipid, the percent
of oil separated increased gradually and almost linearly
with time (Figure 6A,B), at rates of 0.012% and 0.045%
per minute, respectively (Table 2), to complete separation
after 96 h (Figure 6A,B). Furthermore, the samples pre-
pared with liposomes lacking (Figure 5A) or containing
PSA (Figure 6B) at 100 mM phospholipid were stable up
to 72 and 24 h of incubation, respectively, after which they
became destabilized toward 5% and 39% of oil separated
at 120 h at rates of 0.001% and 0.003% per minute,

respectively. However, emulsions formulated with 125 mM
and 150 mM liposomal phospholipid were stable over the
120-h incubation period regardless of the lack or addition
of PSA.

Effect of Mineral Oil Concentration on the Stabil-
ity of the EmulsionssThe oil concentration dependence
of the degree of stability of the dispersions was established
using emulsion samples containing various amounts of
mineral oil and 25-150 mM liposomal phospholipid. Figure
7 shows that samples containing 25 mM and 50 mM
liposomal phospholipid were unstable regardless of the oil
concentration and the incubation time, with 91-100% of
the oil becoming separated following 6 to 72 h of incubation
at 37 °C. For emulsions formulated with 75 mM liposomal
phospholipid, the percent oil separated increased with time
and was inversely proportional to mineral oil concentration,
until it reached the plateau of 88% after 72 h over the range
10-42.5% (v/v) of oil. The 100 mM-liposomal phospholipid
sample was stable at all mineral oil concentrations follow-
ing 6 and 24 h of incubation, but was relatively stable after
72 h, with only 5-15% of the oil being separated over the
range 5-42.5% (v/v) of oil. However, samples containing
125 mM and 150 mM liposomal phospholipid were stable
up to 72 h regardless of the oil content.

Figure 4sGross physical appearance of emulsions formulated by extrusion
with 42.5% (v/v) of mineral oil and liposomes containing different concentrations
of phospholipid, following 72 h of incubation at 37 °C. The final liposomal
phospholipid concentrations in the emulsions were (A) 25, (B) 50, (C) 75, (D)
100, (E) 125, and (F) 150 mM. Phase separation was evidenced by the
development of two phases: a clear oil phase at the top and a milky aqueous
phase containing liposomes at the bottom.

Figure 5sPhospholipid concentration dependence of the degree of stability
of liposomal emulsions following 72 h of incubation at 37 °C. The emulsions
were formulated by extrusion with 42.5% (v/v) of mineral oil and liposomes
containing different concentrations of phospholipid. The final liposomal
phospholipid concentration used in the emulsions varied from 25 to 150 mM.
Stability of the emulsions was assessed by detection of phase separation.

Figure 6sTime course of the degree of stability of emulsions formulated by
extrusion with 42.5% (v/v) of mineral oil and empty liposomes (Figure 6A) or
PSA-liposomes (Figure 6B), containing different concentrations of phospholipid.
The final liposomal phospholipid concentration used in the emulsions varied
from 25 to 150 mM as indicated in the figure. Emulsion samples formulated
with PSA-liposomes contained 6.5 µg PSA per 100 µL. The samples were
incubated at 37 °C, and their degree of stability was assessed by detection
of phase separation with time. The data were the mean of two to three
determinations with a variability of e8%.

Table 2sRates of Separation in % Oil Per Minute versus
Phospholipid Concentration for o/w Liposomal Emulsionsa

rate of separation (in % oil per min)
of emulsions formualted withliposomal phospholipid

concentration
in o/w emulsions (mM) empty liposomes PSA-liposomes

25 1.322 1.895
50 0.381 0.919
75 0.012 0.045

100 0.001 0.003
125 0.000 0.000
150 0.000 0.000

a Liposomal emulsions were formulated with 42.5% (v/v) of mineral oil and
empty liposomes or PSA-liposomes containing different concentrations of
phospholipid. Emulsion samples formulated with PSA-liposomes contained
6.5 µg PSA/100 µL. The samples were incubated at 37 °C, and their stability
was assessed by the appearance of phase separation with time. The rates of
separation were calculated from the slopes of the time of the % of oil separated
using initial velocity data.
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Appearance of Fluorescent Liposomes in Emul-
sionssFluorescent liposomes that were nearly spherical
in shape were easily observed surrounding the surface of
oil droplets in the emulsions (Figure 8B-D). Figure 8A
shows, as a control experiment, the photomicrograph of
fluorescent, nonemulsified liposomes.

Stability of Liposomes As Determined by Release
of Trapped GlucosesIn the previous experiment with
N-NBD-PE, liposome-like structures appeared to be present
in the emulsions (Figure 8B-D), but the experiment could
not determine whether intact liposomes remained that

retained their permeability properties. Figure 9A shows
that release of liposomal trapped glucose, measured im-
mediately after manufacture of the emulsions, increased
gradually with the liposomal phospholipid concentration
from 16% to 43% in the range 25-125 mM. Furthermore,
Figure 9B depicts the shelf life characteristics of the
liposomes formulated in the emulsions at selected lipid
compositions following incubation at 37 °C. The increase
of release of trapped glucose with time was not substantial
irrespective of the phospholipid composition, with the
average increase being in the range 5.5-7% over the 20-
day incubation period.

Antibody Response to PSA Encapsulated in Emul-
sified and Nonemulsified LiposomessPSA-liposomes
formulated in emulsions were tested for their ability to
induce antibodies to PSA. Figure 10 shows that immuniza-
tion of mice with the unencapsulated PSA formulation did
not induce antibodies to PSA over a period of 5 weeks. In
contrast, the use of liposome-encapsulated PSA resulted
in a level of serum IgG that increased gradually over 5
weeks to reach a final concentration of approximately 120
µg/mL. When mice were immunized with the liposomal
emulsion formulations, the serum IgG titers were in the
range 35-137 µg/mL depending on the phospholipid com-
position at 5 weeks (Figure 10). It is clear that the
liposomes in the emulsion retained their potent activities
as carriers of antigen.

Proliferative Response of Splenic T-Lymphocytess
The ability of PSA to induce splenic T-lymphocyte prolif-
eration in vitro was investigated by immunizing mice with
unencapsulated PSA, liposome-encapsulated PSA, and
PSA-liposomes formulated in the emulsion containing 150
mM phospholipid. Figure 11 shows the PSA concentration
dependence of stimulation index in vitro. There was no

Figure 7sMineral oil concentration dependence of the stability of liposomal
emulsions. The emulsions were formulated by extrusion with increasing
amounts of mineral oil in the range 2.5−42.5% (v/v) and liposomes containing
different concentrations of phospholipid. The final liposomal phospholipid
concentration in the emulsions was varied from 25 to 150 mM as indicated in
the figure. The samples were incubated at 37 °C, and their stability was
assessed by detection of phase separation following 6, 24, and 72 h of
incubation. The data were the mean of two determinations with a variability
of e5%.

Figure 8sPhotomicrographs of nonemulsified fluorescent liposomes (Figure 8A), and emulsions (Figure 8B−D) formulated with 42.5% (v/v) of mineral oil and
liposomes containing trace amounts of N−NBD-PE. The final liposomal phospholipid concentrations in the emulsions were 25 (Figure 8B), 50 (Figure 8C), and
125 mM (Figure 8D). Fluorescent microscopy was performed immediately after manufacture of the samples.
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splenic T-cell proliferation when mice were immunized with
the unencapsulated PSA formulation. Stimulation index
values were low and remained close to 1.0 with increasing
PSA concentration (Figure 11). However, when mice were
immunized with liposome-encapsulated PSA and emulsi-
fied PSA-liposomes, stimulation index values increased
gradually for both formulations in a PSA concentration-
dependent manner toward 4.1 and 5.7, respectively. Stimu-
lation index data obtained with the liposomal emulsion
were slightly higher than those obtained with liposomes
themselves (Figure 11), but the relative differences ob-
served were not statistically significant. No proliferation
occurred in a set of in vitro control experiments using
ovalbumin instead of PSA (data not shown).

Discussion

This work is part of a larger effort to develop a variety
of liposome-based adjuvant and carrier combinations for
vaccines. It describes an approach for the creation of
practical emulsified oil-in-water liposomal vaccines. The
important factors for formulation were the degree of
stability of the emulsions, the integrity of the liposomes

within the emulsion, and the ability of emulsified liposome-
encapsulated antigen to exhibit immunostimulating activ-
ity.

The results show that the physicochemical properties,
including viscosity and stability, of the emulsions changed
with the liposomal phospholipid concentrations. At lower
concentrations, over the range 25-100 mM, the emulsions
were less viscous or fluid-liquidlike (Figure 1) and had
different degrees of stability, ranging from complete to
partial destabilization (Figures 4, 5, and 6A). Conversely,
at higher concentrations, over the range 125-150 mM, they
were viscous (Figure 1) and stable (Figures 4, 5, and 6A).
Because rheological properties can affect the flow of emul-
sions through a needle or a catheter, the stable and viscous
emulsions were so thickened that they could not be easily
handled. This simply calls for formulation of emulsions of
low viscosity for ease of injection. Our data showed that
stable emulsions of low viscosity could be formulated over
the range 125-150 mM liposomal phospholipid by lowering
the oil concentration up to 2.5% (v/v) (Figures 2 and 7).

The rates of separation of the unstable emulsions which
were inversely proportional to phospholipid concentration,
were much higher with emulsified PSA-liposomes (Figure
6 and Table 2), probably due to perturbation of the bulk
phase as well as the interfacial region brought about by
released PSA from liposomes. Proteins are well-known to
induce long-range electrostatic forces as well as variations
in several physicochemical parameters, including surface
potential and surface viscosity.23 Thus, PSA could behave
like a detergent displacing phospholipid molecules from the
surface of oil droplets, thereby increasing the van der Waals
attractive forces in the medium.

Fluorescence studies showed that the emulsions retained
liposomal structures (Figure 8), but the integrity of lipo-
somes within the emulsion was not maintained completely
intact, as shown by the release of as much as 16% to 43%
of the trapped marker with increasing lipid composition
(Figure 9A). As suggested by the shelf life characteristics
of liposomes within the emulsions (Figure 9B), no substan-
tial leakage of intact liposomes occurred during incubation.
Thus, the partial degradation of liposomes in the emulsions
was not due directly to interaction or collision of liposomes
with the oil droplets, but solely due to shear forces of the
extrusion process involved in the manufacture of the
dispersions. This conclusion is also supported by the

Figure 9sPhospholipid concentration (Figure 9A) and time (Figure 9B)
dependencies of the stability of liposomes within the emulsions as determined
by measurement of release of liposomal trapped glucose. The emulsions were
formulated with 42.5% of mineral oil and liposomes containing different amounts
of phospholipid. The final liposomal phospholipid concentration in the emulsions
was varied from 25 to 125 mM. Liposomal trapped glucose released was
determined immediately after manufacture (Figure 8A) and following incubation
of the samples at 37 °C up to 20 days (Figure 8B). The data were the mean
of 2 determinations with a variability of e5%.

Figure 10sAntibody response to PSA; PSA was encapsulated in emulsified
and nonemulsified liposomes. BALB/c mice (n ) 5) were immunized
intramuscularly with the indicated formulations each of which contained 25
µg of antigen and 25 µg of LA per dose. The final liposomal phospholipid
concentrations in the emulsions were 50 mM, 100 mM, and 150 mM as
indicated in the figure. Sera were collected at weeks 0, 2, and 5, and analyzed
for antigen-specific antibodies by ELISA.

Figure 11sLymphocyte proliferation response to PSA; PSA was encapsulated
in emulsified and nonemulsified liposomes. BALB/c mice (n ) 5) were
immunized intramuscularly with the indicated formulations which each contained
25 µg of antigen and 25 µg of LA per dose. The final liposomal phospholipid
concentration in the emulsion was 150 mM as indicated in the figure. Spleens
were removed from mice at week 5 and processed for T-lymphocyte
proliferation as described in the material and methods section. Data were
expressed in stimulation index, i.e., the ratio of counts from cells incubated
with PSA over counts from nonstimulated cells. Nonstimulated cells had about
190 to 250 counts per minute.
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observation that no substantial degradation of liposomes
occurred when, in control experiments, the emulsion
samples were prepared by vortex-mixing. As expected, none
of the latter emulsions was stable regardless of the lipo-
somal phospholipid concentration (Figure 3). However, its
possible that the slight increase in the release of glucose
with time (Figure 9B) could be due to diffusion from the
remaining intact liposomes. Alternatively, the glucose could
be released by Brownian motion induced collision of oil
droplets with intact liposomes resulting in the destruction
of the liposomes.

The partial degradation of liposomes in the emulsions
(Figure 9A) donated phospholipid molecules that provided
partial or complete emulsification of the oil. Phospholipids,
which form the bulk phase of liposomes, have been clas-
sically viewed as being particularly effective as emulsifiers
for oil-in-water emulsions.24 The photomicrographs shown
in Figure 8 support the view that emulsification of lipo-
somes with the oil was more effective with increasing the
proportion of liposomes, with subsequent reduction of the
size of the oil drops. The mean values of the particle
diameters of the emulsion containing 25, 50, and 125 mM
phospholipid were 12.5, 2.5, and 0.625 µm, respectively.
These values were obtained by measurement of the oil
droplets. The tiny continuous dots coating the oil droplets
could be part of the phospholipid monomolecular layers at
the interface which have been reported to impart a
significant steric stabilization to the emulsion droplets.25,26

The protective effect of phospholipid monolayers against
coalescence and coagulation would be quite analogous to
the reported repulsive forces arising from purely osmotic
and finite-volume restricting effects of compressed coils of
polymer-covered surfaces.27,28

The integrity of liposomes is a critical aspect of the
vaccine formulation because, as demonstrated by some
reports,29-31 ingested liposomes provide intracellular tar-
geting in phagocytic cells, with distribution of the liposomal
antigen both to the cytoplasm and Golgi apparatus via the
major histocompatibility (MHC) class I antigen presenta-
tion pathway and to low pH compartments. Despite the
partial degradation of liposomes in the emulsions, the data
showed that both PSA-liposomes formulated in emulsions
and nonemulsified PSA-liposomes exhibited a comparable
immunostimulating activity with regard to induction of not
only antibody titers (Figure 10), but also antigen-specific
lymphoproliferative responses (Figure 11) in mice. The
relative differences observed in both responses were not
statistically significant. Although the three liposomal
emulsion formulations tested, which were administered to
mice immediately after manufacture, had different degrees
of stability in vitro, they exhibited comparable immuno-
genic properties in vivo (Figure 11). Similar results were
reported on the adjuvant activity of o/w emulsions stabi-
lized by a combination of Tween 80/Span 80 surfactants
and for which the degree of stability did not affect antibody
response as long as an emulsion was formed; stable
emulsions were as effective as unstable ones.32 Moreover,
experiments are currently underway to examine the influ-
ence, if any, of the degree of stability of o/w liposomal
emulsions on their immunogenic properties.

Overall, the data presented in this work show that
emulsification of liposomes with mineral oil resulted in the
formation of o/w liposomal emulsions containing a sub-
stantial number of intact liposomes that could still exhibit
some immunostimulating activity in mice. These results
are very encouraging for examining further biochemical
and immunogenic properties of the emulsified o/w liposo-
mal formulation and its extension to other vaccines.
Further experiments will address the effect of oil concen-
tration, the nature of the antigen, and the integrity of the

liposomes as well as the degree of stability of the emulsion
on the quality of the immune response generated by these
formulations. Because oil emulsions induce predominantly
humoral immunity7-10 through their capacity to concen-
trate and orient antigens on oil droplets for effective
delivery to cells of the immune system,33,34 and liposomes
are known as the best carriers for cell-mediated immune
responses3,4 through the MHC class I pathway,29-31 com-
bination of both mechanisms in a single vaccine could lead
to a synergistic adjuvant effect.35,36 The PSA-liposomal
vaccine formulated in the emulsion has exhibited the
highest immunostimmulating activity for induction of
antibody titers and antigen-specific lymphoproliferative
response in current clinical trials of prostate cancer pa-
tients (unpublished data).
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Abstract 0 Studies on transcellular transport across epithelial cell
layers are performed mostly by discontinuous sampling of the
transported compound. This has several drawbacks, e.g., it gives
disturbances in volume, it limits the time-resolution, and is often
laborious. In this report we introduce a method to measure transepi-
thelial transport of fluorescent compounds continuously. The time-
resolution is at the (sub)minute scale, allowing the measurement of
the change in transport rate before and after transport modulation.
We will describe how we used the method to measure transcellular
and paracellular transport. For highly membrane-impermeable com-
pounds, the paracellular transport and the regulation of the tight
junctions was studied in wild-type and MDR1 cDNA transfected
epithelial canine kidney cells (MDCKII). The effect of the multidrug
transporter P-glycoprotein (Pgp) on the transepithelial transport was
studied. Addition of the Pgp inhibitor SDZ PSC 833 showed a
modulation of the idarubicin (IDA) and daunorubicin (DNR) transport,
which was larger during transport from the basolateral to the apical
side than in the reverse direction. By modeling the transepithelial
transport, we found that in these cells Pgp had more effect on the
basolateral to apical transport than vice versa, which can be attributed
to a relatively large passive permeation coefficient for the cellular
basolateral plasma membrane.

Introduction
Compartmentalization is important for multicellular

organisms’ functioning, so that the different biochemical
tasks necessary for life are performed in the proper place
under the proper conditions. The barriers between such
compartments are often such that only regulated biochemi-
cal transport and communication can take place between
the different compartments. Examples of such barriers are
the epithelial cells in the gut and the endothelial cells of
the blood-brain barrier.1-4 Characteristic for these cell
layers is that a-specific transport can hardly take place,
due to the architecture of these layers. Tight junctions
connect neighboring cells firmly to each other and hardly
leave any (paracellular) space between the cells. Thereby
a barrier is created with high transepithelial electrical
resistance (TER) that is highly impermeable for most
hydrophilic compounds.5-8 Specific transporters and car-
riers regulate the transport of this class of compounds
across these barriers.6,8 For lipophilic compounds, which
are able to passively diffuse across the cellular plasma
membrane, epithelia and endothelia are often equipped

with specialized proteins that regulate the transcellular
transport (through the cells) of this class of compounds.
An important example of such a transporter is P-glycopro-
tein (Pgp)9-11 which functions as an ATP-dependent mul-
tispecific cellular drug efflux pump. Pgp was discovered as
a transmembrane protein that induced cellular multidrug
resistance (MDR),11 i.e., resistance against several different
anticancer drugs, e.g., daunorubicin (DNR), vincristine,
taxol. However, not only are some anticancer drugs sub-
strates, but many other types of compounds also interact
with Pgp, e.g., cardiac drugs (verapamil, diltiazem), im-
munosuppressors (cyclosporins) and anti-AIDS drugs.12,13

Epithelia and endothelia, with MDR1 Pgp localized in their
apical plasma membrane, are found at several strategic
sites in the body. Examples of such sites are the endothelial
cells of the blood-brain and the blood-testes barrier and
the epithelial cells lining the gut, where Pgp mediates drug
transport out of the brain, the testes, and the body,
respectively.13-16

Much knowledge on transepithelial transport has come
from in vivo studies. However, ethical constraints limit the
type of experiments that can be conducted in vivo. Also,
because of the complexity of the multicellular organisms,
it is often difficult to pinpoint which phenomena are related
to specific molecular processes. In vitro models simulate
the in vivo situation and do not have these drawbacks.
Until now transepithelial transport has been measured
discontinuously in time, mainly by measuring either the
amount of substrate (mostly radioactively labeled, or
fluorescent) transported from the apical to the basolateral
(A to B) side of the cells (or vice versa) or by measuring
the TER.17-20 By combining knowledge of the study of
MDR,21,22 the use of fluorescence for detection, and the
experience in developing in vitro techniques,23,24 we devel-
oped a technique that can be used to study transepithelial
transport continuously. The method makes use of com-
mercially available plasticware and a fluorometer, equip-
ment present in most biochemical laboratories. The method
detects the transport of fluorescent substrates on-line, it
has a high time-resolution, and effects of transport modu-
lators can be studied within one experiment, thereby
reducing the number of parameters that may give rise to
errors.

With the method we successfully studied transepithelial
transport in several different cell lines (Caco-2, LLC-PK1,
and MDCKII). Here we describe how the technique is
performed, and we report results obtained with the epi-
thelial Madin-Darby canine kidney cell line MDCKII. We
applied the method to carry out two types of experiments:
(1) experiments in which the regulation of the tight junction
is studied and (2) experiments in which the control of Pgp
on the transepithelial transport is studied. Using a 70 kDa
plasma membrane-impermeable fluorescein isothiocyanate-
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labeled dextran (FITC-dextran) or the highly negatively
charged organic anion calcein (Cal), the paracellular trans-
port (through the space between the cells) was studied, both
in the wild-type MDCKII cells and the MDR1 cDNA
transfected MDCKII-MDR1 cells. The influence of Pgp on
the transcellular transport (involving the plasma mem-
brane) was studied in the MDCKII-MDR1 using the
membrane-permeable, fluorescent anticancer drugs dauno-
rubicin (DNR) and idarubicin (IDA). While highly similar
in chemical structure, these anthracyclines differ in their
lipophilicity and membrane permeability, with IDA being
more lipophilic than DNR. For both DNR and IDA, the
transport from the basolateral to the apical (B to A)
compartment and vice versa (A to B) and the effect of Pgp
inhibition were studied. A drug transport model was
developed to explain the differences in kinetics that were
observed.

Experimental Section
ChemicalssVerapamil (Vp), diltiazem (Dil), calcein (Cal),

fluorescein isothiocyanate labeled dextran (FITC-dextran) (MW
) 70 kDa), 2-deoxy-D-glucose (deoxyglucose), and digitonin were
obtained from Sigma (St. Louis, MO). DNR and IDA were from
Farmitalia Carlo Erba (Brussels, Belgium). SDZ PSC 833 was
obtained from Novartis (Basel, Switzerland). Cell culture media
and supplements were obtained from Flow (Irvine, UK), and
culture plastics from Nunc (Roskilde, Denmark). Fetal calf serum
(FCS) was from Gibco (Paisley, UK), 4-(2-hydroxyethyl)-1-pipera-
zine ethanesulfonic acid (HEPES) was from Serva (Heidelberg,
Germany), and sodium azide (NaN3) and ethylenediaminetet-
raacetic acid (EDTA) were from Baker Chemicals (Deventer, The
Netherlands). Sodium penicillin G was from Yamanouchi (Lei-
derdorp, The Netherlands), and streptomycin sulfate was from
Radiumfarma-Fisiopharma (Italy). Microporous polycarbonate
membrane inserts (transwell No. 3413) with a pore size of 0.4 µm
and a diameter of 6.5 mm were from Corning Costar (Badhoeve-
dorp, The Netherlands). Plastic fluorescence cuvettes were from
Falcon (Leiden, The Netherlands).

Cell Culture and MediasMDCKII cells, wild-type and MDR1
cDNA transfected (MDCKII-MDR1),25 were obtained from Drs.
Evers and Borst (NKI, The Netherlands) and cultured as previ-
ously described.18 Cells were cultured in a cell incubator in
humidified air (supplemented with 5% CO2) at 37 °C, in DMEM
with 20 mM HEPES (pH 7.4), supplemented with 7.5% heat-
inactivated FCS, and penicillin (0.05 mg/mL) and streptomycin
(0.1 mg/mL). For the transepithelial transport experiments, the
cells were seeded on transwell membrane inserts (transwell vial)
at 2500 cells/mm,2 and the medium was refreshed every day.
Confluency of the cell monolayer on the microporous membrane
was monitored by measuring the transepithelial electrical resis-
tance (TER) using a Millicell electrical resistance meter (Millipore).
On the basis of this measurement, the cells could be used for
transport assays between day 3 to 6, when TER values were
between 600 and 300 Ω‚mm2 and approximately 80-90 × 103 cells
were present on the microporous membrane.

Experimental SetupsA transwell vial with cells grown to
confluency was placed in a fluorescence cuvette. To fit a transwell
vial (Costar), the cuvette was composed of a well of a 24-well
polystyrene plate (Costar) placed on top of a polystyrene fluores-
cence cuvette (Falcon). A square, with the inner measurement of
the cuvette, was taken out of the bottom of the 24-well plate well,
creating a free opening between the cuvette and the well (see
Figure 1). The cuvette was placed in a thermostated cuvette holder
equipped with a magnetic stirrer, the latter situated under the
cuvette holder. After each experiment the cuvette was cleaned and
sterilized with ethanol for reuse. The medium in the lower
compartment (cuvette) was stirred with a Teflon-coated magnetic
stirrer bar. The medium in the upper compartment (transwell vial)
was stirred with a small Teflon stirrer, attached to a small 24 V
electric motor. The motor was attached to a metal plate with a
free space fitting the top of the cuvette (see Figure 1). This ensured
that the motor was placed properly. The Teflon stirrer speed was
controlled at 100-150 rpm. During the experiments 3100 µL
medium was present in the cuvette and 250 µL in the transwell

vial. Transport experiments were performed in medium A with
1% FCS. Medium A is a phosphate-buffered saline (PBS) based
medium supplemented with essential amino acids for MEM (Flow)
with 5.5 mM glucose, 4 mM L-glutamine, and 20 mM HEPES,
without bicarbonate (pH 7.4). To remove dust particles, which gave
extra background noise during the transport measurements, the
medium was filtered (0.22 µm, Millipore).

The detection was most sensitive when fluorescent compounds
were added to the transwell vial (upper compartment), and the
appearance of the substrate was monitored in the cuvette (the
lower compartment). To measure transport from the apical to the
basolateral side of the cells (A to B), cells were seeded in the
transwell insert. After attachment and growth of the cells, with
the basolateral side facing the microporous membrane, the tran-
swell vial was suited to measure transport from A to B. To measure
the reversed process, transport from B to A, cells were grown
“reversed”, at the opposing side of the microporous membrane. In
Figure 2 the difference between both ways of growing the cells is
illustrated. Before seeding, the transwell was placed in a beaker
filled with (15 mL of growth medium. The transwell was placed
upside down, in such a way that there was no air present under
the membrane. Then a plastic (polyethylene) supportive ring,
which loosely fitted the transwell, was placed around the transwell
and approximately 5000 cell/mm2 were brought within the sup-
portive ring. After 1 day the supportive ring was removed, and
confluency was checked by measuring the TER.

Transepithelial Efflux Experiments and Calculationss
Just before the start of the transepithelial transport experiment
the cells were washed with medium A (at 37 °C), and the growth

Figure 1sSchematic drawing of the experimental measurement setup. The
cuvette used for the transepithelial experiments was composed of two parts:
(1) a 24-well plate well on top of (2) a plastic fluorescence cuvette. The medium
in the cuvette had a volume of 3100 µL and that in the transwell vial 250 µL.
A Teflon stirrer driven by a 24 V electric motor stirred the medium in the
transwell vial and a magnetic stirrer bar that in the cuvette. Transepithelial
transport was monitored by measuring the fluorescent substrate (added to
the transwell vial) that appeared in the cuvette.

Figure 2sNormal and “reversed” growth of cells on a microporous membrane
is illustrated. The left panel shows how cells are normally grown. The transwell
vial is hanging in a 24-well plate well, and the cells are grown at the inside
of the transwell vial. The right panel shows the “reversed” growth. Now the
transwell vial is turned upside down and is completely immersed in growth
medium. A polyethylene ring is placed over the transwell vial creating a
compartment in which cells can be seeded.
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medium was replaced by medium A supplemented with 5% FCS
and antibiotics. Then the transwell vial was placed in the cuvette,
and the fluorescent substrate was added to the transwell vial. The
fluorescence in the cuvette was measured on a computer-controlled
fluorometer (FluoroMax, SPEX Industries, Edison, NJ) at excita-
tion and emission wavelengths of 480 and 590 nm for DNR and
IDA and 480 and 525 nm for Cal and FITC-dextran. At the end of
the experiment both the cells (with 25 µM digitonin) and the
microporous membrane (mechanically) were disrupted, and then
the equilibrating fluorescence (Feq) was measured, which was used
for calibration. The normalized fluorescence (Fn) was calculated
according to Fn ) (F - Fb)/(Feq - Fb), with F ) measured
fluorescence and Fb ) background fluorescence. From this normal-
ized trace, representing the normalized increase in fluorescence
in time (∆Fn/∆t), the flux (J) in pmol/min‚cm2 was calculated using
J ) (∆Fn/∆t)CTVTVC(VT + VC)-1A-1, in which CT ) the applied
concentration at the start of the experiment; VT ) volume of the
medium in the transwell vial; VC ) volume of the medium in the
cuvette; A ) surface (0.33 cm2). (Note: the substrate is diluted in
VC (VC . VT), and therefore backflux from the cuvette compart-
ment is neglected.) Dividing J by CT gives the permeability (k)
(length‚time-1).17Alternatively,thepermeationcoefficient(volume‚time-1‚number
of cells-1) may be calculated when reference is made to the amount
of cells instead of surface.23,24

Octanol/Water Partition CoefficientsThe octanol/water
partition coefficient is the ratio of the anthracycline concentration
in the octanol phase divided by that in the water () phosphate-
buffered saline (PBS)) phase at equilibrium. The ratio was
determined at ambient temperature (20-25 °C), by adding 750
µL octanol to 750 µL of a 10 µM anthracycline solution prepared
in PBS (pH 7.3). The two phases, which do not mix, were then
vigorously shaken for 1 min and centrifuged to separate both
phases again. Aliquots of 25 µL of both phases were separately
dissolved in 150 µL ethanol (70% solution in water) in a 96-well
plate. To obtain an equal medium composition in all the wells, 25
µL PBS was added to the wells containing the 25 µL octanol
anthracycline solution, and 25 µL octanol was added to the wells
containing the PBS anthracycline solution. The fluorescence of the
plate was determined on a Spectrafluor plate reader (Tecan,
Austria), using an excitation filter of 492 nm and an emission filter
of 595 nm. After background correction, the octanol/water partition
coefficient was calculated by the fluorescence of the octanol phase
divided by the fluorescence of the water phase.

A Model for Transepithelial Drug TransportsA biomath-
ematical transport model was developed to describe transepithelial
transport and the effect of Pgp inhibition by SDZ PSC 833 for
transepithelial drug transport from A to B and vice versa. Figure
3 shows a schematic presentation of epithelial cells, with CA )
the apical compartment concentration; Ci ) the intracellular
concentration; and CB ) the basolateral compartment concentra-
tion. The paracellular flux is the concentration in the transwell
vial times the paracellular permeation coefficient kp (per unit

surface). The passive plasma membrane flux over the apical
membrane is the difference between CA and Ci times the passive
permeation coefficient of the apical membrane kA (per unit
surface). Similarly, the passive flux across the basolateral mem-
brane is the difference between CB and Ci times the passive
permeation coefficient of the basolateral membrane kB (per unit
surface). Pgp is expressed at the apical side of the cell. The Pgp-
mediated transport rate (vPgp) is supposed to follow Michaelis-
Menten kinetics:

with KM ) the Michaelis constant and Vmax ) the maximum
transport rate. When Ci , KM, eq 1 can be simplified to

For the transport from A to B, RAfB is defined as the transepi-
thelial flux after inhibition (J-Pgp) divided by the transepithelial
flux before inhibition (J+Pgp):

At quasi-steady-state (either with or without Pgp transport),
the flux across the apical membrane () CokA - CikA) equals the
flux across the basolateral membrane () CikB) and RAfB can be
described in terms of the fluxes across the basolateral membrane
plus the paracellular flux. Then eq 3 becomes

with Ci ) the free intracellular concentration in the presence of
SDZ PSC 833 and Ci′ ) the free intracellular concentration in the
absence of SDZ PSC 833. (Note that since DNR is strongly diluted
in the cuvette compartment the backflux into the cells is ne-
glected.)

In the quasi-steady-state (dCi/dt ) 0) the intracellular concen-
tration is constant and is determined by the influx from the apical
compartment and the efflux out from the cellular compartment,
which gives

The possibility that the “unstirred” cytosol acted as an ad-
ditional barrier was neglected. Based on Fick’s first law of
diffusion, a diffusion coefficient at 37 °C of 4 × 10-6 cm2/s, and an
average diffusion path length of 5 × 10-6 m, it can be calculated
that for the examples mentioned the cytosol forms less than 5%
of the total resistance () the reciprocal permeability) of the cell
monolayer. When eq 5 is rewritten, the equation for the intrac-
ellular concentration evolves to:

Equation 6 gives the equation for the intracellular concentration
when Pgp is active. When Pgp is inactive (Vmax ) 0), the last term
in the denominator is zero. Substitution into eq 4 and dividing by
(CAkB) gives the equation for the SDZ PSC 833 induced slope
change in terms of kA, kB, kp, and Vmax/KM:

An equation for RBfA, defined as the flux without SDZ PSC 833

Figure 3sSchematic presentation of an epithelial cell monolayer and the
different transport components. Tight junctions are indicated. Pgp is localized
in the apical plasma membrane and is modeled using Michaelis−Menten
kinetics. The free substrate concentrations in the different compartments are
defined as CA, the apical compartment concentration; Ci, the intracellular
concentration; and CB, the basolateral compartment concentration. Passive
plasma membrane transport across the apical membrane is dependent on CA

and Ci and proceeds with a first-order rate constant kA. Similarly, passive
transport across the basolateral membrane takes place, depending on CB

and Ci, and proceeds with a first-order rate constant kB.
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divided by the flux with SDZ PSC 833, can be derived in a similar
way as was done for RAfB. RBfA is given by

Ci and Ci′ are now given by

Substitution of eq 9 into eq 8 gives the equation for RBfA:

Results and Discussion
Transport with and without Cells on the Mi-

croporous MembranesFigure 4 shows the transport of
daunorubicin (DNR) with and without cells present in the
transwell vial. Without cells the DNR transport is much
faster than with cells on the microporous membrane.
Without cells on the membrane, the influence of stirring
or not stirring of the upper compartment was clearly
reflected in the transport rate after turning the stirrer on
and off (data not shown). With cells on the membrane this
effect was hardly visible for DNR transport, indicating that
diffusion in the transwell compartment was not limiting
for the transepithelial transport of DNR. To ensure good
mixing of a broad range of compounds, the medium was
always gently stirred.

After adding DNR to the transwell compartment with
cells on the membrane, a lag time of approximately 30 min
was first observed. Thereafter the transport rate became
virtually constant. During the lag time, the intracellular
free DNR concentration increases until the cellular influx
of DNR equals the cellular efflux from the cells. When this
is the case, both the transepithelial transport and intrac-
ellular free drug concentration stay constant and are at
quasi-steady-state. For the DNR transport in wild-type and
MDR1 cDNA transfected MDCKII-MDR1 cells, this quasi-
steady-state continued for at least 2 h. From ∆Fn/∆t (see
Figure 4) at quasi-steady-state the permeation coefficient
in cm/min was determined (see Experimental Section). For
the DNR transport from A to B the transepithelial perme-
ation coefficients were 0.67 ( 0.05 (×10-3) cm/min for the

wild-type MDCKII cells and 0.44 ( 0.3 (×10-3) cm/min for
the MDCKII-MDR1 cells (Table 1). The increased expres-
sion of Pgp in the apical25 membranes of the MDCKII-
MDR1 cells, after transfection of wild-type cells with the
MDR1 cDNA, led to a lower A to B transepithelial transport
rate compared to the untransfected MDCKII cells (due to
backward pumping to A).

Paracellular TransportsTo investigate the tightness
of the monolayers, the transport of the plasma membrane
permeable DNR was compared with that of highly plasma-
membrane-impermeable compounds. Figure 5 shows the
A to B transport of the organic anion calcein (Cal), the
bulky compound FITC-dextran (70 kDa), and DNR for the
MDCKII cells. Table 1 presents the transepithelial per-
meation coefficients for the wild-type and the MDCKII-
MDR1 cells for the transport from A to B. The transepi-
thelial transport of Cal for the MDCKII-MDR1 cells is
approximately 4 times faster than for the wild-type cells.
For FITC-dextran the transepithelial permeation for the
wild-type cells was approximately 2 times slower. Why
there are these differences between the two lines is not
clear. It cannot be explained by differences in TER values
of the batches of cells that were used since these were
comparable. Possibly components cotransfected or the
MDR1 gene itself causes this difference in the epithelial
permeability. More certainty about this may be obtained
by a detailed mechanistic study, but this does not lie within
the scope of this study.

To show the tightness of the cell monolayer, the effect
of opening the tight junctions by the calcium chelator
EDTA8,27 was studied. Figure 6 shows the effect of EDTA
on the transepithelial transport of FITC-dextran. After a
constant flux was observed, EDTA was added as indicated
in the figure. A lag time of ∼15 min after the EDTA
addition was observed, and then the increased transport
rate became constant. The inset shows transepithelial
transport during the transition from closed to opening of
the tight junctions in more detail.

From the constant fluxes before and after addition of
EDTA, transepithelial permeation coefficients were calcu-
lated. Table 2 gives the transepithelial permeation coef-

Figure 4sDNR (2 µM) transport from the upper to the lower (cuvette)
compartment (a) without cells and (b) with MDCKII cells grown on the
microporous membrane.
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Table 1sTransepithelial Transport for MDCKII-MDR1 Cells

Direction
MDCKII-MDR1
(×10-3) cm/min

MDCKII
(×10-3) cm/min

DNR A to B 0.44 ± 0.3a 0.67 ± 0.05
Cal A to B 0.17 ± 0.01 0.04, 0.07
FITC-dextran A to B 0.04 ± 0.02 0.02, 0.01

a Data are given as the mean ± SD of at least three experiments or stated
otherwise.

Figure 5sComparison of (a) DNR (2 µM), (b) Cal (0.4 µM) and (c) FITC-
dextran (8 µM) transport across MDCKII wild-type cells grown on microporous
membranes. Fluorescent compounds were added to the upper compartment,
and transport from the apical to the basolateral side of the cells was measured
by monitoring the fluorescence in the cuvette. Representative traces are shown.
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ficients for FITC-dextran, DNR, and IDA for the transport
from A to B and vice versa, both in the presence and
absence of EDTA. DNR and IDA were used because they
are highly similar in chemical structure, but differ in
lipophilicity. The difference in lipophilicity was measured
by their octanol/water partition coefficient. The partition
coefficients were 16.6 ( 0.2 for IDA (mean ( SEM; n )3)
and 4.9 ( 0.1 for DNR. The IDA transepithelial transport
in the presence of SDZ PSC 833 was a factor 2-3 larger
than that of DNR, reflecting the difference in lipophilicity.
In all tested cases the permeability increased after addition
of EDTA. This increase of the paracellular transport
component is expected to be independent of the lipophilic-
ity. It therefore reduces the relative difference between
total transport of DNR and IDA through the cellular layer.
Measurement of transport from A to B showed a slightly
larger permeability for DNR than for IDA. We attribute
this to biological variations between cellular layers. To
partially avoid effects of these biological variations, the
ratio (RTJ) of the fluxes before and after addition of EDTA
was calculated within the same experiment. RTJ is pre-
sented in Table 2 and decreased in the order FITC-dextran
> DNR > IDA. For the hydrophilic compound FITC-
dextran the transepithelial flux was strongly dependent
on the paracellular route, while for the highly lipophilic
IDA, opening of the tight junction hardly influenced the
flux, which is in accordance with what can be expected from
an increase in lipophilicity (comparing DNR and IDA). This
illustrates that the dependence of total transport on the

paracellular transport decreases as the lipophilicity/passive
membrane permeability increases. From the effects of the
tight junctions on the transport, we may conclude that the
cell layers stayed intact under the applied conditions. Note
that the data presented here were obtained with the
MDCKII-MDR1 cells in the presence of SDZ PSC 833 to
inhibit Pgp. Similar results were also found for the
wild-type MDCKII cells and LLC-PK120 cells (data not
shown).

Cellular Control of the Tight JunctionsThe tight-
ness of epithelia and endothelia may be regulated by the
cells in order to control the flux of certain molecules (or
cells).8,9 The mechanism by which EDTA triggers the cells
to open the paracellular transport route is still under
investigation.6,7,26,28 Extracellular calcium and calcium-
dependent protein kinases (PKC) have shown to be directly
or indirectly involved in the tight junction tightness.27,29-31

To show the usefulness of the current method in such
regulations studies, we examined (1) the effect of adding
EDTA to either side of the monolayer and (2) the influence
of ATP-depletion-induced metabolic inhibitors.

Figure 7 (line a) shows the transport of FITC-dextran
and the effect of EDTA added to the apical or to the
basolateral side. Addition of EDTA to the apical side had
no effect. Only when EDTA was present at the basolateral
side, then the tight junction opened and an increased FITC-
dextran transport was observed. These results are similar
to recent observations on the basolateral side specificity
of Ca2+.32,33 Figure 7 (line b) shows the effect of adding an
excess of both the nonmetabolizable deoxyglucose (6 mM)
and the respiratory inhibitor NaN3 (10 mM), added to both
compartments, on the FITC-dextran transport. It can be
seen that addition of NaN3/deoxyglucose caused an instant
increase in the background fluorescence, which may be
related to the yellowish color. Looking at the fluxes, it can
be seen that the ATP-depletion itself did not affect the
FITC-dextran transport rate. However, under these condi-
tions EDTA did not open the tight junctions anymore.
Similar results were also obtained for LLC-PK1 cells both
measuring the transepithelial transport and measuring the
TER (data not shown). This strongly suggests that the
effect of EDTA on the tight junctions is ATP-dependent and
most probably involving ATP dependent phosphorylation
mechanisms.31,34-36 However, at this point we cannot
exclude direct interactions between deoxyglucose or NaN3

Figure 6sThe effect of binding the extracellular calcium with EDTA (2 mM)
on the transport FITC-dextran (8 µM) across MDCKII-MDR1 cells. FITC-dextran
was added to the upper compartment, and the transport from the apical to
the basolateral side of the cells was measured by monitoring the fluorescence
in the cuvette. The inset shows the transition from closed to open tight junctions
in more detail (85 to 115 min). The traces are representative for at least
three experiments.

Table 2sPermeation Coefficients: The Effect of Opening of the Tight
Junctions (TJ) for MDCKII-MDR1 Cells

direction
controlb

(×10-3) cm/min
TJ open with EDTAb

(×10-3) cm/min RTJ
c

DNR B to A 0.8 ± 0.4a 2.9 ± 1.0 5.3 ± 2.6
IDA B to A 1.6 ± 0.2 2.1, 2.9 1.3, 1.7
DNR A to B 0.7 ± 0.3 4.0 ± 1.1 5.3 ± 1.7
IDA A to B 2.2 ± 0.9 2.4, 2.9 0.9, 1.1

FITC-dextran both 0.04 ± 0.02 0.5 ± 0.2 13.1 ± 4.7

a Data are given as the mean ± SD of at least three experiments or stated
otherwise. b SDZ PSC 833 (5−20 µM) was present to inhibit Pgp. c Please
note that RTJ cannot be derived from the first two columns, because RTJ was
calculated from individual (paired) data.

Figure 7sSpecificity of the EDTA effect on transepithelial transport of FITC-
dextran (8 µM) of MDCKII cells. (a) Effect of adding EDTA apically or
basolaterally. As indicated, EDTA (2 mM) was first added to the apical side
and then to the basolateral side. (b) Effect of ATP-depletion by the addition
of deoxyglucose (6 mM final concentration) and NaN3 (10 mM final
concentration) on the EDTA effect. Deoxyglucose and NaN3 were added to
both the apical and basolateral compartments. Thereafter, EDTA (2 mM) was
added (apically and basolaterally). The traces are representative for at least
three experiments.
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and EDTA. These experiments show that our system can
be useful for further elucidating mechanisms of paracel-
lular transport. This application shows that the method
can be useful to study (1) compounds that diffuse rapidly
(e.g., when the tight junctions are open) and (2) modulators
that induce rapid changes (in the minute time range) in
the transepithelial transport.

Effect of Pgp on Transepithelial DNR and IDA
TransportsThe apical localization of Pgp results in a
decreased flux from A to B and an increased flux from B
to A. Consequently, inhibition of Pgp will lead to an
increase in transepithelial flux from A to B and to a
decrease from B to A. To be able to perform experiments
in which Pgp can be modulated, three Pgp inhibitors,
verapamil (Vp), diltiazem (Dil), and SDZ PSC 833, were
tested for their effect on the paracellular transport of FITC-
dextran across MDCKII-MDR1 cells. At concentrations
needed to rapidly inhibit Pgp, Dil (>0.5 mM) and Vp (>200
µM) increased the FITC-dextran transport (not shown). Pgp
inhibitor SDZ PSC 833 (1-25 µM) did not influence the
FITC-dextran (and Cal) transport and was used for further
study of the effect of Pgp inhibition on the transepithelial
transport of DNR and IDA. Figure 8 shows the transepi-
thelial transport using the MDCKII-MDR1 cells for DNR
(Figure 8a) and IDA (Figure 8b) for transport from A to B
and vice versa. After the quasi-steady-state was reached,
the effect of Pgp inhibition was measured by adding SDZ
PSC 833 (5 µM) to both compartments, as is indicated in
Figures 8a and 8b. The addition of SDZ PSC 833 to the
cuvette gave rise to an increase of the background fluo-
rescence, due to the weak fluorescence of SDZ PSC 833.
In later experiments it was found that addition of 5-20
µM SDZ PSC 833 only to the transwell compartment was

sufficient to inhibit Pgp with a lower disturbance of the
background signal. After the addition of SDZ PSC 833, the
transepithelial flux changed slowly and stabilized after
approximately 30 min. In the case of A to B transport, the
flux increased, and in the case of B to A transport, the flux
decreased (Figure 8; Table 3). From the fluxes at quasi-
steady-state, the transepithelial permeation coefficients
were calculated, which are presented in Table 3. To be able
to compare the effect of Pgp inhibition for the different
compounds, the effect of SDZ PSC 833 was quantified by
the ratio of the fluxes before and after Pgp inhibition. This
ratio was called the SDZ PSC 833-induced slope change
(R). To be able to compare R for the transport from A to B
and vice versa, the R was defined as the larger slope
divided by the smaller slope. Table 3 shows the obtained
SDZ PSC 833-induced slope changes. For FITC-dextran,
addition of SDZ PSC 833 did not lead to change in the flux.
For IDA and DNR, addition of SDZ PSC 833 led to changes
in the transepithelial fluxes. Moreover, it was found that
for both IDA and DNR the effect of Pgp inhibition was
largest for the transport from B to A.

Comparison of Experimental Data with the Models
To seek an explanation for the difference in effects of SDZ
PSC 833 on the transport from A to B and vice versa, a
biomathematical transport model was developed (see Ex-
perimental Section). Figure 3 shows a schematic presenta-
tion of an epithelial monolayer. Using eqs 7 and 10, which
describe R for transport from A to B (RAfB) and from B to
A (RBfA), respectively, the theoretical differences between
the transport from the A to B and transport vice versa were
studied for nonsaturating conditions. Figure 9a shows a
simulation of the relationship between R and the Pgp
concentration (∼Vmax/(KMkA)). In this simulation the pas-
sive permeation coefficients were kept constant and equal.
The figure shows a linear relationship between the Pgp
concentration and RAfB. A nonlinear relationship was
found for RBfA. In the lower range (Vmax/(KMkA) , 1) RBfA
increases almost linearly with increasing Pgp concentra-
tion. At values of Vmax/(KMkA) > 1, RBfA goes to a plateau
and Pgp loses control over the transepithelial flux. The
latter can be explained by the high Pgp activity, resulting
in Ci values approaching zero and the basolateral mem-
brane getting more and more in control of the transcellular
flux. In the extreme case Pgp completely clears the cell of
almost all drug, while the transcellular flux becomes equal
to the flux across the basolateral membrane () CBkB).
When also paracellular transport is taking place, R de-
creases (dashed lines Figure 9a) and RAfB seems to be more
affected by the paracellular flux than RBfA. The simula-
tions in Figure 9a show that in general one may expect
that Pgp has a higher control over the transport from A to
B than vice versa, which seems in contradiction with our
experiments. However, kB and kA may not be equal for
these cells. Figure 9b shows the relationship between kB/
kA and both RBfA and RAfB. At low ratios of kB/kA, RAfB is
larger than RBfA; however, at higher ratios of kB/kA (>2)

Figure 8sSDZ PSC 833 modulation of (a) the DNR (2 µM) and (b) the IDA
(2 µM) transepithelial transport across MDCKII-MDR1 cells. The effect of SDZ
PSC 833 was measured for the transport from A to B and from B to A, as
indicated. After reaching the quasi-steady-state, SDZ PSC 833 (5−20 µM)
was added to the cells to inhibit Pgp. The traces are representative for at
least three experiments.

Table 3. sPermeation Coefficients: the Effect of SDZ PSC
833-Induced Pgp Inhibition for MDCKII-MDR1 Cells

direction
control

(×10-3) cm/min
with SDZ PSC 833

(×10-3) cm/min Rb

DNR B to A 2.6 ± 1.0a 0.8 ± 0.4 3.7 ± 1.4
IDA B to A 3.8 ± 1.3 1.6 ± 0.2 2.4 ± 0.6
DNR A to B 0.44 ± 0.3 0.7 ± 0.3 1.6 ± 0.5
IDA A to B 1.4 ± 0.5 2.2 ± 0.9 1.5 ± 0.2
FITC-dextran both 0.04 ± 0.02 0.04 ± 0.02 1.1 ± 0.3

a Data are given as the mean ± SD of at least three experiments. b Please
note that R cannot be derived from the first two columns, because R was
calculated from individual (paired) data.
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the situation is reversed and RBfA becomes larger than
RAfB. When the paracellular transport of DNR and IDA
are approximately equal to the transepithelial transport
of Cal, then the paracellular transport will make up 10-
30% of the total transepithelial transport of DNR and IDA.
Introducing a paracellular flux in the model leads to an
overall decrease of the ratios (dashed lines Figure 9b).
However, the crossing of the lines for RAfB and RBfA occurs
at approximately the same kB/kA (range 1.6-2). At kB >
2kA the model predicts similar results as found in the
experiments. Although the relations plotted in Figure 9b
still are dependent on the Vmax/KM, the passive membrane
permeabilities, and the paracellular permeability, these
results show that for both DNR and IDA, kB > kA. On the
basis of our transport data for DNR and IDA, kB will be
approximately 3-7 times larger than kA, and this estimate
tends to be larger for DNR than for IDA. This difference
could be due to the differences in passive membrane
permeation coefficients (Figure 9a).

An explanation for the larger kB may be a larger
basolateral membrane than apical membrane surface. The
simplest model of a cell is a cube, with the tight junction
localized to the top rim of the cells, with 1/6 of the
membrane localized apically and 5/6 localized basolaterally.
However, most epithelial cells contain microvilli at their
apical side and basolateral clefts at their basolateral side,
making it more complicated to compare both surface areas.
A low number of microvilli when compared to basolateral

clefts may also explain our observation. However, different
compositions in lipids or proteins of the apical and baso-
lateral membranes may also explain such differences in
membrane permeabilities. For instance basolaterally lo-
cated transport proteins, like the organic cation transporter
(Oct1),37 may increase the basolateral transport for neutral
as well as for the protonated38 form of DNR and IDA.
Recent studies have shown that such transport proteins
may be involved in the basolateral uptake of organic cations
and are present in renal cell lines.39

In summary, we present here a new method to measure
the transepithelial transport of fluorescent compounds on-
line and at (sub)minute time resolution. It makes use of
commercially available plasticware and a fluorometer,
equipment present in most biochemical laboratories. It is
simple to perform and relatively inexpensive. To reduce the
influence of stagnant layers17 on the transport, the media
in both the apical and basolateral compartments can be
continuously stirred and thermostated. We have shown
that both paracellular and transcellular transport and
modulation of both types of transport can be studied.
Moreover, the paracellular transport studies showed that
the monolayer stayed intact during the experiments (up
to 4 h) and was not disrupted by the stirring of the medium,
which was confirmed by microscopy (not shown). Related
to this point we like to bring up that when the cell
monolayer was already leaky at the beginning of the
experiment (less than 5% of the cases) this became directly
evident from the transport that was observed. Thus the
method allowed us to terminate and discard such experi-
ments. Comparing the fluorescent compounds DNR, IDA,
Cal, and FITC-dextran, we found the highest transepithe-
lial transport rate for the highly membrane-permeable IDA
and the lowest for bulky and membrane-impermeable
FITC-dextran. Site specificity for the EDTA-induced open-
ing of the tight junctions was bound to basolateral side of
the cells, which has also been reported by other groups.32,33

Moreover, we found that adding an excess of metabolic
inhibitors could inhibit the effect EDTA on the tight
junctions. These experiments show that the method can
be useful to study paracellular transport. For the transepi-
thelial transport of DNR and IDA with the MDCKII-MDR1
cells, we found that Pgp inhibition was most effective for
transport form B to A. Modeling showed that this was
possible at kB > 2kA. We estimated that kB was ap-
proximately 3-7 larger than kA. The biomathematical
transport model showed that the effect of Pgp on the
transepithelial transport is dependent on the Pgp concen-
tration and on the ratio of kB/kA. At higher Pgp concentra-
tions and at lower ratios of kB/kA, Pgp gets more control
over the A to B transepithelial transport, but loses control
over the B to A transport. Extrapolation of these results
to the in vivo situation of patients receiving anticancer
drugs such as DNR or other Pgp-interacting drugs suggests
that decreased efflux from the blood or increased influx
from the lumen of the gut by treatment with Pgp modula-
tors can differ quantitatively, depending on the contribu-
tion of transport components for uptake and efflux across
the apical or basolateral membrane. Where there is a
basolaterally localized uptake system involved in the
transport, it may be worthwhile to inhibit this transport,
thereby indirectly reducing the Pgp-mediated excretion.
Moreover, inhibition of Pgp after an intravenous bolus
injection of Pgp substrate drugs may lead to unexpected
differences in clearance from the blood and uptake into the
brain, depending on the (passive) permeation properties
of the drug that is used. Using the method described here,
one may study these properties in greater detail and so
may understand and predict the in vivo situation better.

Figure 9sSimulations of the SDZ PSC 833-induced slope change for the
transport from A to B and from B to A. In (a) Pgp was varied by changing the
dimensionless factor Vmax/(KMkA), while kA and kB were both kept constant at
6.25 × 10-3 cm/min. These relative estimates correspond to those of
moderately multidrug resistant cells.21 (b) Simulation of the dependence R on
the ratio of the basolateral over the apical membrane permeation coefficient
(kB/kA). Vmax/KM was kept constant at 12.5 × 10-3 cm/min; (kB + kA) was set
at 12.5 × 10-3 cm/min, and the ratio kB /kA was varied. In both a and b three
conditions are shown: (1) when there is no paracellular transport (solid lines);
(2) when the paracellular permeability is 10% (long dashes); (3) 30% (short
dashes) of the total transepithelial permeability.
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Abstract 0 A near-infrared spectroscopic method to quantify drugs
or excipients within polymeric matrixes is proposed. Cylindrical implants
were fabricated by a melt-mold technique containing various ratios of
poly(ε-caprolactone) (PCL) and poly(ethylene glycol) (PEG) and various
loadings of lomefloxacin HCl with a constant ratio (70:30 w/w) of PCL/
PEG. Near-infrared (NIR) spectra were obtained on intact sections of
larger implants using a Foss NIRSystems Model 5000 monochrometer
equipped with a Rapid Content Analyzer. Spectral data were treated
with second derivative transformation followed by linear regression
and PLS to obtain correlation with lomefloxacin or PEG content.
Lomefloxacin content was separately determined by UV analysis (287
nm) using a validated extraction procedure. The NIR method was
tested by comparing predicted loadings of test implants with either
theoretical values based on weight (PEG) or with UV analysis results
(lomefloxacin). Second derivative spectral values at particular wave-
length ratios (PEG, 2064 nm/1698 nm; lomefloxacin, 2172 nm/2226
nm and 1824 nm/1862 nm) yielded linear results for PEG or
lomefloxacin content. PEG content determined by NIR spectroscopy
was in excellent agreement with theoretical content. Lomefloxacin
content determined by NIR spectroscopy was also in excellent
agreement with UV analysis. NIR analysis is interpreted through the
use of corresponding mid-infrared spectral data.

Introduction
Polymeric drug delivery systems such as implants and

microspheres are finding widespread use in drug delivery.
Quantitative analysis of excipients or active ingredients
within these dosage forms usually involves destructive
extraction procedures followed by an assay, typically HPLC
or UV spectroscopy. In cases where only small amounts of
drug are available, as in early formulation development,
or in cases where dose uniformity is an issue, a non-
destructive analytical technique would be useful, allowing
subsequent use of the dosage form.

Near-infrared (NIR) spectroscopy is a rapid and nonde-
structive analytical tool which is gaining acceptance in the
pharmaceutical industry as a technique for qualitative and
quantitative analysis. NIR applications in the pharmaceu-
tical industry include qualitative identification of raw
materials,1,2 quantitative analysis of drug content in tablets
and powder blends,3-10 determination of moisture
content,11-16 detection of degradation products within solid
formulations,17 and determination of crystallinity.18 Al-
though quantitative analysis of drugs and excipients has

been demonstrated for intact tablets, NIR spectroscopy has
not been utilized in quantitative analysis of polymeric
dosage forms.

Polymeric dosage forms are often used to provide sus-
tained release of various pharmaceutical entities. When the
polymer acts as a solid matrix, the rate of release may be
controlled by addition of inert, water-soluble excipients
such as poly(ethylene glycol) or sodium chloride. These
excipients rapidly dissolve and release upon exposure to
water, increasing the effective diffusion coefficient and the
release rate of the drug. Because the rate of release is
related to the quantity of these pore-forming excipients as
well as the quantity of drug in the system, it is important
to be able to assess both the quantity and uniformity of
these excipients within a polymeric dosage form. The
application of NIR spectroscopy for quantitation of excipi-
ents and actives within polymeric drug delivery systems
would provide a rapid and nondestructive alternative to
other analytical techniques. This work investigates the use
of diffuse reflectance near-infrared spectroscopy as a
nondestructive analytical tool for quantifying poly(ethylene
glycol) and lomefloxacin hydrochloride within intact poly-
mer implants.

Experimental Section

MaterialssPoly(ε-caprolactone) flakes (Scientific Polymer Prod-
ucts Inc., Ontario, NY), poly(ethylene glycol) 600 NF (Union
Carbide, Danbury, CT, Lot 578269), and lomefloxacin HCl (G. D.
Searle, Skokie, IL., Lot NA007) were used as received. Methylene
chloride (Fisher Scientific, Lot #963694), 0.1 N hydrochloric acid
(Fisher Scientific, Lot #924316-24), and distilled water were used
in the extraction procedure as received. Borosilicate glass dispos-
able culture tubes were used as received for fabrication of
implants.

Poly(E-caprolactone)/Poly(ethyleneglycol)ImplantPrepara-
tionsPoly(ε-caprolactone) (PCL) and poly(ethylene glycol) (PEG)
(0, 5, 10, 15, 20, 25, and 30% w/w) were placed in a 20 mL glass
scintillation vial. The materials were melted by placing the vial
in a water bath at 75 °C. Upon melting, the two phases were
thoroughly mixed with an overhead mixer to ensure uniform
dispersion of PEG within the polymer melt. The resulting disper-
sion was transferred to a 10 mL Becton-Dickenson syringe and
injected into precut 5 mm diameter borosilicate tubes. After cooling
to room temperature, the implants were removed from the tubes
and stored in a vacuum desiccator until use. Implants containing
12.5% and 22.5% w/w PEG were formed using the procedure
described for use in validating the near-infrared standard curve.

Poly(E-caprolactone)/Poly(ethylene glycol)/Lomefloxacin
Hydrochloride Implant PreparationsImplants containing
lomefloxacin HCl were prepared using PCL and PEG 600 at a
constant weight ratio of 70:30. After complete dispersion of PEG
within the polymer melt, powdered lomefloxacin HCl (5, 10, 15,
20, and 25% w/w) was slowly added with continuous agitation from
an overhead mixer to ensure uniform dispersion of drug. The
resulting dispersion was injected into the precut borosilicate tubes,
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† The University of Iowa.
‡ Foss NIRSystems.
§ Current address: Nicolet Instrument Corporation, Madison, WI
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cooled to room temperature, removed from the tubes, and stored
in a vacuum desiccator.

Near-Infrared AnalysissTwo implants from each batch were
selected at random. A surgical scalpel was used to cut two 5 mm
slices from each implant. Each slice was placed on a glass cover
slip and placed in the center of the sample holder using the iris
centering device. Both radial surfaces from each slice were scanned
in reflectance mode from 1100 to 2500 nm using a Foss NIRSys-
tems Model 5000 monochrometer equipped with a Rapid Content
sampler. Reflectance values obtained were relative to that from a
nominally 80% reflective Coors standard ceramic disk. Relative
reflectance values (R′) were transformed by log(1/R′).

Extraction and Chemical Assay for Lomefloxacin Hydro-
chloride ImplantssAfter acquiring NIR spectra, each polymer
slice was weighed and dissolved in methylene chloride (10 mL) in
a 125 mL separatory flask. Hydrochloric acid (1 mM, 50 mL) was
added to the separatory flask, forming two phases. The flask was
shaken thoroughly, and the two phases were allowed to separate.
Upon separation, the aqueous phase (top) was removed and placed
into a 250 mL volumetric flask. This extraction procedure was
repeated four times, and the resulting pooled extracts were diluted
to volume with 1 mM HCL. An appropriate dilution was made
and lomefloxacin quantified by measuring its absorbance at 287
nm using a Hewlett-Packard UV/Vis Spectrophotometer (Model
8450). An extraction efficiency of 99.6%, with a standard deviation
of 0.85% (n ) 3), was determined by separately adding known
amounts of each component of the implant to a separatory flask
and performing the extraction procedure.

NIR Spectral Analysis and Standard Curve Generations
A second derivative transformation of each NIR spectrum was
performed using the NIRSystems Spectral Analysis Software
(NSAS Version 3.50). The software was also utilized to scan the
resulting second derivative spectra to determine a ratio of wave-
lengths which provided high correlation between the second
derivative response and the theoretical PEG content or lomefloxa-
cin content from extraction and UV analysis. A ratio of responses
at two wavelengths was chosen rather than the response at a
single wavelength to correct for baseline shifts. Baseline shifts are
attributable to subtle changes in path length resulting from sample
variations such as surface roughness, changes in sample position-
ing, or changes in sample density. The use of wavelength ratios
has been shown to normalize spectra and yield more reproducible
results.19,20 A standard curve was generated by plotting the second
derivative ratio versus PEG or lomefloxacin HCl content.

Partial least squares (PLS) analysis on second derivative
spectra21 was also performed for comparative purposes. Deriva-
tized spectra have been shown to produce calibration models with
more accurate and reproducible results.22 A PLS calibration
equation was generated using NSAS Version 3.50 and then utilized
to predict lomefloxacin loadings in the validation data set.

Validation Set GenerationsA separate batch of implants
(20% w/w lomefloxacin HCl) was produced using the procedure
described above in order to validate the standard curve generated.
These implants were not used in the generation of the standard

curve. Four implants from this batch were selected at random,
and NIR spectra were obtained on two slices from each implant,
as described previously. Lomefloxacin content was determined
using the extraction and UV assay described above. The lome-
floxacin content determined from the UV assay was then compared
to the calculated lomefloxacin content using the NIR methods.

Statistical AnalysissA paired t-test was employed for com-
parison of lomefloxacin HCl content predicted by the NIR method
and the results from extraction/UV assay. Using the paired t-test,
95% confidence intervals were constructed for the difference in
the lomefloxacin hydrochloride content predicted by the NIR
method and the results from the extraction/UV assay (i.e., NIR
results - UV results). The null hypothesis (Ho) for this test was
that of no significant difference while the alternative hypothesis
(Ha) was that of significant difference. The results of a paired t-test
give an indication of the accuracy of the NIR method compared
with the extraction/UV assay. To perform a more robust statistical
analysis on a small sample set, a nonparametric statistical
analysis (Wilcoxon signed rank test at 95% confidence) was also
employed.23 The results of this statistical test provided a 95%
confidence interval and a p-value which may be used in a manner
similar to that obtained from the parametric paired t-test. An
F-test for sample variance was employed at a 95% significance
level to compare the precision of various NIR methods with the
extraction/UV assay. In addition to the tests described above,
standard error of calibration (SEC) and standard error of predic-
tion (SEP) values were calculated for single wavelength and PLS
models. Statistical analyses were performed on a microcomputer
using MINITAB for Windows (Release 12.1), SAS, Version 6.12
(SAS Institute, Cary, NC), and Microsoft Excel 97.

Results and Discussion
NIR for Determination of PEG Content in PCL/

PEG ImplantssNIR spectra for PCL implants containing
various PEG contents were obtained. To correct for the
baseline shifts apparent in the samples and to amplify
small spectral differences attributable to PEG content, a
second derivative transformation of the NIR spectra was
performed. Using the NSAS software, the spectra were
analyzed to determine a wavelength ratio which best
correlated with the known PEG content. A ratio of the
responses at 2064 nm/1698 nm provided the highest
correlation with PEG content. This region of the second
derivative NIR spectrum is shown in Figure 1. The second
derivative values at 2064 nm correspond well with changes
in PEG content. A standard curve was constructed from
the second derivative ratio of responses at 2064 nm/1698
nm versus the theoretical PEG content (% w/w) of each
implant. The resulting standard curve is shown in Figure
2. The calibration data was analyzed by linear regression

Figure 1sExpanded second derivative NIR spectra for implants containing various poly(ethylene glycol) (PEG) contents. PEG contents from top to bottom at
2064 nm are 0, 10, 20, and 30% w/w PEG 600; the normalizing wavelength (1698 nm) is indicated.
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and excellent linearity throughout the entire range of PEG
loadings (0-30% w/w) was obtained (R2 ) 0.998, SE )
0.0045).

Predicting PEG Content in PCL/PEG Implants
from NIR SpectrasTo test the robustness and accuracy
of the NIR technique for the prediction of PEG content
within a PCL implant, two batches of implants with
theoretical PEG loadings of 12.5% and 22.5% w/w were
prepared. NIR spectra were obtained and a second deriva-
tive transformation was performed. Using the second
derivative of the response at 2064 and 1698 nm and the
standard curve in Figure 2, PEG content was calculated
and compared to theoretical PEG content. Table 1 shows
the PEG content determined by the NIR method is in
excellent agreement with the theoretical content. This
method provides a rapid analytical technique for measuring
PEG content with low relative error (1.2-1.4%) which is
significant for two reasons. First, the technique is nonde-
structive, allowing subsequent use of the implant in other
studies such as stability studies, in vitro/in vivo release
studies, or polymer/excipient interaction studies, etc. Sec-
ond, this technique provides an analytical method for
quantitation of an excipient lacking a UV chromophore.
Typical approaches to quantification of PEG or other
excipients lacking a chromophore rely on methods such as
refractive index detection with HPLC24 or chemical reaction
methods, which are more time-consuming and destroy the
dosage form.

NIR for Determination of Lomefloxacin HCl Con-
tent in PCL/PEG ImplantssNIR spectra for PCL/PEG
implants containing various contents of lomefloxacin HCl
are shown in Figure 3. A second derivative transformation
of the NIR spectra of implants containing lomefloxacin was
performed. The extraction procedure, previously described,
was used to determine lomefloxacin content, and the
results are summarized in Table 2. To determine a wave-
length ratio which provided the best correlation between
the second derivative NIR values and lomefloxacin content
(Table 2), second derivative spectra were analyzed using
the NSAS software. A ratio of the responses at 2172 nm/

2226 nm provided the highest correlation with lomefloxacin
content. This region of the second derivative NIR spectrum
has been expanded in Figure 4A. A standard curve was
constructed from the second derivative ratio of responses
at 2172 nm/2226 nm versus lomefloxacin content deter-
mined from the extraction/UV assay results. The resulting
standard curve, shown in Figure 4B, demonstrates excel-
lent linearity (R2 ) 0.992, S. E. ) 0.036).

In addition to using single wavelength analysis, partial
least squares analysis was performed on second derivative
spectra for comparison. A three-factor calibration equation
was developed with an R2 of 0.998 and a standard error of
0.66.

Predicting Lomefloxacin HCl Loading in PCL/PEG
ImplantssImplants containing approximately 20% w/w
lomefloxacin HCl were produced to test the predictive
ability of the NIR method. NIR spectra and second deriva-
tive spectra were obtained on 5 mm slices of four implants,
as described previously, and subjected to extraction and
subsequent UV assay. The second derivative response at
2172 nm/2226 nm was then used with the standard curve
(Figure 4B) to predict lomefloxacin HCl content. The three-
factor PLS calibration equation was also used to determine
lomefloxacin content using the “Predict Percent” feature
of the NSAS software. Lomefloxacin contents determined
from both NIR methods and the extraction/UV method are
shown in Table 3. These results were statistically analyzed
for significant differences in the accuracy and precision of
the two methods. Results of the statistical analysis are
summarized in Table 4. The paired t-test and Wilcoxon
signed rank test gave 95% confidence intervals containing
zero and p-values greater than 0.05, indicating that results
for lomefloxacin content predicted by NIR were not statisti-

Figure 2sNIR standard curve for poly(ethylene glycol) (PEG) content in poly-
(ε-caprolactone) implants using a ratio of second derivative values (2064 nm/
1698 nm) (R2 ) 0.998, S. E. ) 0.0045).

Table 1sComparison of NIR Predicted and Theoretical PEG 600
Content in Poly(E-caprolactone) Implants

theoretical
content
(% w/w)

predicted content
(% w/w)
(n ) 16)

standard deviation
(% w/w)
(n ) 16)

relative
error
(%)

12.50 12.68 0.31 1.44
22.49 22.76 0.56 1.20

Figure 3sNIR spectra for poly(ε-caprolactone) implants containing various
lomefloxacin HCl contents (% w/w) as indicated on each spectrum.

Table 2sLomefloxacin HCl Content of Calibration Samples As
Determined by the Extraction Procedure with UV Analysis

implant
no.

lomefloxacin HCl
content (% w/w)

implant
no.

lomefloxacin HCl
content (% w/w)

5-1 5.75 15-3 15.04
5-2 5.55 15-4 15.08
5-3 4.62 20-1 19.13
5-4 4.84 20-2 18.92

10-1 10.05 20-3 17.75
10-2 10.25 25-1 25.11
10-3 9.82 25-2 23.83
10-4 9.87 25-3 24.82
15-1 14.80 25-4 24.66
15-2 14.70
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cally different than results from UV analysis in terms of
accuracy. SEC and SEP values (Table 4) for each calibra-
tion model were similar to one another and low in value
(i.e. < 2%), further validating the calibration models. The
NIR calibration models may be compared by means of the
F-test shown in Table 4. While both single wavelength and
PLS methods give results comparable in accuracy to the
extraction/UV method, the PLS method yields more precise
results (p-value > 0.05) than the single wavelength method.

The smaller SEC and SEP values for the PLS model further
verify this result. This finding suggests that PLS models
may be more useful when accurate and precise mean
content is required.

NIR Spectral InterpretationsThe results above dem-
onstrate the utility of NIR spectroscopy for determination
of lomefloxacin HCl within polymer implants. To structur-
ally interpret NIR results, it is advantageous to utilize a
portion of the NIR spectrum unique to the compound of
interest and that is predictable from mid-infrared data.
With this approach, a nondestructive analytical technique
directly related to structural features of the analyte could
be developed. Interpretation is often accomplished with the
use of wavelength tables which relate common function-
alities to corresponding NIR absorption bands.20,25-28 One
disadvantage of using these tables is that absorption bands
for a given functionality are often broad, resulting in
several functionalities which may be expected to have
overtone transitions within the same region. This ambigu-
ity may be alleviated through the use of the corresponding
mid-infrared data. NIR absorption bands are the result of
overtones or combinations of overtones originating in the
fundamental midrange (4000-600 cm-1) infrared region
of the spectrum.29 When frequencies of fundamental tran-
sitions in the mid-infrared region of the spectrum are
known, the position of expected near-infrared absorption
bands may be calculated. The overtone transitions (λ) will
occur at integer multiples (n) of fundamental vibrational
frequencies (νIR), which may be estimated from known mid-
infrared absorption bands using:

Sanzgiri et al. obtained the mid-infrared spectrum for
lomefloxacin HCl and assigned mid-infrared absorption
bands to various functionalities (Table 5).30 Overtone
transitions from the mid-infrared absorption bands were
calculated using eq 1.

As shown previously, the NIR response at a wavelength
ratio of 2172 nm/2226 nm correlated well with lomefloxacin
content, and these results were comparable to UV analysis.
These wavelengths do not correspond to the predicted
overtone transitions of the assigned bands (Table 5).
Because the use of infrared data did not provide a useful
interpretation of the 2172 nm region, various NIR tables

Figure 4s(A) Expanded second derivative NIR spectra for PCL:PEG implants containing lomefloxacin HCl. Content from top to bottom at 2172 nm: 25, 20, 15,
10, and 5% w/w; the normalizing wavelength (2226 nm) is indicated. (B) NIR standard curve for lomefloxacin HCl content in PCL:PEG implants using a ratio of
second derivative values (2172 nm/2226 nm) (R2 ) 0.992, S. E. ) 0.0364).

Table 3sLomefloxacin Content of Validation Samples as Determined
by Extraction/UV Procedure and NIR Methods

extraction/UV
procedure
(% w/w)

NIR 2172 nm/
2226 nm
(% w/w)

NIR 1824 nm/
1862 nm
(% w/w)

NIR PLS
analysis
3 factors
(% w/w)

18.84 18.33 19.11 19.91
18.98 18.73 19.95 20.33
18.57 18.49 17.52 18.84
18.61 18.03 17.14 19.11
18.93 18.59 21.89 18.85
19.01 20.29 16.40 19.15
19.36 21.59 19.54 19.58
19.26 19.88 20.28 19.01

average 18.95 19.24 18.98 19.35
std dev 0.28 1.23 1.84 0.54
% RSD 1.48 6.38 9.69 2.79

Table 4sStatistical Analysis of NIR and Extraction/UV Techniques for
Determination of Lomefloxacin Content within PCL Implants

statistical test

2172 nm/
2226 nm
versus

extraction/UV

1824 nm/
1862 nm
versus

extraction/UV

PLS
(three factors)

versus
extraction/UV

SEC 0.77 1.76 0.66
SEP 1.05 1.73 0.70

paired t-test
•95% interval (−0.545, 1.137) (−1.412, 1.480) (−0.059, 0.864)

•p-value p > 0.05 p > 0.05 p > 0.05

Wilcoxon signed rank test
•95% interval (−0.42, 1.07) (−1.26, 1.57) (−0.015, 0.810)

•p-value p > 0.05 p > 0.05 p > 0.05

F-test p < 0.05 p < 0.05 p > 0.05

λ ) 10 000 000
nνIR(cm-1)

(1)
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were utilized to provide an interpretation of why this
provided good correlation. Amines are reported to have an
combination N-H stretch in the region of 2100-2200 nm.14

Lomefloxacin HCl is the only amine-containing species
within these implants, and thus we may interpret our
correlation at 2172 nm as being due to N-H combination
frequencies within the NIR. It should be noted that
increasing relative reflectance values within the NIR
spectra will lead to decreasing second derivative values.
The 2172 nm wavelength could not be predicted from mid-
IR data since the mid-IR data will only provide information
about overtone transitions occurring from specific func-
tional groups, not from combination frequencies.

Since a reasonable correlation attributable to an amine
combination was found at 2172 nm, we may also expect to
find good correlation in the region where a first overtone
may be expected from the mid-IR data. From Table 5, a
protonated amine vibrational stretch would be expected to
have a theoretical first overtone transition at 1852 nm. The
second derivative spectra of lomefloxacin-containing im-
plants were investigated for correlation with lomefloxacin
content in the range of 1800 to 1900 nm corresponding with
the theoretical first overtone transition as predicted from
the known IR spectrum. Another wavelength ratio (1824
nm/1862 nm) also provided good correlation with lome-
floxacin content. This region of the NIR spectra has been
expanded and is shown in Figure 5A. A standard curve was
constructed from the second derivative ratio of responses
at 1824 nm/1862 nm versus lomefloxacin content deter-
mined from the extraction/UV assay results. The resulting
standard curve (R2 ) 0.955, S. E. ) 0.036) is given in
Figure 5B. The increased scatter in the data may be
attributable to the weaker absorbance found in the 1800-
1900 nm range. Various other transitions such as carbon-
hydrogen first overtone transitions also occur in this region
and may also contribute to the increase in scatter of the
data at 1824 nm.14 To test the predictive ability of the NIR
at this new wavelength ratio, second derivative responses

at 1824 and 1862 nm were obtained from the test set of
implants and used with the standard curve in Figure 5B
to predict lomefloxacin content as shown in Table 3. A
statistical analysis was performed to compare these results
with previous NIR and extraction/UV results. Results from
this statistical analysis are shown in Table 4. As can be
seen from Table 4, the paired t-test and Wilcoxon signed
rank test give 95% confidence intervals containing zero and
p-values greater than 0.05. Furthermore, the SEC and SEP
values for the NIR calibration at this new wavelength are
similar to one another and small in value. These results
indicate that there is no statistical difference in the
accuracy of mean lomefloxacin content predicted by NIR
(1824 nm/1862 nm) or UV analysis. The significance of this
is that the wavelengths correlated well with first overtone
expectations for a protonated amine as calculated from
mid-infrared data. This ratio also provided reasonable
correlation with results from extraction/UV analysis. The
high correlation in the 1800-1900 nm region where an
expected N-H first overtone transition would occur sup-
ports the proposed N-H combination interpretation for the
2172 nm/2226 nm ratio. These results demonstrate that
mid-infrared data may be useful in structural interpreta-
tion of NIR spectra and can help to verify interpretation
of NIR combination transitions not predictable from mid-
IR spectra alone.

Although the 1824 nm/1862 nm wavelength ratio pro-
vides results with comparable accuracy as the extraction/
UV technique, the F-test demonstrates the single wave-
length NIR method (1824 nm/1862 nm) does not give
results with the same precision (i.e. p-value < 0.05). The
PLS method appears to be the most robust method in terms
of accuracy and precision; however, it should be noted that
the PLS method does not allow for a similar direct
interpretation of the NIR data.

Table 5sMid-Infrared Transitions and Calculated Overtone Transitions for Lomefloxacin HCla

infrared fundamentala assignment
theoretical 1st
overtone (nm)

theoretical 2nd
overtone (nm)

3703 nm (2700 cm-1) NH2
+ stretch 1852 1235

6172 nm (1620 cm-1) carbonyl stretch (pyridinone ring) 3086 2058
8278 nm (1208 cm-1) aryl fluorides 4139 2759

a Mid-infrared absorption peaks and assignments are from Sanzgiri et al.30

Figure 5s(A) Expanded second derivative NIR spectra for PCL:PEG implants containinglomefloxacin HCl contents. Content from top to bottom at 1824 nm: 25,
20, 15, 10, and 5% w/w; the normalizing wavelength (1862 nm) is indicated. (B) NIR standard curve for lomefloxacin HCl content in PCL:PEG implants using a
ratio of second derivative values (1824 nm/1862 nm) (R2 ) 0.955, S. E. ) 0.0364).
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Conclusions
NIR spectroscopy is an accurate and nondestructive

method for quantifying components within polymeric im-
plants and provides a useful alternative to traditional
destructive techniques. This nondestructive technique may
be particularly useful in the early stages of product
development when drug supply is limited or when dose
uniformity is an issue within test formulations. In the case
of polymer matrix systems, excipients such as poly(ethylene
glycol) are not normally assayed. Given the importance
these excipients have in controlling the release rate of
active components, it is critical to assess both the quantity
and uniformity of these excipients within the polymeric
dosage form. NIR seems to provide an excellent and rapid
nondestructive method for quantitation of poly(ethylene
glycol), an excipient which is tedious and time-consuming
to quantify by other analytical methods.24 Preliminary work
suggests that similar results may be obtained for quantify-
ing actives within other polymeric dosage forms such as
microspheres or films.31 Selection of analytical wavelengths
in the near-infrared region corresponding to structural
features of the analyte may be accomplished with the use
of corresponding mid-infrared spectral data and NIR
frequency (wavelength) tables.
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Abstract 0 The objective of this study was to identify critical
formulation and processing variables affecting aggregation of bovine
IgG during freeze-drying when no lyoprotective solute is used.
Parameters examined were phosphate buffer concentration and
counterion (Na versus K phosphate), added salts, cooling rate, IgG
concentration, residual moisture level, and presence of a surfactant.
No soluble aggregates were detected in any formulation after either
freezing/thawing or freeze-drying. No insoluble aggregates were
detected in any formulation after freezing, but insoluble aggregate
levels were always detectable after freeze-drying. The data are
consistent with a mechanism of aggregate formation involving
denaturation of IgG at the ice/freeze−concentrate interface which is
reversible upon freeze−thawing, but becomes irreversible after freeze-
drying and reconstitution. Rapid cooling (by quenching in liquid
nitrogen) results in more and larger aggregates than slow cooling on
the shelf of the freeze-dryer. This observation is consistent with surface
area measurements and environmental electron microscopic data
showing a higher surface area of freeze-dried solids after fast cooling.
Annealing of rapidly cooled solutions results in significantly less
aggregation in reconstituted freeze-dried solids than in nonannealed
controls, with a corresponding decrease in specific surface area of
the freeze-dried, annealed system. Increasing the concentration of
IgG significantly improves the stability of IgG against freeze-drying-
induced aggregation, which may be explained by a smaller percentage
of the protein residing at the ice/freeze−concentrate interface as IgG
concentration is increased. A sodium phosphate buffer system
consistently results in more turbid reconstituted solids than a potassium
phosphate buffer system at the same concentration, but this effect is
not attributable to a pH shift during freezing. Added salts such as
NaCl or KCl contribute markedly to insoluble aggregate formation.
Both sodium and potassium chloride contribute more to turbidity of
the reconstituted solid than either sodium or potassium phosphate
buffers at similar ionic strength, with sodium chloride resulting in a
substantially higher level of aggregates than potassium chloride. At a
given cooling rate, the specific surface area of dried solids is
approximately a factor of 2 higher for the formulation containing sodium
chloride than the formulation containing potassium chloride. Turbidity
is also influenced by the extent of secondary drying, which underscores
the importance of minimizing secondary drying of this system. Including
a surfactant such as polysorbate 80, either in the formulation or in
the water used for reconstitution, decreased, but did not eliminate,
insoluble aggregates. There was no correlation between pharmaceuti-
cally acceptability of the freeze-dried cake and insoluble aggregate
levels in the reconstituted product.

Introduction

Freeze-drying is usually the method of choice for manu-
facture of protein pharmaceutical and diagnostic agents
which are physically or chemically unstable in aqueous
solution and may be used in protein purification for
concentration of proteins and to store the process inter-
mediate in a relatively nongrowth promotive state. How-
ever, a major challenge in development and manufacture
of such products is minimization of damage to proteins due
to stresses arising from the freeze-drying process itself.
Much of the published literature on freeze-drying of
proteins deals with the use of protective solutes, particu-
larly disaccharides, to minimize freeze-drying-induced
damage.1-4 There is only a small body of literature on the
effects of processing conditions on protein integrity in the
absence of protective solutes.5-7

Immunoglobulins represent a class of proteins which are
important both as pharmaceuticals and as diagnostic
agents. Immunoglobulins are also prone to formation of
aggregates during freezing8 and freeze-drying.3,9 While
protective solutes have been shown to be effective in
minimizing aggregation, the use of sucrose, for example,
as an excipient should be approached with caution for IgG
formulations intended to be administered in large doses
due to reported acute renal toxicity.10 In addition, some
immunoglobulins for which the final formulation is a sterile
solution are freeze-dried as a process intermediate, where
it may be desireable to minimize added solutes.

Within the limited body of published literature on
aggregation of immunoglobulins in response to freeze-
drying, variation in the immunoglobulin used as well as
experimental conditions (protein concentration, buffer
composition, added salts, and specific freezing and freeze-
drying conditions) makes the formulation of general con-
clusions regarding the relative impact of these variables
on aggregate formation uncertain. For example, Hansson8

reported that high levels of insoluble aggregates (42%) were
formed after multiple freeze-thaw cycles at -20 °C as
measured by ultracentrifugation. In this study, IgG was
dissolved in 0.05 M phosphate buffer and 0.5 N NaCl at
pH 7. The buffer salt used (sodium or potassium) was not
specified, and the buffer contained an unusually high level
of added salts. Paborji et al.,9 using 0.05 M sodium
phosphate buffer and 0.5 N NaCl, investigated the impact
of multiple freeze/thaw cycles on aggregation of a chimeric
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L6 mouse-human monoclonal IgG1 antibody by size exclu-
sion HPLC (HPSEC). Loss of monomer and the formation
of soluble dimers (2.5-16%) were observed under these
conditions. Higher buffer concentration favored dimer
formation, but the effect of pH change during freezing on
dimer formation was uncertain. IgG concentration in the
range of 1-10 mg/mL was reported not to have a significant
effect on aggregation.

Identification of critical solution attributes and process-
ing factors is essential in order to minimize empiricism in
the development of formulation and processing conditions
for protein pharmaceuticals. The broad objective of this
project was to develop a better understanding of the role
of formulation and process parameters in development of
aggregates during freezing and freeze-drying of bovine IgG
when no lyoprotectant is present. The specific objectives
were to determine the relative importance of the following
factors in aggregate formation after freeze/thaw and freeze-
drying of bovine IgG formulations: IgG concentration,
phosphate buffer composition, added salt, cooling rate,
residual moisture, and the presence of surfactants typically
used to minimize surface denaturation.

Experimental Section
MaterialssBovine IgG was obtained from Calbiochem-Nova-

biochem Corporation (La Jolla, CA) as a solution of concentrated
bovine IgG in 0.01 M sodium phosphate buffer (pH 7.2) containing
0.15 N NaCl. The IgG solution was dialyzed against various buffer
compositions using a dialysis cassette (Slide-A-Lyzer, Pierce
Chemical Company, Rockford, IL) for at least 12 h at 4 °C with
gentle stirring. IgG concentration was determined at 280 nm using
a molar absorption coefficient of 1.3 mg-1 mL cm-1 (obtained from
Calbiochem-Novabiochem Corporation). Disodium, monosodium,
dipotassium, monopotassium phosphate, potassium chloride, and
sodium chloride salts were obtained from Mallinckrodt Chemical
(Paris, KY). Urea and sodium n-dodecyl sulfate (SDS) were
obtained from Sigma Chemical Company (St. Louis, MO) and
Calbiochem-Novabiochem Corporation (La Jolla, CA), respectively.
Polysorbate 80 was obtained from Sigma Chemical Co (St Louis,
MO). All materials were reagent grade or better.

MethodssThe pH was adjusted at 25 °C with 0.1 N KOH,
NaOH, or HCl to 7.1 for solutions of IgG in the presence of 0.22 N
KCl and 0.22 N NaCl. The concentration of IgG was 1 mg/mL
except where noted.

Freezing and Freeze-DryingsIgG solutions (1.5 mL fill volume)
were placed in 5 mL serum vials (Baxter Scientific, McGaw Park,
IL). Two freezing methods were investigated. Fast cooling was
carried out by dipping vials in liquid nitrogen before transferring
to a freeze-dryer shelf precooled to -45 °C. Slow cooling was
accomplished by placing vials directly on the shelf of the lyophilizer
at room temperature and decreasing the shelf temperature at a
rate of 2 °C/min. For freeze-thaw experiments, thawing was
carried out by allowing frozen solutions to thaw at room temper-
ature.

Frozen solutions were held at -45 °C for at least 6 h before
beginning freeze-drying (Lyoflex 08, BOC Edwards Calumatic,
Tonawanda, NY or Dura-Stop, FTS Systems, Inc., Stone Ridge,
NY). The system was evacuated to a pressure of 100 mTorr at
-40 °C and held for 26 h (primary drying). The shelf temperature
was then increased to 25 °C at a heating rate of 0.1 °C/min and
held for a period of 24 h. Type T thermocouples were placed in
the bottom center of two different vials to monitor product
temperature. A sample thief was used to withdraw vials at
different times during drying without disturbing the cycle. At the
end of secondary drying, the samples were stoppered under
vacuum and analyzed within 24 h.

Annealing experiments were carried out by rapidly cooling vials
containing solutions of IgG in 0.01 M potassium phosphate buffer
with 0.22 N NaCl (pH 7.1) by dipping in liquid nitrogen, followed
by placing on the freeze-dryer shelves at -45 °C. Vials were then
warmed to -15 °C at a rate of 2 °C/min for 3 h, followed by
decreasing the shelf temperature to -45 °C. Rapidly cooled vials
that were not annealed were used as a control. Freeze-drying was
carried out as described above.

Measurement of pH Changes during FreezingsA method similar
to that described by Gomez11 was used to measure pH in frozen
solutions. A special combination pH electrode (Ingold, Mettler-
Toledo, Wilmington, MA) using a reference solution consisting of
a mixture of glycerol and potassium chloride permits measurement
of pH at temperatures as low as -30 °C. Calibration was done at
room temperature with buffers of pH 4, 7, and 10 (Baxter
Diagnostics, Inc., Deerfield, IL). A universal pH indicator solution
(Fisher Scientific, NJ) was also used to visually verify the results,
particularly for quench-cooling in liquid nitrogen. A 5 mL serum
vial containing 4 mL of the appropriate formulation, two type T
thermocouples (32 gauge), and the pH electrode was placed on the
lyophilizer shelf at room temperature. The shelf temperature was
decreased from 25 °C to -30 °C at a rate of 2 °C/min and held at
-30 °C for at least 4 h. The results of pH changes obtained under
these conditions were reproducible (standard deviation of (0.17
at -30 °C).

Determination of Insoluble AggregatessAbsorbance was mea-
sured at 350 nm by a UV/visible spectrophotometer (Shimadzu
Model 160U, Kyoto, Japan). All measurements were carried out
in triplicate, and the appropriate buffer solution without IgG was
used as a blank. To study the effect of bovine IgG concentration
on aggregation, concentrations ranging from 0.5 to 8 mg/mL in
the same buffer system were freeze-dried as described above and
reconstituted with distilled water. A limited number of studies
were also carried out where reconstituted freeze-dried solids were
filtered and the absorbance measured at 280 nm in order to
compare the two methods.

Size Exclusion ChromatographysHigh performance size exclu-
sion chromatography (HPSEC) was used to measure soluble
aggregates. The system consisted of a solvent pump, injector, UV
detector and integrator (Waters Inc, Milford, MA). A Bio-Sil TSK-
400 column (300 × 7.8 mm) from Biorad (Hercules, CA) was used
with detection at 280 nm. The mobile phase consisted of 0.1 M
Na phosphate buffer containing 0.01 M sodium azide and 150 mM
NaCl at a final pH of 6.8. The flow rate was 1 mL/min and analysis
time was approximately 20 min. The column was calibrated with
molecular weight standards (Biorad Inc, Hercules, CA), including
thyroglobulin (670 000), bovine γ globulin (158 000), chicken
ovalbumin (44 000), horse myoglobulin (17 000), and vitamin B-12
(1350). Before injection, samples were filtered through a 0.22 mm
filter (Acrodisc LC, Waters Corporation, Ann Arbor, MI). The
injection volume was 100 µL.

Other MethodssWater content was determined by Karl Fischer
(KF) analysis with coulometric end point detection (Model 150,
Denver Instruments, Arvada, CO). All measurements were carried
out in triplicate. Dynamic light scattering studies on reconstituted
IgG solutions were done by Protein Solutions, Inc. (Model SEM
F60, Charlottesville, VA) using a He Ne laser at 633 nm.
Scattering was measured at 60° from the incident beam.

The specific surface area of freeze-dried powders was measured
by nitrogen adsorption (Model ASAP 2010 Micromeritics, Norcross,
GA). Five data points were used to determine the adsorption
isotherm. Lyophilized samples were outgassed at 30 °C for at least
48 h to remove moisture. Four replicates were determined for each
sample. Environmental scanning electron microscopy was used to
examine lyophilized powders (Model 2020, Philips, Inc., Wilming-
ton, MA). Ten milligrams of the appropriate lyophilized powder
was spread on a conductive carbon tape and placed on an
aluminum mount. The accelerating voltage was 15 kV at a
chamber pressure of 5 Torr.

Results and Discussion
Characterization and Quantitation of Aggregatess

Absorbance at wavelengths ranging from 350 to 650
nm7,12-14 is commonly used as a convenient measure of
relative levels of insoluble aggregates in protein formula-
tions, particularly at low levels of aggregation.15 Absor-
bance vs wavelength data are presented in Figure 1 for
IgG at 1 mg/mL in 0.01 M potassium phosphate buffer
containing 0.22 N NaCl after freeze-thawing and after
freeze-drying and rehydration following both slow and fast
cooling. Note that absorbance is negligible for freeze/
thawed samples in the range of 325-500 nm. A sharp
increase in optical density due to scattering from insoluble
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aggregates is observed after freeze-drying and, as expected,
the extent of scattering increases with decreasing wave-
length. Freeze-drying following rapid cooling consistently
results in higher absorbance compared with slow cooling.
On the basis of these data, 350 nm provides the best
sensitivity for measuring turbidity while avoiding absorp-
tion due to the protein itself. This wavelength was used in
all subsequent studies. A good rank order correlation was
observed between absorbance at 350 nm and the quantity
of protein remaining after filtration of reconstituted freeze-
dried solids (Table 1).

HPSEC chromatograms of the formulation represented
in Figure 1 are shown in Figure 2, where the peak at 9.8
min represents the IgG monomer. No soluble aggregates
are observed after either freeze-thawing or freeze-drying.
The monomer peak area is the same after freeze-thawing
as that for the unfrozen solution, but decreases after freeze-
drying because of formation of insoluble aggregates which
are filtered out during sample preparation. Again, rapid
cooling results in higher levels of insoluble aggregates than
slow freezing, as reflected by the smaller peak area of the
rapidly cooled, freeze-dried material. A peak arising (12.5
min retention time) from an IgG fragment with an appar-
ent molecular weight less than about 6000 was always
observed in chromatograms of freeze-dried IgG, but was
not characterized further in this study.

The insoluble aggregates were completely dissolved by
either 6 M urea or by 0.4% (w/v) sodium dodecyl sulfate
(SDS). Only one peak, corresponding to the IgG monomer,
was observed in the HPSEC chromatogram of solubilized
aggregated material (data not shown). These observations
support the conclusion that only noncovalent aggregates
are observable under the experimental conditions reported
here.

Dynamic light scattering data for insoluble aggregates
formed by both fast and slow cooling are shown in Figure
3. Rapid freezing consistently results in larger aggregates,
with an average particle size of about 1 µm, as compared

with an average particle size of about 400 nm for slow
cooling. The reason for the difference in average particle
size is not known at present.

The data in Figures 1-3 demonstrate that fast cooling
consistently results in higher levels of aggregated protein
in a buffer containing 0.01 M potassium phosphate (pH 7.1)

Table 1sSummary of Absorbance at 350 nm, Percent Aggregate after Filtration, and Surface Area of Freeze-Dried Solids

buffer formulations
with 1 mg/ml IgG freezing conditions

absorbance
(350 nm) % aggregate

surface area
(m2/g)

0.01 M KPB + 0.22 N NaCl slow 0.71 ± 0.04 20.0 ± 1.9 6.6 ± 1.4
0.01 M KPB + 0.22 N NaCl quench cooled 0.81 ± 0.06 29.9 ± 0.7 10.9 ± 1.3
0.01 M KPB + 0.22 N KCl slow 0.36 ± 0.02 10.0 ± 2.0 3.6 ± 0.2
0.01 M KPB + 0.22 N KCl quench cooled 0.5 ± 0.03 14.0 ± 2.0 5.3 ± 0.1
0.01 M KPB + 0.22 N NaCl quench cooled and then annealed 3 h at −15 °C 0.55 ± 0.02 12.2 ± 1.0 7.7 ± 1.3
0.01 M KPB + 0.22 N NaCl quench cooled 1.0 ± 0.01 32.7 ± 1.7 17.6 ± 0.5

Figure 1sAbsorbance vs wavelength of samples containing IgG (1 mg/ml)
in a 0.01 M potassium phosphate buffer containing 0.22 N NaCl: (A) after
freezing/thawing, (B) after freeze-drying following cooling at 2 °C/min, (C)
after freeze-drying following quench-cooling in liquid nitrogen.

Figure 2sHPSEC chromatograms of bovine IgG in 0.01 M potassium
phosphate buffer containing 0.22 N NaCl: (A) solution before any treatment,
(B) after freezing/thawing, (C) after freeze-drying (slow cooling at 2 °C/min),
(D) after freeze-drying (quench-cooling in liquid nitrogen).

Figure 3sEffect of freezing rate on mean aggregate size of IgG, determined
by dynamic light scattering: (A) slow cooling, (B) quench-cooling in liquid
nitrogen.

1356 / Journal of Pharmaceutical Sciences
Vol. 88, No. 12, December 1999



with 0.22 N NaCl as compared with slow cooling. Similar
results were obtained with 0.01 M potassium phosphate
buffer (pH 7.1) and 0.22 N KCl (absorbance values of 0.36
vs 0.50 for slow and rapid cooling, respectively). These data
add to the growing body of published data supporting the
conclusion that rapid freezing can be detrimental to protein
integrity. Eckhardt et al.,14 using several formulations of
human growth hormone and an apparatus for controlling
cooling rate, demonstrated that the level of insoluble
aggregate after freeze/thawing is directly related to the
freezing rate over the range of 0.5 °C to 50 °C/min. Hsu et
al.,12 using formulations of tissue plasminogen activator
(tPA), reported a direct relationship between freezing rate
and development of turbidity in reconstituted samples
during storage. These investigators postulated that dena-
turation takes place at the solid/void interface, which
results in aggregate formation upon reconstitution. Chang
and co-workers,7 using multiple freeze-thaw cycles of
phosphofructokinase, lactate dehydrogenase, glutamate
dehydrogenase, interleukin-1 receptor antagonist, tumor
necrosis factor, and ciliary neurotropic factor demonstrated
that slow freezing resulted in less turbidity in thawed
samples than freezing in liquid nitrogen. Jiang and Nail,6
using lactate dehydrogenase and â-galactosidase, also
reported that rapid freezing in liquid nitrogen resulted in
lower recovery of enzyme activity after freeze-thawing
compared with freezing in a freeze-dryer.

Strambini and Gabellieri16 have proposed a mechanism
for freezing-induced damage to proteins involving partial
unfolding of proteins after adsorption to the ice surface. If
this mechanism is operative, then more rapid freezing
would be expected to result in a higher ice/freeze-concen-
trate interfacial area, a greater extent of protein adsorp-
tion, and more damage to the protein. While no aggregation
is detected in bovine IgG after freeze/thawing under the
conditions reported here, our data are consistent with this
mechanism, where partial denaturation following adsorp-
tion to the ice surface is reversible after freeze/thawing.
However, subsequent drying would result in a partially
denatured protein in the solid state, which forms ag-
gregates upon reconstitution.

To test the hypothesis that rapid freezing inhibits sodium
phosphate precipitation, a pH universal indicator was used.
No difference was observed after slow vs fast cooling (both
showing an acidic pH shift) despite a significant difference
in the amount of aggregates after freeze-drying and
reconstitution.

Environmental SEM photomicrographs (Figure 4) show
distinctly different morphologies for the freeze-dried pow-
ders following cooling at different rates. The slowly cooled
specimen appears as relatively large filaments, whereas
the rapidly cooled material appears to be more finely
divided.

Table 1 summarizes specific surface area data for freeze-
dried solids from 1 mg/mL bovine IgG in potassium
phosphate buffer containing both NaCl and KCl. The
specific surface area of freeze-dried solids is significantly
higher for quench-cooled relative to slowly cooled solutions.
An unexpected result is that the specific surface area of
freeze-dried solids from solutions containing NaCl is
significantly higher than those containing KCl. The reason
for this is not known at present, but the reduced specific
surface area of solids containing KCl correlates with a
lower degree of aggregation in the KCl system. This is
further support for an aggregation mechanism involving
partial denaturation at the ice/freeze-concentrate inter-
face.

Effect of AnnealingsIf protein denaturation, and
subsequent aggregation upon reconstitution, is promoted
by a high ice/freeze-concentrate interfacial area following

freezing, then annealing the system after fast freezing
should decrease aggregation by decreasing the interfacial
area. Results of an experiment to test this hypothesis are
shown in Table 1. Note that the decrease in specific surface
area of the annealed material relative to the quench-cooled
control (17.6 vs 7.7 m2/g) is accompanied by a decrease in
percent aggregates in the reconstituted solids from 32% to
about 12%. These data lend further support to an aggrega-
tion mechansim involving denaturation at the ice/freeze-
concentrate interface that becomes irreversible upon dry-
ing.

Effect of IgG ConcentrationsThe effect of IgG con-
centration on both absorbance at 350 nm and on percent
aggregate as determined by measuring the absorbance
after filtration of the reconstituted solution after freeze-
drying is shown in Figure 5 for solutions in 0.01 M

Figure 4sESEM photomicrographs of freeze-dried IgG following (A) slow
cooling, and (B) quench-cooling in liquid nitrogen. Magnification 2000×.
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potassium phosphate buffer containing 0.22 N NaCl at pH
7.1. Even though absorbance at 350 nm increases as
protein concentration increases from 0.5 to 8 mg/mL, the
level of insoluble aggregates decreases by more than half.
This direct effect of protein concentration on stabilization
against damage caused by freeze-drying has been reported
by other investigators. Hansson17 reported that the quan-
tity of aggregate formed in human IgG after multiple
freeze-thaw cycles decreased with increasing IgG concen-
tration until, at 50 mg/mL IgG, no aggregation was
observed after multiple freeze-thaw cycles. Chang et al.7
reported that increasing the concentration of interleukin-1
receptor antagonist (from 1 to 100 mg/mL) diminished the
level of aggregates from 50% to 0.01%. This effect has also
been reported for â-galactosidase6,18 and lactate dehydro-
genase.6,19 However, to our knowledge, this concentration
effect has not been explained.

Residual moisture level at each concentration was
measured in order to test the hypothesis that higher
concentrations of protein, under the same process condi-
tions, will result in higher residual moisture levels and
prevent damage caused by “overdrying”. Data are sum-
marized in Table 2. The data do indicate that residual
moisture increases with increasing concentration. However,
the range of residual moisture levels is only from 1.25% to
2.5%. In the range of 4 to 8 mg/mL IgG, the residual
moisture level is approximately constant, but the amount
of insoluble aggregate decreases significantly. It appears
that residual moisture is, at most, only a partial explana-
tion for the concentration effect.

Anchordoquy and Carpenter20 reported that dissociation

of lactate dehydrogenase subunits, and subsequent loss of
activity, was due to the large pH decrease associated with
the phosphate buffer during freezing. This effect was
inhibited by protective levels of polymers such as bovine
serum albumin and poly(vinylpyrrolidone). To test the
hypothesis that higher protein concentration inhibits crys-
tallization of buffer salts, pH shift during freezing was
measured for the lowest and highest protein concentrations
used in this study. Minimal difference in pH shift was
observed between the lowest and highest concentrations
(4.0 vs 4.2 for 0.5 mg/mL and 8 mg/mL, respectively).
Therefore, pH change during freezing does not appear to
be a likely explanation for the concentration effect. The
data need to be interpreted with some caution, however,
since the freezing conditions were different for the experi-
ments in which the apparent pH during freezing was
measured (freezing to -30 °C) versus the freezing condi-
tions prior to freeze-drying (freezing to -45 °C).

Increasing IgG concentration was associated with an
increase in specific surface area of the freeze-dried solids
(from 6.6 m2/g at 1 mg/mL to 9.0 m2/g at 8 mg/mL) over
the concentration range studied. Combined with the ab-
sorbance data in Figure 5, these data suggest that the
concentration effect may be another manifestation of
aggregation as an interfacial phenomenon. The increased
specific surface area of freeze-dried solids with increased
concentration is accompanied by increased absorbance at
350 nm of the reconstituted solution, suggesting that the
increased turbidity arises from a larger amount of protein
at the ice/freeze-concentrate interface during freezing.
However, the fractional amount of protein at the interface
must decrease with increasing concentration, given that
the specific surface area increases by a factor of about 1.5
while the concentration increases by a factor of 8. The lower
percentage of protein at the interface would explain the
decrease in percent aggregated protein with increased
concentration.

Another explanation for the protein concentration effect
that was considered is the influence of protein concentra-
tion on Tg′ (the glass transition of the maximally freeze-
concentrated solute), where increased protein concentration
would be expected to increase Tg′. However, as with many
protein formulations not containing a lyoprotectant, ther-
mal analysis of the frozen systems did not reveal a glass
transition (data not shown). The freeze-drying conditions
used for the study (primary drying at -40 °C) represent
the approximate lower temperature limit for production
scale freeze-drying. While the low primary drying temper-
ature should minimize collapse during freeze-drying, the
potassium phosphate buffer system without added salt did
exhibit collapse. As discussed below, we observed no effect
of collapse during freeze-drying on level of aggregation
upon reconstitution. We conclude that any protein concen-
tration effect on Tg′ would not explain the observations
reported here.

Effect of Buffer Composition on AggregationsThe
effect of systematic variation in solution composition at a
constant IgG concentration and nearly constant ionic
strength on turbidity of the reconstituted solid is shown
in Figure 6. The effect of the phosphate buffer (Na vs K
salt) at two concentrations (0.1 M vs 0.01 M) is examined
where ionic strength is adjusted with either NaCl or KCl.
At a constant buffer concentration, the potassium salt
consistently results in a significantly lower level of ag-
gregate relative to sodium phosphate (P < 0.001). Adding
either NaCl or KCl results in increased aggregation relative
to buffer alone, and sodium chloride always results in more
aggregation than the same concentration of potassium
chloride.

pH was measured during the freezing process in order

Figure 5sEffect of IgG concentration on absorbance at 350 nm and percent
aggregated IgG after lyophilization. Buffer system was 0.01 M potassium
phosphate with 0.22 N NaCl, frozen at a cooling rate of 2 °C/min. Error bars
represent standard deviation of triplicate measurements from three separate
vials.

Table 2sResidual Moisture vs IgG Concentration

bovine IgG concentration
(mg/mL) before lyophilization

residual
moisture

0.5 1.25 ± 0.13
1 1.32 ± 0.14
2 1.4 ± 0.2
4 2.5 ± 0.02
8 2.5 ± 0.2
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to examine the relationship between aggregation and pH
shift during freezing. The data are summarized in Figure
7. As expected, pH increases somewhat (from 7.2 to about
8) during freezing for the potassium phosphate buffer,
whereas pH decreases for the sodium phosphate buffer
system (from 7.2 to about 3.5). The effect of added salt is
to delay crystallization of both monobasic potassium phos-
phate and dibasic sodium phosphate. For potassium phos-
phate containing KCl, the pH of the frozen system reaches
a similar pH to that of potassium phosphate buffer alone
after about 100 min. For sodium phosphate buffer alone,
the apparent pH reaches its equilibrium value after 100
min, but the sodium phosphate buffer containing NaCl is
still slowly decreasing after 4 h. These data are in agree-
ment with data reported by Gomez,11 where an inhibition
of disodium phosphate dodecahydrate precipitation was
observed in the presence of 8 mM Na phosphate buffer
containing 0.15 N NaCl.

As mentioned above, comparison of the data in Figures
6 and 7 should be made with some caution, because the
pH measurements were made at -30 °C, whereas freezing
of the IgG solutions was carried out at -45 °C. However,
the data in Figure 7 support the conclusion that pH shift
during freezing does not affect aggregation. Comparing
curves B and D in Figure 7 with corresponding data in
Figure 6, the level of aggregate is considerably greater for
the solution containing NaCl relative to that containing

sodium phosphate alone. Even if it is assumed that the
solution containing sodium chloride eventually reaches the
same pH during freezing as that containing buffer alone,
the aggregate levels would be expected to be the same for
the two systems if the pH shift during freezing were driving
the aggregation process. Curves A and C in Figure 7 show
that the two potassium phosphate buffer solutions reach
the same apparent pH after about 2 h, but, again, the
solution containing added salt results in a significantly
higher level of aggregated protein. The absence of an effect
of pH shift upon freezing on IgG aggregation is further
illustrated in Figure 6, where 0.22 N KCl or NaCl alone
(pH adjusted to 7.1) is compared to the corresponding
solutions containing 0.01M potassium phosphate. Ag-
gregate levels are significantly greater for solutions con-
taining salt alone, where the apparent pH at -30 °C after
4 h is 6.4 and 7.0 for 0.22 N NaCl and KCl, respectively.

In studying the effect of formulation variables on the
stability of freeze-dried human growth hormone, Pikal and
co-workers21 noted that the destabilizing effect of added
NaCl could be attributed to either ionic strength or a
specific ion effect of Na+ or Cl- and concluded that Cl- is
the most likely cause of the adverse effect. Our data
support the conclusion that the effect of buffer solution
composition on IgG aggregation is neither a pH shift effect
nor an ionic strength effect, but rather a specific ion effect.
Further work is in progress to test the hypothesis that the
effects of added salts on IgG aggregation resulting from
freeze-drying is predicted by the Hofmeister series, where
destabilizing ions promote aggregation.

The freeze-dried cakes resulting from 0.1 M potassium
phosphate buffer were collapsed, whereas freeze-dried
solids resulting from 0.1 M sodium phosphate buffer
retained their macroscopic structure. For potassium buffer
systems containing NaCl or KCl, no collapse was observed.
Besides illustrating that collapse during freeze-drying does
not necessarily correlate with decreased integrity of a
freeze-dried protein, this observation suggests that an
alternative explanation for the data in Figure 6 is that
residual moisture levels are different for the formulations,
and that this difference in residual moisture level influ-
ences aggregation. Residual moisture levels were signifi-
cantly different (2.8 ( 0.3% for 0.1 M potassium phosphate
vs 1.5 ( 0.4% for 0.1 M sodium phosphate alone). To study
this effect further, two formulations containing 0.01 M
potassium phosphate (pH 7.1) and either 0.22 N KCl or
NaCl, were compared with respect to both residual mois-
ture level and insoluble aggregate levels by using a sample
thief to remove samples during secondary drying. All
samples retained their macroscopic structure. Data are
summarized in Figure 8. The top panel shows that the
difference in absorbance at 350 nm between the two buffer
solutions is not distinguishable until the 49 h sample, at
which time the absorbance of the sodium chloride system
is significantly higher and remains so throughout the
drying cycle. Although the residual moisture level in the
potassium chloride formulation is higher than the sodium
chloride formulation early in secondary drying, the residual
moisture levels in the two formulations are not significantly
different by the end of the cycle. The data in Figure 8
support the conclusion that the salt effect becomes evident
only as the residual moisture level is decreased to 2-5%.
Below this level, there is a significant effect of the added
salt which is not explained by differences in residual
moisture. No difference in cake appearance was observed
between time 1, time 2, and samples taken at the end of
the cycle (Figure 9). These data are consistent those of Hsu
et al.22 for tPA, where protein integrity is lost by overdry-
ing.

Effect of a Surfactant on AggregationsNonionic

Figure 6sEffect of solution composition at similar ionic strength (I ) 0.24
M) on IgG aggregation after freeze-drying in (A) 0.1 M potassium phosphate,
(B) 0.1 M sodium phosphate, (C) 0.01 M potassium phosphate containing
0.22 N KCl, (D) 0.01 M potassium phosphate containing 0.22 N NaCl, (E)
0.22 N KCl, and (F) 0.22 N NaCl. Error bars represent standard deviation
based on measurements from three separate vials.

Figure 7sApparent pH during freezing for (A) 0.1 M potassium phosphate
buffer, (B) 0.1 M sodium phosphate buffer, (C) 0.01 M potassium phosphate
buffer containing 0.22 N KCl, and (D) 0.01 M potassium phosphate buffer
containing 0.22 N NaCl.
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surfactants are commonly used in formulations to prevent
protein adsorption to surfaces and to minimize interfacial
denaturation by preferentially adsorbing to hydrophobic
surfaces and to hydrophobic regions of proteins. Table 3
summarizes absorbance data at 350 nm obtained for
reconstituted solids with and without polysorbate 80 in the
medium of reconstitution or in the formulation before
freeze-drying. Use of a surfactantseither in the reconstitu-
tion medium or in the formulationssignificantly decreases,
but does not eliminate, aggregation. No difference is
observed in aggregation between a formulation containing
0.02% or 0.1% w/w polysorbate 80. No significant difference

was observed between incorporation of the surfactant in
the formulation and incorporation in the medium of
reconstitution. These data contrast with those of Chang
and co-workers,7 who reported essentially complete protec-
tion of six different proteins by incorporation of 0.01%
polysorbate 80 into the formulation prior to freezing.
Incorporation of surfactant into the reconstitution medium
instead of the formulation was less effective in the case of
interleukin-1 receptor antagonist, but still reduced the
quantity of aggregate relative to reconstitution with water
alone (23% vs 50% aggregate, respectively).

Practical ConsiderationssThe data reported here are
consistent with the body of literature pointing to protein
aggregation resulting from freezing and freeze-drying as
an interfacial phenomenon. While further investigation is
warranted, particularly in the area of specific ion effects,
several broad conclusions may serve as guidelines for
development of protein formulations and processing condi-
tions. First, keep the protein concentration as high as
practical. Second, minimize the buffer concentration and
do not use additional salts unless necessary. From the
standpoint of aggregation, potassium phosphate buffer
appears to be preferable to sodium phosphate buffer, and
potassium chloride is preferable to sodium chloride. Iden-
tification of critical process parameters should include
thermal history of freezing, since a number of reports
suggest that rapid freezing should be avoided. Particular
attention should be given to establishment of residual
moisture specifications, particularly since the conventional
wisdom that “the dryer, the better,” is not always true.
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Abstract 0 The dispersion model has been widely used to analyze
local pharmacokinetics in the organs and the tissues since the 1980’s.
However, an ambiguity still remains in selecting the boundary
conditions which are necessary to solve the basic equation of the
model. In this note, theoretical considerations are given to this problem
and we present here some deficiencies of the mixed boundary
conditions. It seems that theoretical confusion exists in the literature
for the mixed boundary conditions. It is well-known that the solution
of the dispersion model with a bolus input is the inverse Gaussian
distribution for the mixed boundary conditions. However, it is rarely
recognized that the inverse Gaussian distribution requires an open
boundary at either the inlet or the outlet. For the analysis of local
pharmacokinetics, the use of the classical Danckwerts (or closed)
boundary conditions is recommended.

Introduction

To predict in vivo organ clearances from in vitro findings,
a mathematical model that assumes certain structured
blood flow is indispensable. It has been reported that the
convection dispersion model1,2 and distributed tube model3,4

are sound models which give appropriate predictions of
organ clearance in various situations. These two models
afford similar predictions in linear kinetics,5 but not in
nonlinear kinetics.4-6 This is because the distributed tube
model does not assume any micromixing of the blood
stream in the bed. In contrast, micromixing is incorporated
naturally into the dispersion model.

The dispersion model was proposed by Roberts et al. in
the 1980s1,2 and has been used to analyze local pharma-
cokinetics in various situations.7-11 The dispersion model
is expressed by a partial differential equation, and to obtain
its solution, the entrance and the exit boundary conditions
are necessary. A drawback of the dispersion model is an
ambiguity in selecting the boundary conditions.4 Roberts
et al. initially chose the Danckwerts (or closed) boundary
conditions (DBC) because it satisfies the extremes of the
well-stirred and tube model predictions,1 but later favored
the mixed boundary conditions (MBC).5 MBC have also
been preferred by several other investigators.4,7-9

The solution for MBC is apparently equivalent to a
probabilistic distribution of the rate of first passage of
particles moving randomly (as a random walk) that is
referred to as the inverse Gaussian distribution.2 A random
walk is a discrete process but is superimposed on a
convection flow by limiting the size of the steps and by
expanding the basic equation in a Taylor series.12 Accord-
ingly, MBC has been related to the first passage time.5
However, there is a pitfall, as will be discussed later.

In this correspondence, theoretical considerations are
given to the ambiguity of the boundary conditions of the
dispersion model. Some deficiencies of MBC will be dis-
cussed. We recommend the use of DBC.

Deficiencies of the Mixed Boundary Condition
The dispersion model is described by a partial differential

equation as follows:1,2

where C is the normalized concentration of a substance at
the normalized cross-section Z and at the normalized time
T, DN is the dispersion number, and RN is the efficiency
number. DBC is defined as follows:2,5,13

where Cin is the concentration in the entering stream. MBC
is expressed as follows:2,5,14

The analytical solution of the dispersion model after
bolus input with MBC is given by:2

where the elimination is not considered. As described
above, eq 6 also represents the inverse Gaussian distribu-
tion.15

† Banyu Pharmaceutical Co.
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∂C
∂T

) DN
∂

2C
∂Z 2

- ∂C
∂Z

- RNC (1)

C - DN ∂C/∂Z ) Cin at Z ) 0 for T g 0 (2)

∂C/∂Z ) 0 at Z ) 1 for T g 0 (3)

C ) Cin at Z ) 0 for T g 0 (4)

C f 0 or ∂C/∂Z f 0 as Z f ∞ for T g 0 (5)

C(T,Z) ) Z
2 ( 1

πDNT3)1/2

exp (-
(Z - T)2

4DNT ) (6)

10.1021/js9803860 CCC: $18.001362 / Journal of Pharmaceutical Sciences © 1999, American Chemical Society and
Vol. 88, No. 12, December 1999 American Pharmaceutical AssociationPublished on Web 10/30/1999



It should be noted, however, that the probabilistic
distribution of first passage times of a random walk
becomes the inverse Gaussian distribution where the inlet
boundary is open.12 The situation of MBC is distinct from
the first passage time because its inlet is not open as
indicated by eq 4. In reality, MBC is equated to the last
passage times.12 As shown in Figure 1, these two sojourn
times are different but apparently equivalent because the
time for roaming on the inlet in the first passage times
corresponds to that for the outlet in the last passage times.

The dispersion assumed in the dispersion model repre-
sents mixing of the blood streams flowing through the
microcapillaries in the tissue.5 Accordingly, dispersion
occurs within the tissue but must end at the boundaries.
In this instance, both the first and the last passage times
are inappropriate because an open boundary is postulated.
As MBC is the last passage time, the dispersion is assumed
across the exit,10 which is physiologically irrelevant because
the blood never returns from the distal vessels.

Another deficiency of MBC is that it cannot properly
control the transfer of mass across the inlet. The peculiarity
is obvious for a bolus case. The total mass of the drug is
given by integration of eq 6:

where R ) T /DN. Equation 7 takes a minimum value of 1
when R f +∞, namely T f +∞ and/or DN ) 0, but scatters
to +∞ as R or T approaches 0. It implies that the mass
retained in the bed becomes infinity at the time of injection
(Figure 2).

It is generally agreed in the field of chemical engineering
that the correct boundary conditions are those that show
the flux

to be continuous at the boundary.12 Since the differential
term in eq 8 is ignored for the inlet of MBC (eq 4), the
implicit flux occurs when ∂C/∂Z * 0 at Z ) 0. This is the
reason for the excessive mass in eq 7. The mass is increased
explosively at the time of injection when ∂C/∂Z becomes
-∞ at the inlet and then evaporates gradually after the
injection when ∂C/∂Z > 0.

Availability predictions of the dispersion model at steady-
state for any boundary conditions in linear kinetics have
been reported (eqs 6 and 7 in reference 16). However, they
are irrelevant for MBC. If ∂C/∂Z is less than zero at the
inlet of MBC, which occurs when RN > 0, the mass needs
to be pored into the bed more than the flow rate allows to

satisfy eq 4. This is impossible. In other words, MBC does
not have a reasonable solution for steady-state conditions
when RN > 0 because of the improper inlet definition.

Danckwerts Boundary Condition
DBC is a necessary consequence of the restrictions for

mass conservation and discontinuity of mixing at the
boundary.17 This is currently the most physiological as-
sumption for the solutes that are carried by the blood-
stream in the organ, because micromixing of the blood
never occurs across the boundaries. In the future, however,
DBC might be reexamined for unnatural discontinuities
at the boundaries. Continuous or stepwise change of
dispersion has been considered theoretically.18,19 These
conditions are advantageous to simulate the real dynamics
in the organ, although they are inapplicable to the current
analyses because the change of the dispersion in the organ
is unknown.

A major shortcoming of DBC is that its analytical
solution is mathematically complex.2 Yet a solution is
possible for linear kinetics with inverse Laplace transfor-
mation techniques that are used frequently to solve the
two-compartment dispersion model.7,20,21 In addition, sev-
eral numerical methods have been introduced to calculate
the dispersion model for nonlinear kinetics.14,22-24 It is now
possible to obtain non-steady-state solutions of nonlinear
multicompartment dispersion models with any input func-
tion.23

Practical Considerations
Despite the evident theoretical defects, it must be

emphasized that most of the analyses done with MBC in
the literature are still relevant because its solution is very
similar to that of DBC where the dispersion number is
small5 (especially for DN e 0.2). However, the results of
some studies need to be interpreted cautiously.

First of all, it must be recognized that MBC offers
unrealistically spreading outflow curves at higher DN. After
a bolus dose, the dimensionless variance of the outflow
curves for MBC is calculated by:2

Equation 9 implies CV2 exceeds that for even the well-

Figure 1sSchematic representation of a first passage time and a last passage
time of a particle moving randomly in the bed. The first passage time starts
when the particle first enters the bed and continues until it first reaches the
exit. The last passage time starts when the particle last leaves the entrance
and continues until it exits from the bed, never to return. Note that these
sojourn times may include some time spent outside the bed. The dotted line
indicates the trajectory of a lost particle in the case of MBC.

∫0

∞
C(T,Z) dZ ) {1 + erf(R1/2/2)}/2 + (πR)-1/2e-R/4 (7)

φ ) C - DN∂C/∂Z (8)

Figure 2sOverestimation of mass retained in the bed by the dispersion model
with the mixed boundary condition after bolus input. Note that the mass must
be 1.0 independently of time or dispersion number (DN). The mass is calculated
by eq 7.

CV2 ) 2DN (9)
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stirred situation (CV2 ) 1) when DN > 0.5. This overspread-
ing occurs primarily because the excessive mass is trans-
ferred to the outlet very rapidly in the early period. Another
reason is the long-lasting nature of the curve generated
with the open outlet condition. Therefore, it is an error
caused by the improper definitions. CV2 of the dispersion
model for DBC is calculated by:2

in which CV2 never exceeds 1, increases monotonically as
DN grows, and reaches the well-stirred situation at infinity
(refer to Figure 3 in ref 10). All theoretical considerations
that relate to the shape of the outflow curves of MBC may
have potential problems.

Several investigators simulated availabilities with MBC
and DBC for various situations and discussed the difference
between the two conditions.5,25 However, the physiological
meaning of the difference is obscure. In linear pharmaco-
kinetics, availability is determined by the residence time
distribution of the solute (namely, the shape of the outflow
curves),5 and as Nauman concluded, both open and closed
systems afford the same residence time distribution when
time spent outside the system boundaries is excluded from
the total,12 which is a reasonable assumption for clearance
of drugs. Consequently, availability is independent of
boundary conditions for linear kinetics if the conditions are
realistic. Unfortunately, MBC is not. The difference be-
tween MBC and DBC simply represents the extent of errors
raised by MBC. Analogous consideration needs to be paid
to interpretation of the dispersion numbers calculated with
MBC and DBC.10

It is advocated that the extent of intrahepatic mixing is
very close to the well-stirred situation because the “mix-
edness” of solutes is maximized at usual dispersion num-
bers and then decreases as the dispersion number in-
creases, and this suggestion of maximum mixedness in the
liver may explain the discrepancy between the apparent
validity of the well-stirred model.26 In this report, “mixed-
ness” was evaluated based on the relative entropy of the
outflow curves predicted by the dispersion model of MBC.
However, the curves predicted by MBC may become
unrealistic as discussed above. For this reason, the evalu-
ation of “mixedness” seems to be erroneous. The conclusion
of this report needs some modification.

In the extended use of the dispersion model, MBC would
be more troublesome. In nonlinear kinetics, availability
predictions by MBC could be inaccurate because clearance
depends on the mass retained in the bed. Moreover, it is
difficult to calculate nonlinear differential equations with
boundary conditions that do not conserve mass. The
assumption of MBC is incompatible with physiologically
based pharmacokinetics because organs cannot be con-
nected in a tandem manner due to the requirement of the
open outlet.

The inverse Gaussian distribution is frequently adopted
as a distribution function for parallel tube models.4,5,9,10,14,25

From an empirical viewpoint, it is relevant if the model
explains real data properly. However, for greatly spreading
curves, the appropriateness of the shape needs to be
verified because the influence of the improper boundary
definitions of its generating function becomes apparent.

The dispersion model has been criticized for its inability
to explain the tail part of the dilution curves after bolus
input.8-10 In this instance, the characteristic does not differ
between DBC and MBC. However, it seems more reason-
able to consider the temporal adsorption of substances to
the surface of the vasculature as a possible reason for
deviation from the model.11 If such adsorption occurs, the

dilution curve needs to be analyzed with the multi-
compartment dispersion model7,23 even for vascular refer-
ences.

Conclusion

MBC has theoretical deficiencies both at the entrance
and the exit. Although analyses performed thus far with
MBC are still relevant as approximations in most cases,
the use of DBC is recommended to avoid theoretical
confusion. Considering the recent progress in the develop-
ment of numerical methods, the calculation of DBC is not
a major problem. When the inverse Gaussian distribution
is applied in pharmacokinetic considerations, it should be
recognized that an open boundary is assumed at the inlet
or the outlet.
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